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ABSTRACT 

To mitigate global warming, we need to develop carbon-free ways to generate 

power. Nuclear energy currently generates more carbon-free power in the United States 

than all other sources combined at 55%. To make nuclear as viable a power source as 

possible, we need to maximize power density and safety. Both of these can be improved 

with Accident Tolerant Fuel (ATF) materials. Uranium nitride (UN), a candidate ATF 

material, offers high fuel economy due to its uranium density and improved safety 

margins from thermal properties. However, its instability in the presence of water, a 

reactor coolant, must be addressed. This dissertation employs Density Functional Theory-

based methods to investigate the atomistic and electronic mechanisms in UN corrosion 

initiation. To ensure accuracy in future UN models, the effects of magnetic treatments on 

UN surface stability and corrosion properties are also determined. 

The performance of advanced nuclear materials must be tested in research 

reactors before they can be implemented in power reactors. To get real-time temperature 

data from these tests, sensors are required that can survive the high temperatures and 

irradiation. To meet these needs, Idaho National Laboratory has been developing High 

Temperature Irradiation Resistant Thermocouples (HTIR-TCs). Towards increasing 

temperature resolution and in-pile lifetime, an ab initio method has been developed to 

predict HTIR-TC performance. The method considers the effects of composition and 

temperature on performance and has been validated against experiment. To predict the 

interaction of HTIR-TCs with research reactor coolant, corrosion and oxidation 



 

viii 

mechanisms have been investigated. By examining the diffusion behaviors of water and 

oxygen, recommendations are made for which thermoelement materials may be the most 

resistant to corrosion and/or oxidation. 
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CHAPTER ONE: INTRODUCTION 

1.1 Goal of the Dissertation 

The goal of this dissertation is to improve the understanding of two advanced 

nuclear energy concepts: uranium nitride (UN) and in-pile temperature sensors using 

first-principles methods. Better understanding of the properties and behaviors of these 

materials will contribute to developing materials solutions to improve their performance.  

UN offers improvements to fuel economy and accident tolerance compared to the 

current standard nuclear fuel: uranium dioxide (UO2). However, UN corrodes when 

exposed to water, which would lead to fission product release in the event of an accident. 

While UN corrosion has been studied experimentally, there is limited understanding of 

the prevalence of unreacted N and the electronic mechanisms of this electrochemical 

process. There is also no consensus on the magnetic structure of the UN surface. Since 

magnetic treatment will change the electronic structure, this may have a significant effect 

on corrosion properties. To meet these knowledge gaps, this work will identify atomic 

and electronic steps in corrosion initiation as well as the most stable magnetic structure of 

the UN surface. 

In-pile temperature sensors known as High Temperature Irradiation Resistant 

Thermocouples (HTIR-TCs) are crucial to the characterization of advanced nuclear 

material performance. To best record the temperature in these advance nuclear material 

experiments, HTIR-TC development seeks to increase in-pile sensor lifetime and 

temperature resolution. This work develops a method to predict the performance of 
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thermoelement materials with consideration of composition and temperature profiles. 

Once validated, this method can be used to predict performance changes due to material 

changes in-pile as well as identify thermoelement materials that may increase 

temperature resolution. The oxidation and corrosion of HTIR thermoelements is also 

investigated to better understand how reactor coolant may affect sensor lifetime. 

Characterizing the atomic steps in corrosion and material evolution in-pile can be 

difficult experimentally. Using atomistic first-principles modeling allows for the precise 

selection of compositions, examination of atomic structural changes, and evaluation of 

electronic properties. The ability to resolve the electronic structure is especially crucial 

for these two areas of study as corrosion is an electrochemical process and HTIR-TCs 

rely on the Seebeck effect. Additionally, since no experimental parameterization is 

required, first-principles methods and the larger length scale methods they parameterize 

can have predictive capabilities. This work will ultimately help the development of 

nuclear power towards mitigating climate change. 

1.2 Background, Motivation, and Objectives 

To mitigate the projected effects of climate change and reduce our dependence on 

fossil fuels, we need reliable, carbon-free energy. Though we cannot stop warming due to 

anthropogenic effects, we can still mitigate harm to human life and our planet. The 

Intergovernmental Panel on Climate Change (IPCC) projects that if we can limit 

continued warming to 1.5°C by 2052, we can reduce the severity of extreme heat in 

inhabited regions, flooding, drought, sea level rise, and loss of biodiversity [1]. IPCC 

models in which net warming is limited to 1.5°C require reaching net zero CO2 emissions 

by 2050. 
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In the United States, electricity generation accounts for 27% of our greenhouse 

gas emissions. To cut back on these emissions, we need to rapidly increase our use of 

carbon-free power sources. Currently, nuclear power accounts for 55% of our carbon-free 

power [2]. Nuclear power is not only carbon-free but also incredibly energy dense and 

reliable. One single fuel pellet can produce as much energy as 1 ton of coal, 149 gallons 

of oil, or 17,000 cubic feet of natural gas. This high energy density means nuclear power 

plants only need to be refueled about every 2 years and as such are able to operate over 

90% of the time. 

To make nuclear as viable a power source as possible, we need to maximize 

power density and safety. In the wake of the Fukushima-Daiichi accident, the nuclear 

field has focused on Accident Tolerant Fuel (ATF) concepts [3–5]. ATF materials are 

designed to maintain or improve upon the current fuel materials, while slowing the rate of 

fuel rod degradation and thus increasing time for accident response. 

Before we can use ATF concepts in nuclear power plants, we need to know how 

they will behave in-pile. This requires a series of experimental irradiation campaigns, 

each of which can take a decade [6]. The Nuclear Regulatory Commission (NRC) has 

recognized that mechanistic modeling can be used to reduce the number of necessary 

experiments and also considered modeling as a component for qualifying advanced 

reactor concepts [7,8]. An example of materials models that can together be used for 

multi-scale mechanistic modeling are shown in Figure 1.1. 

Developing mechanistic or physics-based engineering scale models requires 

accurate insight and input parameters from the lower length scale models, i.e. atomistic 

methods such as Density Functional Theory (DFT) and Molecular Dynamics (MD). It is 
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thus the responsibility of atomistic modelers to produce accurate data as the foundation 

for expediting the advanced nuclear fuel material pipeline. Developing a physics-based 

method is crucial to obtain predictive capabilities. Conversely, with an entirely empirical 

method, only materials with significant corresponding experimental data could be 

modeled. This would circle back to the requirement of decades long irradiation 

campaigns, which would greatly hinder the goal to achieve net-zero carbon emissions by 

2050. 

 
Figure 1.1 An example of materials models that can be used in multi-scale 

mechanistic modeling, with respect to length and time. 

BISON is a finite element-based engineering scale code capable of investigating 

in-pile behavior such as swelling, fracture, and creep in nuclear reactors. While BISON 

was originally developed to study UO2, by changing the physics-based parameters the 

code can be modified to study new fuel forms [9]. Recent work by Cooper et al. [9] 

demonstrated how DFT data can ultimately lead to parameters for BISON modules. First, 
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DFT was used to develop extensive data sets including formation energies, binding 

energies, and activation energies for interstitial, vacancy, and Xe defects in UO2 [10]. 

This DFT data along with entropies and attempt frequencies obtained from Molecular 

Dynamics (MD) was used to parameterize a cluster dynamics model [11]. The cluster 

dynamics model was then used to relate Xe diffusivity to temperature for both UO2 and a 

candidate fuel form: Cr2O3 doped UO2. Using an Arrhenius fit, the cluster dynamics 

results were used to obtain the enthalpy and temperature parameters that were 

implemented in the BISON fission gas release module. BISON was then used to model 

the temperature, pressure, and ultimately fission gas release of an experimental scenario. 

The BISON results were in good agreement with in-reactor experimental measurements, 

thus validating the method.  

In addition to parameterizing engineering models, parameters derived from 

atomistic models can reduce the uncertainty in the engineering models. For the U-Zr fuel 

form, Beeler et al. used MD to calculate surface tension in order to parameterize the 

BISON swelling module [12]. Surface tension directly influences fission gas bubble 

morphology and evolution within the fuel, which in turn affects the kinetics of swelling. 

The BISON swelling model can be tuned to match experiment using both surface tension 

and bubble number density parameters. By informing the surface tension parameter using 

lower length scale modeling, it was found the bubble number density needed to be 

significantly higher than previously assumed. This illustrates how atomistic models 

reduce the uncertainty in engineering scale models by refining physics-based parameters.  

This dissertation uses atomistic modeling methods: DFT and Ab initio Molecular 

Dynamics (AIMD) to study two material systems of interest to ATF concepts and their 



6 

 

development: ATF candidate uranium nitride (UN) and in-pile temperature sensors 

known as High Temperature Irradiation Resistant Thermocouples (HTIR-TCs). 

Background information on each material system as well as dissertation deliverables are 

discussed in the following two sections. 

1.2.1 Uranium Nitride (UN) 

 UN has several desirable properties for improving upon the accident tolerance of 

the current fuel: uranium dioxide (UO2). Two key accident scenarios are Loss of Coolant 

Accidents (LOCA) and Radioactivity Initiated Accidents (RIA). During a LOCA, reactor 

temperatures can climb to 1500 °C [4]. The current fuel rod assembly, composed of a Zr 

alloy cladding and UO2 fuel, is expected to rupture in the 700-1200°C range. Cladding 

can also rupture due to an RIA. When fuel rods are constructed, a gap or plenum initially 

exists between the fuel pellets and the cladding. However, during operation the fuel 

pellets begin to swell due to thermal expansion and fission product (FP) accumulation. 

The cladding diameter creeps down due to water pressure [13,14]. After mechanical 

contact occurs, the cladding may rupture due to pressure during a power transient, 

especially if corrosive FPs build up at the interface [15].  

With the above concerns, UN is a promising ATF candidate for its comparable 

melting temperature (~2850 °C), higher thermal conductivity (23 W/mK vs. 2.3 W/mK at 

1000 K) and higher actinide density than UO2 (13.51 gU/cm3 vs. 9.66 gU/cm3)  [16,17]. 

These first two properties provide accident tolerance while the third increases power 

density. Since the fuel matrix and cladding serve as the first two barriers to FP release 

[3], their structural stability should be maintained as much as possible in the event of an 

accident. With a melting temperature of 2850°C, UN is not susceptible to melting and 
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subsequent release of FPs during an accident. Similarly, the higher thermal conductivity 

would reduce the thermal gradient, leading to both reduced pellet fragmentation and 

different geometry as the pellet swells. Pellets with the higher thermal conductivity have 

been shown to swell more like a barrel than the traditional hourglass shape, resulting in 

reduced interfacial stress between the cladding and the pellet [13,18]. 

If cladding rupture occurs, the fuel will come into contact with the water or steam 

coolant. Unlike UO2, UN is susceptible to corrosion and would release FPs if the water 

degrades the UN pellets. Before UN can be used in power reactors, the understanding of 

this corrosion mechanism and materials solutions must be developed to prevent FP 

release. 

The UN corrosion mechanism was first proposed in 1967 by Dell et al. [19] as:  

𝑈𝑈𝑈𝑈 + 2𝐻𝐻2𝑂𝑂 →𝑈𝑈𝑂𝑂2 + 𝑈𝑈𝐻𝐻3 + 1
2
𝐻𝐻2        .                  Eq. (1-1) 

However, this mechanism has proven to be incomplete. This initial study and 

numerous subsequent ones have reported residual N or U2N3+x present in the corrosion 

product [20–24]. Extensive studies have also continually identified an oxynitride phase of 

varying stoichiometry, UxOyN [20,22–24]. 

Experimental corrosion studies can be limited in the sense that in situ 

measurements can alter the observed mechanisms while measurements taken after 

corrosion experiments may miss temporal evolution of the corrosion mechanisms. UN 

corrosion studies with in situ data have examined the mechanism by continuously 

removing the gaseous species for identification by titration [19], gas chromatography 

[20], or mass spectrometry [25]. This method may alter the corrosion process as it is 

unknown whether such species are reaction products or intermediates. Conversely, 



8 

 

studies that perform X-ray Diffraction (XRD), energy dispersive spectroscopy (EDS), 

and/or scanning electron microscopy (SEM) on the final product cannot reveal temporal 

information about the mechanism [21,23,26]. 

DFT studies have been conducted to complement experiment in investigating UN 

corrosion and study atomic scale mechanisms [16,27–30]. While variations in 

experimental synthesis and fabrication can lead to varying density, purity, and geometries 

[24], DFT allows for precise selection of the reactant. Previous first-principles studies of 

UN corrosion have limited their study of corrosion initiation to single O and H adsorption 

[27–29]. While Bo et al. studied up to four water molecules at a 2×2 surface area (4 U 

atoms in the terminating layer), their interpretation was limited to pathways for water 

dissociation and adsorption sites [16,30]. There remains a significant knowledge gap in 

how water adsorption leads to oxynitride and UO2 formation and why residual N remains 

unreacted. In this dissertation, the first deliverable seeks to improve the understanding of 

UN corrosion initiation. 

Objective 1: Identify atomistic and electronic corrosion initiation mechanisms of 

UN under full monolayer water coverage. By relaxing a full monolayer (defined as one 

adsorbate to one surface U atom) of water at the UN surface using DFT, further insight 

into UN corrosion initiation should be revealed. First, atomistic mechanisms reveal how 

water begins to alter the UN surface structure. A fundamental understanding of this 

atomistic mechanism can better aid experiment in identifying materials solutions. For 

example, DFT can model the UN surface with incorporation of a candidate additive for 

improving corrosion resistance and simulate how the additive may change corrosion 

progression. An ideal additive will hinder the atomistic structural changes water causes 
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on the pure UN surface. Second, as an electrochemical process, an evolution of electron 

localization often plays a role in corrosion mechanisms. Mapping the electronic profiles 

in corrosion initiation provides further insight into how corrosion progresses and what an 

additive may seek to inhibit. 

As mentioned previously, predictive larger length scale models rely on accurate 

DFT data. However, DFT studies of UN corrosion have not reached a consensus on how 

the magnetic structure of the UN surface should be treated on the atomic level. 

Experimentally, UN bulk has a type 1 antiferromagnetic (AFM) structure consisting of 

(100) planes alternating between all spin-up and all spin-down [31]. Using DFT, 

ferromagnetic (FM) treatment yields the most energetically favorable UN surfaces 

[28,32,33]. DFT studies with FM treatment [27,28,34] have also cited an experimental 

magnetic susceptibility study reporting 17 nm UN crystallites as FM [35]. However, a 

more recent synchrotron x-ray study reported an epitaxially grown 70 nm UN film as 

AFM [36]. One DFT study chose to treat the UN surface as AFM like UN bulk [30], 

while another reported nonmagnetic treatment was appropriate for total energy 

calculations [29].  

DFT UN corrosion studies have also disagreed on whether including a so-called 

Hubbard U-term is necessary [16,30,34]. In standard DFT, the Hartree energy term 

describes the potential between each electron and the total electron density (see Eq. 

(2-4)). Since the total electron density includes all electrons, this leads to each electron 

being repulsed by itself. This self-interaction error can cause electrons to over delocalize, 

which can lead to poor descriptions of properties in strongly correlated materials. Studies 

including elements with d and f electrons have counteracted this delocalization with the 
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inclusion of an additional potential energy term, the Hubbard U-term [37]. For UN, 

Gryaznov et al. found that by increasing the effective U-term to 1.65 eV, the most 

energetically favorable magnetic structure transitioned from FM to AFM [38]. None of 

the DFT studies have yet clearly addressed if the inclusion of the Hubbard U-term will 

cause a change in favorability of magnetic structures of the UN surface. Towards 

ensuring accurate DFT findings for UN corrosion, the magnetic structure of the UN 

surface should be investigated with consideration of the Hubbard U-term. 

Objective 2: Identify the most energetically favorable magnetic structure of the 

UN surface with consideration of the Hubbard U-term. As magnetic structure directly 

relates to the electrons of a material, magnetic treatment may significantly affect bonding, 

adsorption energies, and electronic profiles. As modeling continues to aid experiment 

towards understanding UN corrosion mechanisms and finding corrosion-resistant 

additives, the electronic mapping must be accurate. Determining the most energetically 

favorable magnetic structure while correcting for the self-interaction error will contribute 

to the accuracy of future DFT studies and of parameterization of larger-length scale UN 

studies.  

1.2.2 High Temperature Irradiation Resistant Thermocouples (HTIR-TCs) 

To test ATF materials, irradiation tests are conducted by inserting the materials 

into research reactors including the Advanced Test Reactor (ATR) and the Transient 

Reactor Test (TREAT) facility [39]. While power reactors operate at around 300 °C, 

research reactors typically range from 900 to 1500 °C [40] with interest to go as high as 

1800 °C [41]. These research reactor temperatures allow for materials to be studied under 

LOCA conditions as well as next generation (Generation IV) nuclear reactor 
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temperatures. During these tests, it is critical to accurately and dependably know the 

temperatures that the ATF materials are subjected to. For example, the margin test in the 

Advanced Gas Reactor (AGR) experiments is designed to demonstrate a margin between 

the highest temperature that fuel could reach during operation in a High Temperature Gas 

Reactor (HTGR) and the temperature the fuel will fail at [42].  

Commonly, passive temperature sensors such as melt wires or paint spots are used 

to determine the maximum temperature reached [40]. However, these sensors provide no 

information on the temporal evolution of the temperature, which is necessary for both 

developing the understanding of candidate materials and validating predictive models. In 

order to obtain in-pile temperature data, robust instrumentation is needed that can endure 

both the irradiation and high temperatures that research reactors employ to simulate an 

accident.  

Thermocouples (TCs) can provide real-time temperature data by utilizing the 

Seebeck effect. As illustrated in Figure 1.2, two dissimilar metals or thermoelements 

joined at one junction will produce a voltage, E, proportional to the temperature 

difference, T1-T0: 

 𝐸𝐸 = ∫ (𝜎𝜎+ − 𝜎𝜎−)𝑇𝑇1
𝑇𝑇0

𝑑𝑑𝑑𝑑        .   Eq. (1-2) 

where 𝜎𝜎+ is the Seebeck coefficient of the positive thermoelement and 𝜎𝜎− is the 

Seebeck coefficient of the negative thermoelement. The positive and negative descriptors 

are relative, e.g. both thermoelements can have positive Seebeck coefficients and the one 

with greater magnitude is considered to be the positive leg. A TC can be calibrated by, 

for instance, measuring the voltage during a heat ramp in a furnace. Then when the TC is 
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subsequently inserted into a new environment, e.g. a research reactor, the voltage reading 

can be converted back into temperature. 

 
Figure 1.2 Schematic of a HTIR-TC consisting of two thermoelements: HTIR-

Mo and HTIR-Nb which act as the positive and negative thermoelement, 
respectively. Each thermoelement has its own respective Seebeck coefficient, 𝝈𝝈. One 
end of the thermocouple is placed into a reactor to measure a temperature, T1, while 
the other end is held at a constant temperature, T0, outside of the reactor. Due to the 
Seebeck effect, the thermocouple produces a voltage, E, proportional to temperature 

difference, T1-T0. 

However, commercially available TCs struggle to meet the extreme conditions of 

a research reactor. Type B TCs (Pt-30%Rh/Pt-6%Rh) are rated for up to 1820 °C, but Rh, 

with a thermal cross section of 145 barns [43], is especially susceptible to transmutation. 

Conversely, TCs composed of Ni (4.6 barns thermal cross section) alloys: Type K 

(Chromel/Alumel) and Type N (Nicrosil/Nisil) are more resistant to transmutation but 

degrade over 1100 °C [41,44]. Since TCs depend on material specific Seebeck 

coefficients, any changes in the thermoelement materials after calibration will lead to 

drift in the temperature reading. 

To meet this need for thermocouples that can survive both the high temperature 

and irradiation of research reactors, Idaho National Laboratory (INL) has been 
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developing High Temperature Irradiation Resistant Thermocouples (HTIR-TCs). During 

early testing in 2007, HTIR-TCs outperformed Type K and Type N TCs in a 4000+ 

furnace test at 1200 °C [41]. While the Type K and Type N TCs drifted by over 100 °C 

or 8%, the HTIR-TCs drifted by less than 20 °C or 2%.  

A cross section of a standard TC is shown in Figure 1.3(a). The insulation, 

consisting of a crushable oxide, prevents physical contact between the two 

thermoelements before the desired temperature sensing junction. Mo and Nb were 

selected as thermoelement materials for HTIR-TCs due to their high melting 

temperatures (2610 and 2470 °C, respectively) and low thermal cross sections (2.65 and 

1.15 barns, respectively) [41]. Additionally, the thermoelements need to have minimal 

chemical reaction with the TC insulation. Zircaloy-4 was also considered as a prospective 

HTIR-thermoelement or sheath but had significant material interaction with the Al2O3 

insulators. Pure Mo was found to recrystallize at 1200 °C, leading to embrittlement and 

risk of TC failure. Mo doped with lanthanum oxide has been found to remain ductile even 

after heat treatment at 1600 °C, provide the highest temperature resolution of studied Mo 

wires, and has thus been the positive HTIR-thermoelement of choice. Zr additions to Nb 

are expected to delay grain growth and as such Nb-1%Zr has commonly been used as the 

sheathing material [41,44]. Mo additions to Nb may both delay recrystallization and 

increase temperature resolution (V/°C) [44–46]. Similarly, Nb additions to Mo may also 

increase its temperature resolution. However, early efforts in HTIR-TC development had 

limited success in fabricating developmental Mo and Nb alloys. 

More recently, HTIR-TC development has focused on optimizing heat treatment 

and calibration [47–49]. After these optimizations, in 2019 HTIR-TCs were able to read 
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1247 °C in a furnace over 1000+ hours with a maximum of 0.6% or 5 °C drift with 

reference to the Type B TCs [49]. The current record holding in-pile HTIR-TC as of 2020 

was able to continue reading 1450-1500 °C for 85 days in ATR without observable drift 

[42]. Any drift that occurred is difficult to quantify as a HTIR-TC is currently the most 

accurate way to read the true temperature inside a research reactor.  

 
Figure 1.3 Cross sections of (a) the traditional thermocouple build and (b) the 

coaxial thermocouple build including two thermoelements: 𝝈𝝈𝝈𝝈and 𝝈𝝈𝝈𝝈. 

As development of HTIR-TCs continues, further methods of improving 

temperature resolution and increasing in-pile lifetime are being investigated. Improving 

HTIR-TC performance will benefit from an improved understanding of the effect of 

additive elements and temperature on Seebeck coefficients. This leads to the third 

deliverable.  

Objective 3: Develop a method that can predict the Seebeck coefficient of a 

thermoelement based on composition and heat treatment. Following Eq. (1-2), the voltage 

reading of a TC can be calculated using the Seebeck coefficients of its thermoelements.  

It is crucial that the method be composition specific and sensitive to additives on the 
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order of 1 wt.%. Likewise, as HTIR-TCs are subjected to heat treatments and varying 

temperature profiles in-pile, the method should take into consideration temperature 

effects. If successfully validated, the method could be used to isolate the effects of 

dopants or alloying elements and temperature profile on HTIR-TC performance.  

The predictive power could also be extended to both performance scenarios and 

screening developmental thermoelement compositions. The effect of compositional 

changes from irradiation including transmutation, vacancies, and interstitials could be 

predicted. In the coaxial build (Figure 1.3(b)), one of the thermoelements may be exposed 

to the reactor coolant. This could lead to oxidation and H uptake, and such compositional 

changes could also be investigated using the method. Finally, due to the cost and time 

investment of fabricating non-commercially available alloys, a predictive method could 

offer guidance on which alloys to pursue for higher temperature resolutions. 

During the selection of optimal HTIR-thermoelements, Mo and Nb have been 

noted to be susceptible to oxidation [41]. Corrosion has also long been a problem in light 

water reactors, which may be accelerated at research reactor temperatures. ATR and 

TREAT use water and air as coolant, respectively. Deliverable four works towards 

evaluating the effect of air and water coolant on HTIR-TC lifetime. 

Objective 4: Determine the extent of oxidation and corrosion risk in HTIR-

thermoelement materials. Identifying energy barriers to oxidation and corrosion of HTIR-

thermoelement materials could help evaluate if interaction with coolant is a contributing 

factor to HTIR-TC failure. If an oxidation- and corrosion-resistant HTIR-TC 

thermoelement is identified, it could be pursued as the sheath material or outer 

thermoelement in a coaxial TC build. 
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Outline of This Dissertation 

This dissertation is organized as follows. Chapter 2 describes the computational 

methods used for each of the material systems. Chapters 3 through 4 cover UN work.  

Chapter 3 addresses Object 1. The better understood zirconium (Zr) corrosion mechanism 

is used as a reference to investigate UN corrosion. Specifically, the Zr corrosion 

mechanism is used to validate the ability of electronic structure mapping to elucidate 

mechanism steps. Insights gained from atomistic structural changes and electronic 

structure maps during the initial stage of corrosion are discussed. In Chapter 4, the 

magnetic structure of the UN (100) surface is investigated following Objective 2. The 

most stable magnetic treatment with consideration of the Hubbard U-term is identified. 

The effect of magnetic structure on stability, adsorption energy, bond lengths, bond 

angles, and electronic structure is discussed. Chapters 5 and 6 cover HTIR-TCs. In 

Chapter 5, a model methodology using atomic structure to predict sensor performance is 

presented following Objective 3. The effects of additives and temperature on HTIR-TC 

performance are also discussed. In Chapter 6, the corrosion and oxidation mechanisms of 

HTIR-TC materials exposed to water and air are investigated following Objective 4. The 

changes in electronic profiles and energy barriers to corrosion and oxidation are 

discussed. Finally, conclusions are given in Chapter 7.  
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CHAPTER TWO: METHODS 

2.1 Density Functional Theory (DFT) 

DFT is used to obtain material properties at the atomistic scale. Commonly 

referred to as “first-principles” or “ab initio” methods, its strength lies in only requiring 

knowledge of the elements present in the system of interest and an educated guess for the 

atomic structure. The primary output of DFT is the total energy of a system which reveals 

how favorable or unfavorable, stable or unstable, exothermic or endothermic, a structure 

or reaction snapshot is. In addition to total energy, DFT obtains the wave functions and 

charge density of a system.  

DFT starts from the Schrödinger time-independent wave equation: 

 𝐻𝐻�(𝑟𝑟)Ψ(𝑟𝑟) = 𝐸𝐸Ψ(𝑟𝑟)        , Eq. (2-1) 

where 𝐻𝐻� is the Hamiltonian operator, Ψ is the wave function, E is the energy, and 

𝑟𝑟 is the electronic coordinates. As a result of the 𝐻𝐻� operating on the Ψ, we obtain the E 

crucial to DFT studies. DFT has developed to efficiently ignore aspects that would have 

great computational cost with little effect on results at the atomistic scale including 

gravity and relativity [1]. Time is ignored as well, but, as we shall see, a great deal of 

mechanistic information can be gained by comparing energies of different atomistic 

configurations and by using the DFT – Molecular Dynamics (MD) hybrid known as Ab 

initio Molecular Dynamics (AIMD).  
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The current standard version of the DFT Hamiltonian includes four terms: the 

non-interacting kinetic energy, external energy, Hartree energy, and exchange-correlation 

energy. The kinetic energy term is given as:  

 𝐸𝐸𝑘𝑘𝑘𝑘𝑘𝑘 = ℏ
2𝑚𝑚

∑ ∇2𝑘𝑘
𝑘𝑘         . Eq. (2-2) 

The external energy, Eext, corresponds to the potential, Uext, on the electrons due 

to the atomic nuclei following: 

 𝐸𝐸𝑒𝑒𝑒𝑒𝑒𝑒 = ∫𝑈𝑈𝑒𝑒𝑒𝑒𝑒𝑒(𝑟𝑟)𝜌𝜌(𝑟𝑟)𝑑𝑑𝑟𝑟        . Eq. (2-3) 

 As nuclei are much more massive than electrons, they are considered to be frozen 

while the electronic positions and orbitals are optimized. The nuclei positions are updated 

in a separate loop as discussed in more detail below. 

In order to treat a complex interacting n-particle system, the system is converted 

to non-interacting system such that each electron sees the other electrons as an averaged 

potential or density, giving DFT its name. This energy is known as the Hartree energy: 

 𝑈𝑈𝐻𝐻(𝑟𝑟) = ∫ 𝜌𝜌�𝑟𝑟′�
|𝑟𝑟−𝑟𝑟′|

𝑑𝑑𝑟𝑟′        , Eq. (2-4) 

where 𝜌𝜌 is the electron density, 𝑟𝑟 is the position of an electron, and 𝑟𝑟′ is the 

position of the mean electron density in a mean-field approximation. 

Extra care is taken to treat the exchange and correlation energies which 

correspond to electrons with same and different spin, respectively. While the exchange-

correlation energy, Uxc, accounts for the lowest magnitude of all the energy terms, the 

accuracy of DFT calculations hinges on this term. Two foundational Uxc approximations 

are the Local Density Approximation (LDA) and Generalized Gradient Approximation 

(GGA) [1]. LDA is a functional of electron density: 
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 𝐸𝐸𝑒𝑒𝑥𝑥𝐿𝐿𝐿𝐿𝐿𝐿  = 𝐸𝐸𝑒𝑒𝐿𝐿𝐿𝐿𝐿𝐿[𝜌𝜌(𝑟𝑟)] + 𝐸𝐸𝑥𝑥𝐿𝐿𝐿𝐿𝐿𝐿[𝜌𝜌(𝑟𝑟)]        . Eq. (2-5) 

Meanwhile, GGA is a functional of both the electron density and its gradient: 

 𝐸𝐸𝑋𝑋𝑋𝑋𝐺𝐺𝐺𝐺𝐿𝐿 =∫𝜌𝜌(𝑟𝑟) 𝜀𝜀𝑋𝑋𝑋𝑋𝐺𝐺𝐺𝐺𝐿𝐿[𝜌𝜌(𝑟𝑟),∇𝜌𝜌(𝑟𝑟)]𝑑𝑑𝑟𝑟        . Eq. (2-6)  

Since GGA includes both local and semi-local information on the electron 

density, it is generally used for the best accuracy. Advanced hybrid functionals also exist 

but often include empirical data and as such are not suited for calculations intended for 

predictive, mechanistic models. Combining each of these energy terms together results in 

the Kohn-Sham Hamiltonian: 

 𝐻𝐻𝐾𝐾𝐾𝐾� = 𝐸𝐸𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑛𝑛𝑘𝑘 + 𝑈𝑈𝑒𝑒𝑒𝑒𝑒𝑒 + 𝑈𝑈𝐻𝐻 + 𝑈𝑈𝑋𝑋𝑋𝑋         . Eq. (2-7) 

To achieve a non-interacting n-particle system, the wave functions are also 

converted to a linear combination of non-interacting orbitals, 𝜙𝜙𝑘𝑘. To obtain an 

interpretable physical meaning from 𝜙𝜙𝑘𝑘, they are squared to obtain the charge density: 

 𝜌𝜌(𝑟𝑟) = ∑  |𝜙𝜙𝑘𝑘(𝑟𝑟)|2 𝑘𝑘         . Eq. (2-8) 

To solve the Kohn-Sham equation, DFT employs a Self-consistent Framework 

(SCF) as follows: 

1. Create an educated ansatz for charge density using the respective element 

pseudopotentials for the system of interest. 

2. Calculate Kohn-Sham Hamiltonian terms (Eq. (2-5)). 

3. Solve the Kohn-Sham equations using direct diagonalization to obtain the 

Kohn-Sham orbitals, 𝜙𝜙𝑘𝑘. 

4. Using the new Kohn-Sham orbitals, 𝜙𝜙𝑘𝑘, update the charge density 𝜌𝜌(𝑟𝑟). 

5. Loop over steps 2 through 4 until the input and output Kohn Sham 

orbitals, 𝜙𝜙𝑘𝑘, are self-consistent.  
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This marks the end of a single electronic loop. Note that the pseudopotentials 

commonly used in DFT differ from the all electron potentials for elements in that the core 

electrons are frozen along with the nuclei. This reduces computational cost while 

maintaining consideration of the valence electrons that will participate in our material 

properties of interest.  

Once electronic convergence is met, the forces on each atom or nuclei are 

calculated. The force calculation is incredibly computationally inexpensive compared to 

Kohn-Sham orbital, eigenvalue, and charge density updates. Following the Hellmann-

Feynman theorem, the force on an atom I is given as: 

 𝐹𝐹𝐼𝐼���⃑ = − 𝑑𝑑𝑑𝑑
𝑑𝑑𝑟𝑟𝐼𝐼���⃑

        . Eq. (2-9) 

The atoms are then spatially moved in the negative direction of the energy 

gradient and a new electronic loop is started. Once the ionic steps also reach self-

consistency, we obtain our converged total energy and are able to start processing the 

data to investigate other properties. 

Another method of reducing computational cost is the implementation of Periodic 

Boundary Conditions (PBCs). Since most solids can be represented by unit cells, we can 

model a single unit cell with PBCs in three dimensions. These images of adjacent cells 

will simulate an infinite solid. By understanding the PBCs implemented in our DFT code, 

we can model bulk material or surfaces. In the case of bulk simulations, a sufficiently 

large supercell needs to be selected to produce desirable concentrations of defects or 

additives. For surfaces, a vacuum is introduced in one direction such that each slab will 

not interact with its next image. The surface area in the unit cell must also be considered 

in studies of surface interactions such as corrosion. Too small of a surface area may 
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produce a disproportionately large energy barrier to diffusion. For example, if we were to 

construct a slab with the surface area of a single Nb unit cell and investigate its 

interaction with O, the O would need enough energy to enter every single surface 

interstitial site in the infinite Nb slab. Thus, a balance must be struck between a large 

enough unit cell to achieve reasonable energy barriers and preventing excessive 

computational cost. 

In addition to unit cell choice and energy convergence criteria, the accuracy of a 

DFT simulation is dependent on the cutoff energy and number of reciprocal points or k-

points sampled. Once our basis set is selected, the eigenfunctions are given as: 

 𝜒𝜒𝑗𝑗(𝑟𝑟) = ∑ 𝛼𝛼𝑗𝑗𝑘𝑘𝜙𝜙𝑘𝑘𝐾𝐾
𝑘𝑘         , Eq. (2-10) 

where 𝛼𝛼𝑗𝑗𝑘𝑘 are the expansion coefficients. To precisely match the wave function, the basis 

set could be expanded with K going to infinity. However, we can determine an 

appropriate cutoff energy by means of a convergence test. To perform a convergence test, 

a series of nearly identical calculations are run while varying one parameter, such as 

cutoff energy, incrementally. Once the calculations are finished, a property of interest 

(e.g. total energy, lattice parameter, etc.) is compared across the calculations. Once the 

value plateaus or differs by a reasonable number, such as less than 0.1 eV, we can use the 

lower cutoff energy to achieve computationally efficient and accurate simulations. 

Similarly, DFT accuracy is also related to k-point selection. This work utilizes the 

Γ-point method, in which reciprocal space is sampled either at or around a high symmetry 

point. The number of k-points in each direction must be inversely proportional to the unit 

cell dimensions. In the case of a surface calculation, more k-points are selected in the x 

and y directions corresponding to the surface area while the vacuum direction z will have 
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the lowest number of k-points. For example, the k-points for a surface can be set to 

4×4×1 to focus reciprocal sampling over the surface rather than the vacuum. The number 

of k-points can also be determined using a convergence test. 

One drawback of DFT is the unphysical creation of self-interaction, that is the 

interaction of an electron with itself [2]. When DFT constructs the average electron gas 

that each electron “feels,” all electrons are included. This means that each electron will 

also be repulsed by itself. This leads to over delocalization of electrons which can cause 

DFT calculations to yield inaccurate lattice parameters, band structures, magnetic ground 

states, and binding energies [3,4]. This DFT error leads to the greatest inaccuracies in 

materials with strongly localized, also known as correlated, electrons [2]. Coincidentally 

this means that actinides and transition metals, the basis of nuclear fuel and HTIR-TC 

material systems, respectively, require a self-interaction remedy. This is commonly 

treated by the addition of another potential energy term in the Hamiltonian known is the 

Hubbard +U term [4].  

2.2 Ab initio Molecular Dynamics (AIMD) 

In classical MD, simulations are governed by Newtonian mechanics. This can be 

represented as a Lagrangian [2]: 

 𝐿𝐿 = 𝐾𝐾 + 𝑈𝑈 = 1
2
∑ 𝑚𝑚𝑘𝑘𝑣𝑣𝑘𝑘23𝑁𝑁
𝑘𝑘 + 𝑈𝑈(𝑟𝑟𝑘𝑘,⋯ , 𝑟𝑟3𝑁𝑁)        , Eq. (2-11) 

where U is constructed using MD potentials. Unlike in DFT, traditional MD 

potentials do not update during the progression of the calculation [1]. This contributes to 

the ability of MD to calculate many orders of magnitude more atoms than DFT. 

However, this requires the creation of MD potentials either empirically or using DFT 

results. Thus, there is a potential barrier to entry for studying material systems with no 
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published MD potentials. The static potentials can also struggle to accurately model 

chemical reactions or systems such as surfaces where surface atom behavior varies from 

bulk atom behavior. While some advanced MD potentials such as ReaxFF can evolve 

dynamically, this is done at great computational cost and again must be parameterized 

extensively. 

An incredibly powerful hybrid method known as AIMD gains the benefits of 

temporal evolution of atoms in MD and the first-principles capabilities of DFT by solving 

the potentials in Eq. (2-9) “on-the-fly” [2]. For this method, the U term in the classical 

Lagrangian can be replaced the Kohn-Sham eigenfunctions: 

 𝐿𝐿 = 1
2
∑ 𝑚𝑚𝑘𝑘𝑣𝑣𝑘𝑘23𝑁𝑁
𝑘𝑘 + 𝐸𝐸[𝜙𝜙(𝑟𝑟𝑘𝑘,⋯ , 𝑟𝑟3𝑁𝑁)]        . Eq. (2-12) 

In this work, AIMD allows for first-principles investigations to be extended to 

include both time and temperature. 

2.3 Methods Implemented in This Dissertation 

Once the atomic structure has been obtained from DFT or AIMD, several 

methods can be used to process the output data in order to investigate properties and 

behavior of the material systems. A flow chart of how the data was processed in this 

dissertation is shown in Figure 2.1. The benefits and/or information that can be 

investigated with each method is listed. Depending on the objective, the atomic structure 

was first optimized with DFT and/or AIMD. In some cases, DFT was used to optimize a 

structure before it was used in AIMD or to identify the most favorable incorporation site 

for an additive. In order to utilize some of the methods for an AIMD optimized structure, 

an electronic SCF had to be performed using DFT to obtain the wave functions and 

charge density with high accuracy. Once the atomic structures were optimized, a 
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combination of methods in the “process output” category of Figure 2.1 was used to best 

meet the goals of the respective objective.  

 
Figure 2.1 Methods used in this dissertation. Methods marked with blue stars 

and orange diamonds were used for the UN corrosion and HTIR-TC projects, 
respectively. 

The electronic structures of the material systems can be analyzed using Density of 

States (DOS), Partial Charge Density (PCD), and the Electron Localization Function 

(ELF). DOS gives the number of electronic states with respect to energy. By referencing 

the Fermi energy, the populations of valence electrons and conduction electrons can be 

found immediately below and above the Fermi energy, respectively.  This information 

can also be separated by element, summing all the states within a given distance from, for 
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instance, each oxygen atom, summing all the states near a uranium atom, and so on. This 

separation by element is known as the Local Density of States (LDOS). An example 

LDOS is given in Figure 2.2. This LDOS shows that more valence electrons from -2 to 0 

eV are localized to U than N and that bonding between the UN surface and an O 

adsorbate occurs around -4 eV.  

 
Figure 2.2 An example of Local Density of States (LDOS) for an OH adsorbed to 

a UN surface. The Fermi energy has been shifted to 0 eV by convention. 

The PCD, also known as band decomposed charge density, essentially maps a 

selected energy range from the DOS to the atomic structure. The PCD shown in Figure 

2.3 maps the valence electrons from -2 eV to the Fermi energy onto the atomic structure 

of an OH adsorbed to a UN surface. Since the contour lines indicate areas with the same 

energy, they can be used as a visual aid to examine bonding. The contour lines indicate 

the bonds between U1 and its neighboring U and N atoms are weakened as compared to 

the bonds in the rest of the surface. The contour lines further indicate that of the U1 

bonds with the rest of the surface, the bond with U2 is weakened the greatest since the 

contour lines no longer show a connecting region. 
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Figure 2.3 Partial Charge Density (PCD) from -2 eV to the Fermi energy for an 

OH adsorbed to a UN surface. The scale has been narrowed to 25% of the total 
electronic states to improve the visibility of bonds. Contour lines indicate areas with 
the same energy. Blue and red indicate many and no electronic states, respectively. 

Some U and N atoms have been numbered for reference in the text.  

In contrast, the ELF sums over all the calculated electrons and determines the 

probability of finding an electron as a function of distance from a given electron with the 

same spin [5]. Instead of examining specific energy ranges, the ELF provides a more 

cohesive, mechanistic view. The calculation maps the electron population at a point to a 

number between 0 and 1, where 0 represents low probability of finding an electron, 1 

represents high probability of finding an electron, and 0.5 refers to the population of a 

homogeneous electron gas. Polo et al. [6] reviewed the use of the ELF applied along an 

organic chemistry reaction pathway to explicitly determine electronic changes including 

bond forming and breaking, evolution of lone pairs, and transformation of double bonds 

to single bonds. An example ELF is shown in Figure 2.4. The blue (ELF=0.75) is 

localized to the adsorbed OH and above one of the U atoms in the terminating layer, 

indicating that there is the highest probability of finding an electron at. Similarly, the 

other terminating layer due to PBCs visible at the top of Figure 2.4 has some yellow or 

approximately 0.25 ELF character. Since lower ELF values represent a lower probability 

of finding a localized electron, the surface can be interpreted as positively charged. 
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Figure 2.4 Example of Electron Localization Function (ELF) for an OH 

adsorbed to a UN surface. Blue and red indicate high and low probability of finding 
a localized electron, respectively. Contour lines indicate areas with the same energy. 

Both the PCD and ELF output a three-dimensional map on top of the atomic 

structure. The examples (Figure 2.3 and Figure 2.4) show “slices” of these maps taken to 

examine the cross section on a particular plane. Using the LDOS, PCD, and ELF together 

allow us to identify bonding, zoom into a particular energy range and view the electrons 

on the structure, and examine the overall localization of electrons on the structure. 

As we examine the atomic structure temporally, it is often helpful to use a 

quantitative method to interpret the structural changes. This can be accomplished the 

Radial Distribution Function (RDF), also sometimes referred to as the Pair Correlation 

Function (PCF). The RDF sums all atoms found at a given radial distance from a 

reference atom [1]. In a crystalline solid, the RDF consists of clearly defined peaks, 

indicating the number of atoms at the first-nearest neighbor distance, second-nearest 

neighbor distance, and so on. For amorphous or liquid structures, the RDF peaks are 
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broader, indicating the greater disorder as compared to a crystalline material. An example 

of RDFs is given in Figure 2.5 which shows the disorder in the HTIR-Mo structure as it is 

heated up to 1600 °C. As the structure heats, the peaks become broader with original 

peak 4 merging with peak 5, 7 with 8, 12 with 13, and 15 with 16.  

 
Figure 2.5 Example of using the Radial Distribution Function for the HTIR-Mo 

system as it is heated from 20 to 1600 °C. The peaks at 20 °C are numbered for 
discussion in the text. 

To determine the activation energy for an adsorbate to get into a surface, the 

Nudged Elastic Band (NEB) method can be used [2]. This method considers an initial 

and a final position for a mechanism of interest and creates a number of equidistant 

“images” or intermediary atomic positions between the two. Each image is run through a 

full electronic SCF to determine the total energy as the mechanism progresses. Using the 

climbing image improvement to NEB, one of the images is pushed up the energy gradient 

to the saddle point, ensuring the transition state energy is determined [7].  Figure 2.6(a) 
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shows an example transition that can be studied using NEB consisting of an O atom at an 

adsorbed hollow site moving to an interstitial site in a Mo surface. Figure 2.6(b) shows 

the corresponding NEB energy profile with 6 images created between the initial and final 

positions. Image 4 gives the saddle point energy as 3.08 eV. 

 
Figure 2.6 Example of using Nudged Elastic Band (NEB) to find the transition 
energy of (a) an O atom moving from an adsorbed hollow site to an interstitial site 

in Mo. (b) Energies for the initial and final position of the O atom as well as 6 
intermediary images. 

In AIMD simulations, atomic movement allows for calculation of the diffusion 

coefficient, D, using the mean squared displacement of the atoms [1]: 

 𝐷𝐷 = 〈|𝑟𝑟(𝑒𝑒)−𝑟𝑟(0)|〉
6𝑒𝑒

        . Eq. 2-13 

If the diffusion coefficient is evaluated at a range of temperatures, then the 

activation energy, Ea, and pre-exponential factor, D0, can be found from the Arrhenius fit 

[8]: 
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 𝐷𝐷 = 𝐷𝐷0exp�−𝑑𝑑𝐴𝐴
𝑘𝑘𝐵𝐵𝑇𝑇

�        .  Eq. (2-14) 

An example of diffusion coefficients is given in Figure 2.7. By comparing the 

trendlines, the resistance or susceptibility of HTIR thermoelements to oxidation can be 

compared. In comparison to the NEB method, calculating the diffusion coefficient is 

especially useful for finding the energy barriers to mechanisms that include multiple 

atoms. 

 
Figure 2.7 O diffusion coefficients for HTIR thermoelements exposed to O2. 
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Abstract 

We studied surface corrosion effects on Zr and UN using first-principles density 

functional theory-based calculations. We focused on the energetics of Zr (1000), UN 

(100) and UN (110) surfaces, exposed to water and oxygen. Average distance between 

the terminating UN (100) surface and bulk increases due to the presence of additional 

oxygen content, as well as for the (110) surface. The average distance between the 

surface layer and bulk is greater in the (110) surface than the (100) surface after water 

adsorption. Oxygen concentration determines whether H2 or oxynitride is formed on the 

(110) surface. Local density of states and partial charge density show the bonding 

between the UN surfaces and adsorbates. From an electronic energy of -2 eV to the Fermi 

level, the majority of electrons are found to be localized around U atoms. Electron 

localization function calculations further reveal the corrosion mechanism details.  

3.1 Introduction 

The higher thermal conductivity, higher fissile density, and easier reprocessability 

of uranium nitride (UN) in comparison to uranium dioxide (UO2) have driven its 

development for Generation IV reactors [1–4]. While UN offers many benefits as a 

prospective fuel, it corrodes when exposed to oxygen and water, losing much of its 

structural integrity. In the event of cladding failure, UN pellets would inevitably degrade, 

leading to fuel release [2]. With a better understanding of this corrosion process, 

materials strategies can be developed to improve the stability of UN. 

Many studies have probed the UN corrosion mechanism, beginning with Dell et 

al. [5] who proposed: 

𝑈𝑈𝑈𝑈 + 2𝐻𝐻2𝑂𝑂 → 𝑈𝑈𝑂𝑂2 + 𝑈𝑈𝐻𝐻3 + 1
2
𝐻𝐻2             .          Eq. (3-1) 
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However, even from this first study they noted not all of the compounds followed the 

reaction to completion, with some specimens yielding U2N3+x and residual N. Shortly 

after, Sugihara et al. [6] proposed the formation of an intermediary phase of the form 

UOxNy. This oxynitride phase has continually been identified in subsequent studies 

[3,4,7–10], though rarely with the same stoichiometry. In fact, much of the UN corrosion 

field yields little consensus. For instance, Liu et al. [7] proposed a mechanism leading 

from the oxynitride phase to UO2 as: 

2𝑈𝑈𝑂𝑂2𝑈𝑈𝑒𝑒 + 𝑥𝑥𝑂𝑂2 → 2𝑈𝑈𝑂𝑂2 + 2𝑥𝑥𝑈𝑈𝑂𝑂          .          Eq. (3-2) 

In contrast, Jolkkonen et al. [2] detected no NO production during hydrolysis. 

Such discrepancies are likely the result of differences in starting materials and 

experimental setups. Recently, Lu et al. [8] showed whether UO2 or UOxNy formed 

depended on the amount of N content in their UNx films. 

With the variation of both reactants and products across UN corrosion 

experiments, Density Functional Theory (DFT) studies offer the capability to start with 

pure UN and add precisely the desired reactants. Bocharov et al. [3] started with UN 

surfaces (100) and (110) and a tilt GB and added oxygen adsorbates. Oxygen 

spontaneously adsorbed on both the surfaces and the GB, but energetically favored the 

surfaces. Nitrogen vacancies were also considered, and while the nitrogen vacancy 

formation energy was higher on the (100) surface than the (110) surface, oxygen 

preferred the (100) N vacancy. Li et al. [11] conducted a similar surface study of single 

atom adsorption and using Projected Density of States (PDOS) found electron transfer 

from U to O on the UN (111) surface after O chemisorption. Oxygen equally favored 

hollow and bridge sites over U-top sites on the (111) surface. Bo et al. included both 
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partially dissociative and fully dissociative water, from one molecule up to 1 monolayer 

(ML) coverage on the UN (100)[1] and (110)[12] surfaces. Furthermore, ab-initio 

atomistic thermodynamics showed water adsorption on UN surfaces readily occurred at 

room temperature [1]. Still, computational studies have not yet determined a UN 

corrosion mechanism. 

To better understand the UN corrosion mechanism, we consider the nuclear 

cladding component Zr, for which the corrosion mechanism is known:  

𝑍𝑍𝑟𝑟 + 2𝐻𝐻2𝑂𝑂 → 𝑍𝑍𝑟𝑟𝑂𝑂2 + 2𝐻𝐻2         .           Eq. (3-3) 

For this system, the mechanism is heavily driven by the electronic structure [13,14]. Zr 

oxide growth is governed by the conductivity of the film, with corrosion increasing as 

electrical conductivity increases [13]. The oxygen concentration gradient drives oxygen 

anions through the film to form new oxide at the oxide-zirconium interface [14]. This 

new oxide then releases electrons that migrate to the hydrogen ions. The electric potential 

also drives the charged hydrogen through the oxide to the metal, resulting in hydrogen 

pickup. Low-energy electron diffraction (LEED) has shown that at 0.5 ML O coverage, O 

atoms occupy the octahedral sites between the first, second, and third layers of Zr [15]. 

At 2 ML, O atoms occupy surface face centered cubic (SFCC) sites and tetrahedral sites 

between the first and second layers. Several DFT studies have examined the behavior of 

O on the Zr surface. Wang et al. [16] and Jomard et al. [17] showed favorable adsorption 

at the SFCC site. Chiang et al. [18] suggested the lowest energy barrier pathways for O 

from the surface towards the bulk for both Zr (1000) and (101�0), consisting of a 

combination of octahedral and tetrahedral interstitial sites. To our knowledge, DFT 
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studies have not previously mapped the electronic structure of the Zr surface in the 

presence of O, though. 

Following the dependence of Zr corrosion on the electronic profile, this paper 

presents the detailed electronic calculations of both Zr and UN corrosion mechanisms for 

comparison. We calculated the electronic structure of a Zr surface in the presence of 

water and oxygen, followed by the UN surfaces. The following sections are organized as 

follows: in Section 3.2 we describe the computational methods used on both the UN and 

Zr systems. In Section 3.3.1, we examine our electronic structure results for Zr through 

the lens of the experimental literature. In Section 3.3.2 we begin by examining the 

accuracy of our UN calculations and then compare our electronic structure calculations to 

the Zr system results. In Section 3.4, we compare our results with previous UN corrosion 

studies and discuss the differences between the Zr and UN system electronic profiles. 

Finally, in Section 3.5 we summarize our key findings and UN corrosion mechanism 

hypotheses from this study. 

3.2 Methods 

The Vienna ab initio Software Package (VASP) was used to perform density 

functional theory (DFT) calculations [19]. Spin-polarized generalized gradient (GGA) 

exchange-correlation functions were used within the Perdew Burke Ernzerhof (PBE) [20] 

formalism. To account for Fermi surface broadening, a Gaussian smearing value of 0.05 

was utilized. Plane-wave basis sets were implemented utilizing the projector-augmented 

wave (PAW) pseudopotentials to a mesh cutoff energy of 500 eV. Due to the localized 

nature of the f-shell electrons of uranium, the Hubbard-U GGA + U approach of Dudarev 

et al. [21] was implemented on all UN systems. The Coulomb potential (U) was set to 
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2.40 eV and exchange energy (J) to 0.50 eV (i.e. Ueff=1.90 eV), as previously chosen by 

Bo et al. [1,12] due to the success of two independent studies. Firstly, Lu et al. [22] 

demonstrated Ueff=2.00 eV reproduced the lattice parameter, bulk modulus, and phonon 

properties in good agreement with experiment. Secondly, Gryaznov et al. [3] showed 

Ueff=1.85 eV reproduced both the antiferromagnetic alignment as the most stable state for 

bulk UN as well as a comparable magnetic moment to experiment. Thus, Ueff=1.90 eV 

was selected in our calculations to balance the success of Lu et al. and Gryaznov et al. 

The agreement of this effective Hubbard parameter is further demonstrated in Section 

3.3.2. All structures were relaxed to a final residual force break condition of 0.01 ev Å-1. 

4-, 6- and 8-monolayer- slabs were tested for convergence. We found that the surface 

energy was converged with the 4-monolayer slab with a difference of less than 0.01 ev Å-

2 between slabs. To verify that the choice of four monolayers had no significant effect on 

adsorption mechanism, we compared the binding energies for O on different (100) slabs 

using [3]: 

∆𝐸𝐸𝑏𝑏𝑘𝑘𝑘𝑘𝑑𝑑𝑂𝑂 =
1
2
�𝐸𝐸𝑈𝑈𝑁𝑁 − 𝐸𝐸𝑂𝑂𝑎𝑎𝑎𝑎𝑎𝑎

𝑈𝑈𝑁𝑁 + 𝐸𝐸𝑂𝑂�         ,          Eq. (3-4) 

where 𝐸𝐸𝑈𝑈𝑁𝑁 is the energy of the pure UN slab, 𝐸𝐸𝑂𝑂𝑎𝑎𝑎𝑎𝑎𝑎
𝑈𝑈𝑁𝑁  is the energy of the slab with 

adsorbed O, and 𝐸𝐸𝑂𝑂 is the energy of a single O atom. The binding energies are shown in 

Table 3.1.  The larger the binding energy, the more stable the adsorption. O energetically 

prefers the U top site than the N top site, and both the 4- and 8-monolayer slabs show the 

same change trend for the O binding energy. To further explore the effect of O 

adsorption, the respective Partial Charge Density (PCD) and Electron Localization 

Function (ELF) were calculated, as shown in Figure 3.1. The PCD shows a map of the 

valence electrons in a specific energy range, in this case from -2 eV to the Fermi Level. 
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On the other hand, the ELF maps all the calculated electrons. In each case, while the third 

and fourth layers from the surface are slightly different, the charge profile at the surface 

of the 4-monolayer and 8-monolayer slabs are identical. The bond lengths between O and 

the respective surface U or N atom for the 4- and 8-monolayer slabs are converged to 

0.01 Å. For these reasons, the 4-monolayer slab was selected for computational 

efficiency. A gamma-centered 2×2×1 k-point mesh was used for geometry optimizations 

after convergence testing. A denser 4×4×1 k-point mesh was used for the electronic 

structure calculations. 

Table 3.1 Calculated binding energies for O at U-top and N-top sites on 4-, 6- 
and 8-monolayer slabs. 

Monolayers U-top (eV per O) N-top (eV per O) 

4 4.79 3.84 

6 4.17 3.57 

8 4.36 4.30 
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Figure 3.1 Comparison of the Partial Charge Density (PCD) (a-b) and Electron 
Localization Function (ELF) (c-d) for O adsorption on an 4-monolayer slab (left) 

and 8-monolayer slab (right). The O was placed on top of different U atoms between 
the 4- and 8-monolayer slab, resulting in a lateral shift of the charge maps for (a) 

and (c). Contour lines indicate areas with the same energy. In the ELF, 0 represents 
low probability of finding an electron and 1 represents high probability of finding 

an electron. The PCD shows the density of states from -2 eV to the Fermi level 
mapped onto the structure. The PCD map has been narrowed to 30% of the total 

states to better visualize the bonds. 
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UN (100) (Figure 3.2(a & b)) and (110) (Figure 3.2 (d & e)) surfaces were created 

with 4×4×1 and 4×2×1supercells, respectively. The positions of the atoms in the bottom 

two monolayers were fixed to simulate the bulk. The top two layers were allowed to 

move to depict the reconfiguration of the surface in the presence of water and oxygen.  

To select initial adsorbate configurations, we considered the previous UN 

adsorption studies. Li et al. reported single O atom adsorption at the U-top, N-top, 

hollow, and bridge sites on UN (100) and (111) [11]. Li et al. found the hollow site to be 

the most stable on the (100) surface, and the hollow and bridge site to be equally stable 

on the (111) surface. Bocharov et al. reported O atom binding energies at U-top and N-

top sites on the (100) and (110) surfaces, with the U-top position being the most stable on 

each surface [3]. Bo et al. explored water adsorption up to 4 molecules on the (100) and 

(110) surfaces [1,12]. For single molecule adsorption on (100), stable configurations 

occurred at hollow and U-top sites. For H, O, and OH on the (110) surface, the so-called 

uranium-bridge site was the most stable. We called this site a U-top site as the adsorbate 

lies over a U atom in the second layer. Due to the variations in calculation parameters 

across these studies, we performed adsorption calculations of a single O atom at U-top, 

N-top, bridge, and hollow sites on UN (100). U-top and hollow sites give adsorption 

energies of -12.87 and -7.48 eV, respectively. However, the O placed at the N-top site 

relaxed to the hollow position, and the O placed at the bridge site relaxed to the U-top 

position. Due to the findings of Li et al. reporting bridge and hollow sites as energetically 

equivalent and Bo et al. finding no stable adsorption at the bridge site, we did not 

consider this site for any adsorbates. Conversely, due to the prevalence of N-top 

placement across studies, we included the N-top site. 
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The chosen adsorption sites were U-top and hollow sites, due to their favorability, 

and N-top due to its prevalence across studies. The adsorbates were placed to include all 

three of these sites, as shown in Figure 3.2(g) and Figure 3.3(a-b). While it is possible for 

adsorbates to relax to a local minima, each was placed at least 2 Å away from the UN 

surface to reduce the possibility of becoming confined to a high symmetry local minima. 

Half of the OH species were positioned with O closest to the metal surface and half with 

H closest to the metal surface. We chose 8 species to represent full saturation (1 

monolayer) of the UN (100) surface, defined by 1 water molecule to 1 metal surface 

atom. Due to the dense population of the dissociated water adsorbents, the additional 4 

oxygen atoms were added 1 Å above the dissociated water layer (Figure 3.2 (d-f) and 

Figure 3.3(c-d)). The vacuum was set to approximately 30 Å to minimize interactions 

between subsequent slabs. The Zr (1000) surface (Figure 3.2 (c & f)) was created with 4 

monolayers and a surface of 2×2 atoms. The bottom 2 layers were fixed and the top 2 

layers were allowed to relax. Eight dissociated water species were placed at a minimum 2 

Å distance from each surface (Figure 3.2 (c)) and a second set of calculations added 4 

oxygen atoms 1 Å above the dissociated water layer (Figure 3.2 (f)). The vacuum was set 

to approximately 30 Å. 

Local Density of States (LDOS) calculations gave a graphical representation of 

the electrons localized to each element with respect to energy, as well as revealed if 

bonding was covalent or ionic through overlap or lack thereof, respectively. PCD and 

ELF [23] calculations were then performed to further examine the electronic structure 

and evolution of the surface as oxygen concentration increased. PCD mapped the density 

of states onto the atomic structure. The PCD resolved specific energy ranges [22,24], 
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such as valence electrons near the Fermi level (by convention set to 0 eV). We used PCD 

to examine the energy ranges of -5 eV to the Fermi level and -2 eV to the Fermi level. 

The ELF was used to consider all calculated electrons, where core electrons were treated 

as part of the nucleus. While the PCD is a map of the DOS, the ELF is its own calculation 

based on the orbitals. The ELF is based on the Pauli exclusion principle and calculates 

the probability of finding another electron in the vicinity of a reference electron with the 

same spin [25]. Noting that the lower the probability of finding a nearby same spin 

electron is, the more localized the reference electron is, the ELF converts this probability 

to a measure of localization. In this function, 0 represents low probability of finding a 

localized electron, ½ represents a probability equivalent to a homogeneous electron gas, 

and 1 represents high probability of finding a localized electron. The ELF gives a more 

complete description of the electronic profile, as opposed to that of a specific energy 

range in the PCD.  
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Figure 3.2 Initial configurations: UN and Zr surfaces with OH+H (a-c) and 

OH+H+O (d-f). Top-down view of adsorption sites on UN (100) (g). U, N, Zr, O, and 
H are represented by blue, purple, teal, red, and gray, respectively. 

 
Figure 3.3 Top-down view comparison between initial configurations of UN 

surfaces (a-d) and relaxed configurations of UN surfaces (e-h). U, N, O, and H are 
represented by blue, purple, red, and gray, respectively. 
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3.3 Results 

3.3.1 Zirconium 

After starting with dissociated water on the Zr surface (Figure 3.2(c)) and 

allowing the system to relax (Figure 3.5 (c)), 12.5% of oxygen penetrates the surface and 

bonds to a terminating Zr and a second layer Zr at bond lengths of 2.03 and 2.16 Å, 

respectively. 12.5% O coordinates with three surface Zr with Zr-O bond lengths from 

2.16 - 2.18 Å. 12.5% of O forms OH and coordinates with two Zr at bond lengths of Zr-

O(h) 2.30 and 2.32 Å. 12.5% forms water and coordinates with a surface Zr at a Zr-O(w) 

distance of 2.56 Å. The remaining O forms H2O and does not adsorb to the surface, while 

12.5% H forms H2 and the rest do not form bonds. The water adsorption results in a 

terminating layer separation increase of 7.2%. 

With additional O, the system relaxes from (Figure 3.2 (f)) to (Figure 3.3 (f)). 8% 

of O also penetrates the surface and coordinates with a terminating and second layer Zr at 

bond lengths of 2.09 and 2.18 Å. 8% of O coordinates with three Zr with Zr-O distances 

ranging from 2.04 - 2.11 Å. 16% forms OH and coordinates with two Zr at Zr-O(h) bond 

lengths of 2.28/2.34 and 2.29/2.35 Å. 8% of OH bonds to a Zr at 2.04 Å and pulls the Zr 

away from the surface, and giving an average terminating layer separation increase of 

16.9%. 

The overlap in the LDOS (Figure 3.4) shows covalent bonds between the 

dissociated water and the Zr surface, notably from -10 to -4 eV. Due to the primarily 

ionic nature of the bonds from -5 eV to the Fermi level, the PCD maps for this range (not 

pictured) give minimal information on the electronic structure of the whole system. 

Unlike PCD, the ELF can show the most probable locations of finding any calculated 
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electron, rather than only valence electrons. Using the ELF, we examined the nature of 

the charge transfer and compared it with the well-known Zr corrosion mechanism [14]: 

                                           (1)    2𝐻𝐻2𝑂𝑂 → 2𝑂𝑂2− + 4𝐻𝐻+ 

                                           (2)    𝑂𝑂2− + 𝑉𝑉𝑂𝑂 → 𝑂𝑂𝑎𝑎𝑑𝑑𝑎𝑎𝑛𝑛𝑟𝑟𝑏𝑏𝑒𝑒𝑑𝑑2−  

                                           (3)    𝑍𝑍𝑟𝑟 → 𝑍𝑍𝑟𝑟4+ + 4𝑒𝑒− 

                                           (4)    𝑍𝑍𝑟𝑟4+ + 2𝑂𝑂2− → 𝑍𝑍𝑟𝑟𝑂𝑂2 

                                           (5)    4𝐻𝐻+ + 4𝑒𝑒− → 2𝐻𝐻2 

 

As shown in Figure 3.5 (c) and Figure 3.4 (f), though the ions started as 

dissociated water in the form of OH and H ions, many revert to the molecular structures. 

In this manner, the ions spontaneously form their optimal phase (molecular, partially 

dissociative, or fully dissociated) regardless of the starting phase. Though many of the 

dissociated oxygen ions form an OH ion or H2O molecule, 12.5% of the 2 ML O 

penetrates the surface, depicting steps (1) and (2) of the Zr corrosion mechanism. In step 

(3) Zr gives off electrons to form a positive surface. In Figure 3.6(a), the Zr displays a 

yellow and orange terminating region indicating increased positive charge and the center 

of the terminating orbitals have less blue character or electrons than the second layer 

orbitals. In Figure 3.6(b) and (c), each terminating Zr bonds to at least two O, indicating 

the formation of ZrO2 as part of step (4). Finally, both Figure 3.6(b) and (c) display more 

electrons localized at the H sites than any other region of the electron localization map, as 

expected from step (5). 
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Figure 3.4 Local density of states of (a) Zr (1000) surface with OH+H and (b) 

with OH+H+O. 

 
Figure 3.5 Relaxed configurations: UN and Zr surfaces with OH+H (a-c) and 
OH+H+O (d-f). U, N, Zr, O, and H are represented by blue, purple, teal, red, and 

gray, respectively. 
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Figure 3.6 Electron Localization Function (ELF) of (a) the pure Zr (1000) 

surface, (b) with OH+H, and (c) with OH+H+O. Blue and red indicate high and low 
probability of finding a localized electron, respectively. Contour lines indicate areas 

with the same energy. 

3.3.2 Uranium Nitride 

While the UN  bulk exhibits type I antiferromagnetic structure [26], as previously 

illustrated by Claisse et al. [27], a surface is inherently less stable than the bulk due to the 

dangling bonds. Rafaja et al. suggested no bulk-like antiferromagnetism of UN films, 

replaced with ferromagnetism [28]. Therefore, we used DFT+U with ferromagnetic 

ordering on the UN surfaces, agreeing well with the results of Bocharov et al. [3,10]. Our 

bulk calculations yielded an average magnetic moment of 1.70  𝜇𝜇B on U, comparable to 

the magnetic moments reported by Claisse et al. [27] ranging from 1.54 to 1.95 𝜇𝜇B. Our 

surface calculations yielded an average magnetic moment of 1.33 𝜇𝜇B, comparable to 

Bocharov et al. [29] ranging from 1.33 to 1.57 𝜇𝜇B. To further benchmark our 

calculations, the lattice constant and bulk modulus results are compared to literature in 

Table 3.2 and Table 3.3, respectively. These tables confirm the ability of the Ueff=1.90 eV 

to yield both lattice constant and bulk modulus values in good agreement with 

experimental values. 
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Table 3.2 Calculated UN lattice constant in comparison with experimental and 
theoretical data. 

  
Experiment 
[1] This work Bo et al. [1] 

Bocharov et 
al. [29] 

Lattice constant 
(Å) 4.89 4.91 4.93 4.87 

 

 
Table 3.3 Calculated UN bulk modulus (GPa) in comparison with experimental 
and theoretical data. 

  
Experiment 
[30] This work 

Lu et al. 
[30] 

Claisse et 
al. [27] 

Evarestov 
et al. [31] 

Bulk Modulus 
(Gpa) 

194, 200, 
206 198.5 194.5 165 

167.2 - 
227 

 

Following Tasker’s analysis, (100) is the most stable UN surface [1,11,32]. 

Likewise, the (110) plane has the same stoichiometry and is expected to have a low 

surface energy [3, 12]. Unlike (100) and (110), the electrostatics of (111) prohibit its 

formation and a complex defect structure must be formed to stabilize it. Such a structure 

is beyond the scope of this work. The surface energies for UN (100) and (110) were 

calculated using [33]: 

                              𝛾𝛾 = 1
2𝐿𝐿

(𝐸𝐸𝑎𝑎𝑠𝑠𝑎𝑎𝑏𝑏 − 𝑈𝑈𝐸𝐸𝑏𝑏𝑏𝑏𝑠𝑠𝑘𝑘) .                      (5) 

The results are shown in Table 3.4. The calculated surface energies generally 

agree well with literature. The slight difference could be the consequence of different 

supercell sizes considered in the calculations. To determine the nature of water 

adsorbates, we firstly placed molecular water and O2 on the most stable UN surface (100) 

at a coverage of 0.25 ML for each species. After relaxation, 50% of O2 and H2O 
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molecules remained (i.e. no chemical interaction observed) while the rest were 

dissociated into O, H and OH ions (Figure 3.7).  

Table 3.4 Surface energies from this work, Bo et al., and Bocharov et al. for a 5-
monolayer slab in terms of eV/Å2. Values in parenthesis are given in J/m2. 

 

 
Figure 3.7 UN (100) after H2O and O2 adsorption: U, N, O, and H are 

represented by blue, purple, red, and gray, respectively. 

After verifying water dissociation, we added partially dissociative water due to its 

more favorable adsorption over molecular water as reported by Bo et al [1]. OH and O 

were applied at hollow, N-top, and U-top sites of the UN surfaces: (100) and (110). O 

adsorbs to U both in the form of molecular water (w) and hydroxide (h). After the 

relaxation of UN (100) with 0.5 partially dissociate water coverage, 62.5% of the 

Plane This work Bo et al. [12] Bocharov et al. [3] 

(100) 0.074 (1.19) - 0.090 (1.44) 

(110) 0.126 (2.02) 0.112 (1.80) 0.124 (1.98) 
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dissociated OH and H revert to H2O molecules, preferring to adsorb at hollow sites and 

coordinate to U atoms with an average bond length U-O(w) of 2.76 Å (Figure 3.5(a) and 

Figure 3.3(e)). 37.5% forms OH, where the O coordinates with the surface due to ion-

dipole interaction. 33% of OH bonds at U-top with a U-O (h) bond length of 2.39 Å. 66% 

of OH bonds at a hollow site, with U-O(h) bond lengths of 2.59, 2.42, 2.51, and 2.41 Å. 

H2O molecules significantly pull U away from the surface, with a 3.3% increase in 

average distance between terminating U and the second layer compared to the pure UN 

(100) surface without corrosion. 

For the same dissociated water coverage with an added layer of O at 0.25 ML 

(Figure 3.5(d) and Figure 3.3(f)), 50% of O forms OH species coordinating with surface 

U. Of the OH species, 83% adsorb at hollow sites and 17% at U-top sites. The OH at 

hollow sites have an average U-O(h) bond length of 2.39 Å and the U-top has a bond 

length of 2.11 Å. 8% of the oxygen forms H2O and adsorbs to the surface at a U-O(w) 

distance of 2.57 Å. The remaining O and H forms water molecules and H2 that do not 

adsorb to the surface. With added oxygen, the UN surface is more greatly disrupted with 

an 11.1% average increase in the distance between the terminating U and second layer U. 

For the UN (110) surface, the dissociated water gives 1 ML coverage due to the 

different geometry (Figure 3.5(b) and Figure 3.3(c)). Despite the higher coverage, only 

50% of the O adsorbs to the surface, both as atomic O and H2O. O adsorbs at the hollow 

site with an average U-O distance of 2.14 Å. 75% of the adsorbed O attacks the same U 

atom, pulling it away from the surface. This results in a 3.4% increase in the average 

distance between the first and second layer. 6.25% of H comes within 2.80 Å of N. 
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With added oxygen at 0.5 ML coverage, all terminating U atoms pull away from 

the surface, with 25% of terminating U almost completely removed, attached by only one 

U-N bond (Figure 3.5(e) and  Figure 3.3(h)). This gives an average increase of 15.6% 

between the first and second layer. Adsorbates no longer occupy the standard sites due to 

strong disruption of the terminating layer. 12.5% O coordinates with U at U-O distances 

of 2.15 and 2.20 Å. 12.5% O forms OH coordinating with U at U-O(h) distances of 2.41 

and 2.49 Å. 25% OH and 12.5% water attach to the same U atom. 37.5% OH and 25% 

water bonds to the lifted U, with bond lengths ranging from 2.18 - 2.58 Å. 31.25% of H 

comes within 2.80 Å of N. 

Local density of states (LDOS) in Figure 3.8 shows polar covalent bonds between 

the dissociated water and the UN surfaces with density overlap (evident of covalent 

bonding) from approximately -6 to -2 eV and localization entirely to UN (evident of ionic 

bonding) from -2 eV to the Fermi energy [34]. Figure 3.8(a) is further decomposed into 

separate U and N contributions to illustrate the greater amount of electronic states at U 

than N. Examining the PCD resolved from -5 eV to the Fermi energy on the UN (100) 

surface (Figure 3.9(a)) shows a smooth distribution of charge at the surface before 

dissociated water is added. After adding dissociated water in this energy range, the 

system shows both covalent bond character (Figure 3.9(b-c)) and ionic bond character 

(Figure 3.9 (e-f)). The presence of charge on both the surface and the adsorbates depicts 

the covalent bond character, with the contours showing charge density deformation 

upward towards the adsorbates. Narrowing the partial density of states to -2eV to Fermi 

(Figure 3.9(e-f)) illustrates the polar covalent character with charge localized to the 

surface and not the adsorbates [35]. As the oxygen concentration increases moving from 
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Figure 3.9(d) to (f), the contours show the bonds between the terminating layer and the 

second layer decreasing, corresponding with the average layer increase discussed above.  

Similarly, the PCD of the UN (110) surface depicts the periodic surface charge 

without adsorbates (Figure 3.10(a) and (d)), the covalent bonds formed with the 

dissociated water seen in the -5 eV to Fermi range (Figure 3.10(b-c)), and the charge 

localized to the surface from -2 eV to the Fermi level (Figure 3.10 (e-f)).  

From the ELF, the pure UN (110) surface shows positive character (Figure 

3.11(a)), displaying yellow rather than green and blue, characteristic of high electron 

concentration. This positive character is no longer seen after adsorption (Figure 3.11(b)). 

The ELF shows large blue regions around H2 indicating an electron sink, with a higher 

probability of finding electrons there than anywhere else in the system.   
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Figure 3.8 Local density of states of (a) UN (100) with OH+H, (b) UN (100) with 

OH+H+O, (c) UN (110) OH+H, and (d) UN (110) with OH+H+O. Individual 
contributions from U and N are shown in (a), while U and N contributions are 

combined in (b-d) to indicate bonding between the adsorbates and the surface in 
general. 
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Figure 3.9 Partial charge density of the UN (100) surface without dissociated 
water, with dissociated water, and with dissociated water and added oxygen. The 

scale has been narrowed to 30% of the total electronic states and contour lines 
added to improve the visibility of bonds. Blue and red indicate many and no 

electronic states, respectively. 

 
Figure 3.10 Partial charge density of the UN (110) surface without dissociated 

water, with dissociated water, and with dissociated water and added oxygen. 



62 

 

 
Figure 3.11 Electron localization function of the UN (110) surface without 

dissociated water, with dissociated water, and with dissociated water and added 
oxygen. 

3.4 Discussion 

The Zr OH+H system shows at 2 ML, O adsorbs to the SFCC site, as previously 

found in other theoretical studies [16,17]. O also intercalates to the tetrahedral position 

between the first and second Zr layers, one of the sites in the lowest energy path of 

migration in the basal surface determined by Chiang et al [18]. These results are in 

agreement with the O positions found from LEED at 2 ML coverage [15]. 

Consistent with the findings of Bo et al. [1], covalent bonding occurs between U 

and O from approximately -6 eV to -2 eV (Figure 3.8). This is similar to the findings of 

Li et al. [11] depicting overlap between chemisorbed the O2p orbital and U orbitals 5f 

and 6d from approximately -5 eV to -1 eV.  On the UN (100) surface, OH adsorbs either 

at a hollow site or coordinates with U, as previously reported [1] by Bo et al. Our U-O(h) 

bonds in the OH+H system range from 2.41 to 2.59 Å while the U-O(h) bond lengths 

found by Bo et al. range from 2.15 to 2.72 Å. Our U-O(w) bond lengths (2.66, 2.69, and 

2.81 Å) are also similar to their 1 ML coverage study (2.54, 2.60 and 2.71 Å). In contrast 
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on the UN (110) surface, Bo et al. [12] found stable partially dissociated water adsorption 

while our OH+H system showed either molecular or completely dissociated water 

adsorption. The UN structure in the OH+H+O experienced such distortion that 

adsorbants could not reasonably be described as adsorbing to a hollow or U-top site. 

These discrepancies may be due to different degrees of freedom in the surface relaxation, 

i.e. we allowed the top 2 UN layers to change positions while Bo et al. appeared to have 

fixed these layers. 

Like Zr, UN forms both a positive surface (Zr corrosion mechanism step 3) and 

relocates charge to H (step 5) after water adsorption. While O penetrates the Zr surface in 

both the Zr-OH+H and Zr-OH+H+O systems, O does not penetrate any of the UN 

surfaces. Instead, UOxNy begins to form as U is pulled away from the UN (110) surface. 

This process appears to stabilize O as it exhibits charge concentration in the ELF (Figure 

3.11(b-c)), but has no active valence electrons (Figure 3.10(e-f)). The effect of 

dissociated water pulling an atom away from the metal surface is similarly observed in 

the Zr-OH+H+O system.  

In the dissociated water case, we see stable H2 electron sinks by comparing the 

ELF (Figure 3.11(b)) and PCD (Figure 3.10(e)). However, in the additional O case, U is 

pulled further from the UN surface, breaking bonds with all except one of the 

neighboring N atoms. H then travels closer to the surface, coming within 1.75 Å of N 

compared to 2.65 Å without partial removal of U. While oxide formation and electron 

relocation to H2 occur sequentially in the Zr mechanism [14] and form in both Zr studied 

systems (Figure 3.5(c and f)), the formation of either H2 sinks (Figure 3.11(b)) or UOxNy 

(Figure 3.5(e) and Figure 3.11 (c)) suggests the steps may be competing mechanisms in 
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UN corrosion. Finally, focusing on valence electrons from -2 eV to the Fermi energy, 

charge is located almost entirely on the U (Figure 3.8(a) and Figure 3.9 (e-f)). This could 

explain the results reported by Lu et al. [8] in which N-rich UN films generated thinner 

oxide layers than N-poor films, as well as the prevalence of residual N reported across 

studies. In other words, less electrons are available to react when the majority of the 

surface is composed of N.  

From the above results, we suggest the following UN corrosion mechanisms: 

1. Oxynitride formation is initiated with U displacement instead of O 

intercalation. 

2. The UN (110) surface is more active in the corrosion process than the UN 

(100) surface. 

3. Valence electrons from -2 to 0 eV are localized to U. 

4. H2 and oxynitride formation are competing reactions. 

Mechanism (3) may elucidate why N-rich UN films are less susceptible to 

corrosion and the prevalence of residual N across studies. Fewer N valence electrons are 

available to react with water and oxygen. 

3.5 Conclusions 

The corrosion mechanism of Zr is known and relies heavily on differences in 

electric potential. We used it as a reference to further understand the corrosion 

mechanism of UN. DFT studies were conducted on UN surfaces (100) and (110) in the 

presence of dissociated water and additional oxygen and compared to analogous studies 

on the Zr (1000) surface. To probe how UN corrosion relies on electric potential, we 

studied PCD and ELF maps. PCD examined the electrons near the Fermi energy in the 
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UN surfaces while ELF took a more cohesive look at the electronic structure through 

considering all calculated electrons. At the UN surface, as oxygen concentration 

increased, the distance between the surface layer and bulk increased 11.1% on the (100) 

surface and 15.6% on the (110) surface. PCD maps revealed the bonding between the 

terminating (100) atomic layer and the bulk weakened when additional oxygen was 

introduced. Increased oxygen content contributed strongly to U atom removal. The Zr 

structural relaxation and ELF together showed the oxygen adsorption, a positively 

charged region on the pure zirconium surface, the formation of ZrO2, and the transfer of 

electrons to hydrogen, in accordance with the Zr corrosion mechanism.  

Like Zr, the UN corrosion process showed formation of a positively charged 

surface and charge transfer to H after dissociated water adsorption. However, while O 

spontaneously penetrated the Zr surface, this process was not seen on the UN surfaces. 

Instead, UN mimicked Zr corrosion through partial removal of a metal atom when 

oxygen was present along with dissociated water at the UN (110) surface. Additionally, 

while Zr showed both electron transfer to H2 and oxide formation regardless of oxygen 

concentration, UN showed either electron transfer to H2 (in the dissociated water case) or 

oxide formation (in the additional O case). It implies that electron transfer to H2 and 

oxide formation might be competing reactions in UN corrosion. The PCD showed charge 

localized primarily to U from -2 eV to the Fermi level. When UN films are N-rich, fewer 

valence electrons are available to react with water and oxygen. This research suggests 

that further efforts to increase N content in UN may improve corrosion resistance. Our 

results present the detailed descriptions of UN and Zr electronic profiles, towards better 
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understanding UN corrosion mechanisms, specifically at the initial stage. This work 

ultimately contributes to guiding the design of UN for accident tolerant nuclear fuel.  
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Abstract 

The magnetic properties of UN surfaces are not well understood experimentally 

or computationally, but they have a significant effect on UN performance as a nuclear 

fuel. We investigated ferromagnetic (FM), antiferromagnetic (AFM), nonmagnetic (NM), 

and three hybrid magnetic structures of the most stable UN surface (100). To account for 

electron correlation and metastability, a U-ramp was performed to an effective Hubbard 

U-term of 2.0 eV. FM was found to be the most energetically favorable magnetic 

structure. Type 1 AFM slab was optimized to a new magnetic structure consisting of 

(100) planes with either all spin-up electrons, all spin-down electrons, or half spin-up and 

half spin-down electrons on uranium atoms. After OH adsorption to simulate corrosion 

initiation, the AFM, FM, and NM structures yield relatively similar bond lengths but 

varying bond angles, adsorption energies, and electronic profiles. Partial Charge Density 

maps show varying degradation mechanisms across magnetic structures. Electron 

Localization Function reveals more charge localized to AFM uranium atoms with spin-

down electrons than uranium atoms with spin-up electrons. This leads to different 

properties depending on if an adsorbate interacts with a spin-up or spin-down terminated 

AFM surface. This work supports the physical accuracy of future computational studies 

towards corroborating with experiment and addressing UN fuel corrosion. 

4.1 Introduction 

Uranium Nitride (UN) is proving to be a promising candidate nuclear fuel due to 

its high actinide density, thermal conductivity, and melting point [1]. One barrier for 

implementation is its instability in the presence of water. Several experimental [2–6] 

studies have sought to determine the mechanism of UN corrosion, though there is not yet 
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a consensus on the chemical reactions that occur. Dell et al. [2] first proposed the UN 

corrosion mechanism as 𝑈𝑈𝑈𝑈 + 2𝐻𝐻2𝑂𝑂 → 𝑈𝑈𝑂𝑂2 + 𝑈𝑈𝐻𝐻3 + 1
2
𝐻𝐻2. However, Dell et al. noted 

that there was dissolved N as well as a U2N3+x phase in the corrosion product. Subsequent 

experimental studies have continued to report the presence of UN2, U2N3, and/or residual 

N in the product [3–6]. This suggests that the initially proposed corrosion mechanism is 

incomplete in the hypothesis that all N is converted into NH3. To complement 

experimental studies, Density Functional Theory (DFT) has been a common method used 

to study UN surfaces exposed to H2O or O2 at the atomic scale [7–12]. While 

experimental studies might utilize UN reactants of varying density, purity, and 

geometries, DFT allows for precise selection of the reactant. DFT can also be used to 

further investigate atomic corrosion initiation mechanisms. 

However, these DFT studies have applied different magnetic structures to the UN 

surface. This variation in the magnetic treatment of the surface might significantly affect 

the simulations, highlighting the uncertainty of prediction of the chemical reactions 

occurring during the corrosion. As we develop our understanding of UN corrosion, the 

effect of magnetic structure on such properties should be further investigated. 

Additionally, without agreement upon the magnetic structure, DFT data could be 

translated to inaccurate descriptions of larger length scale phenomena. 

The variations in magnetic treatments to UN surfaces in DFT studies stem from 

disagreement over whether a UN surface has the same magnetic structure as UN bulk. In 

bulk, UN is type 1 antiferromagnetic (AFM), such that (100) planes alternate between 

positive and negative spin [13]. However, it has been observed in DFT studies that for 

UN slabs, typically ranging from three to eleven monolayers (approximately 7 to 27 Å), 
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ferromagnetic (FM) structure is more stable than AFM structure [7,14,15]. Likewise, FM 

treatment has yielded more energetically favorable adsorption energies [16]. However, 

these studies have not included the Hubbard U-term in their magnetic consideration. In 

traditional DFT, electrons are systematically delocalized, which can lead to inaccurate 

descriptions for strongly correlated materials including actinides [17]. These descriptions 

can be improved with the incorporation of a Coulomb repulsion U-term for f electrons 

following the ideas of Hubbard [18,19]. For UN, it has been found necessary to include 

the U-term in DFT calculations to reproduce lattice parameter, bulk modulus, phonon 

properties, magnetic structure, and magnetic moment in good agreement with 

experiments [20,21]. Gryaznov et al. showed that as the U-term was increased, the most 

stable UN bulk magnetic structure transitioned from FM to AFM above an effective U-

term, Ueff, of 1.65 eV [21]. 

Three different strategies have been reported for treating the UN surface magnetic 

structure in the DFT calculations. Bo et al. used AFM treatment in order to replicate the 

most stable magnetic structure of the bulk [11]. Li et al. suggested nonmagnetic treatment 

was appropriate for only total energy calculations [9]. Most prevalently, a few studies 

used FM treatment [8,12,16,22] citing FM as the most energetically favorable structure. 

In experiments, Rafaja et al. studied the magnetic susceptibility of reactive sputtered UN 

thin films, suggesting FM for UN crystallites (averaging 17 nm)[23]. Bright et al. studied 

an epitaxial UN film (70 nm) using x-ray synchrotron techniques and reported an AFM 

structure [24]. However, both experimental studies treated thicker UN systems (over 100 

Å thicker) than the DFT studies did. 



77 

 

In our previous work, we studied UN (100) and (110) surfaces using DFT.[12] In 

agreement with Tasker’s analysis [25] and other DFT studies [9,10], we found the (100) 

surface to be the most energetically favorable. In order to comprehensively understand 

the magnetic structure of UN and its surface effect, this work investigates three key 

aspects. First is to identify the most stable magnetic structure of UN (100) in 

consideration with the Hubbard U-term. Second is to evaluate if a transition between FM 

and AFM structure is favorable. Final is to determine the effects of different magnetic 

structures on bond lengths, bond angles, adsorption energies, and electronic mapping.  

4.2 Methods 

DFT calculations were performed using the Vienna Ab initio Simulation Package 

(VASP) [26]. Spin-polarized generalized gradient (GGA) exchange-correlation functional 

was used with the Perdew Burke Ernzerhoff (PBE) formulation [27]. Plane-wave basis 

sets were implemented utilizing projector-augmented wave (PAW) pseudopotentials. 

Simulations were performed with a cutoff energy of 550 eV and 4×4×1 gamma-centered 

k-points.  

UN slabs were constructed with 8 monolayers and a surface area of 16 atoms, i.e. 

the UN unit cell was extended by factors of 2×2×4 to form supercells. In our previous 

work, we found trends in electronic mapping to be converged for 4 monolayers, but 

binding energies varied between 4 and 8 monolayer systems by up to approximately 0.5 

eV [12]. Similarly, Bocharov et al. found defect energies to be converged for slabs with 7 

or more monolayers [22]. Bo et al. compared defect energies, surface energies, and bond 

lengths between supercells with surface areas corresponding to 2×2 and 3×3 unit cells 

and found the 2×2 surface area to be sufficient for corrosion studies [11]. 
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The U-term was applied using the Dudarev implementation [17]. In this version, 

only the effective U-term, Ueff = U - J, between the Hubbard U and exchange parameter J 

is considered. The J parameter was fixed at 0.5 eV and the U parameter was varied to 

reach the desired Ueff. While the U-term improves the DFT description of actinides, it 

introduces an additional concern of converging to metastable states [28]. As such, 

calculations may not always reach the global energetic minima, which can lead to errors 

in the calculations. The so-called “U-ramping” method is one technique that has been 

developed to better find the ground state [29]. In this method, Ueff is gradually increased 

from zero to the desired value in increments of 0.1 eV. For each step, the previous atomic 

coordinates and wave functions are used as the initial guess for a new calculation.  

Gryaznov et al. showed that the stable magnetic structure of the UN bulk, either 

FM or AFM, depended on the Ueff value. Therefore, we performed a U-ramp on the UN 

(100) slabs to not only treat the metastability but also survey the most favorable magnetic 

structure over a range of Ueff values. Previous UN corrosion studies used a Ueff value of 

1.9 eV [10–12]. This value could balance the 1.85 eV recommendation from Gryaznov et 

al. [21] for magnetic properties and the recommendation of 2.0 eV from Lu et al. [20] for 

lattice parameter, bulk modulus, and phonon properties. To encompass all these 

recommended Ueff values, the U-ramp was performed up to 2.0 eV in our studies. During 

the U-ramp, slabs were relaxed symmetrically, i.e. the center 2 monolayers were fixed, to 

prevent any unphysical polarity from affecting the favorability of each magnetic 

structure. An optimization of a single OH adsorbate in the 2×2×4 UN (100) supercell, 

i.e. 1/8 surface coverage, was performed. The bottom 2 layers of the UN slab were fixed 

to simulate the bulk region. Since our previous work demonstrated the sensitivity of 
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adsorption energy to slab thickness [12], asymmetric surface relaxation was utilized to 

ensure adsorption energy accuracy. 

4.3 Results 

4.3.1 Magnetic Structure 

With bulk UN exhibiting AFM structure and surfaces exhibiting FM structure, it 

would be crucial to determine a transition mechanism from AFM to FM. We tested AFM, 

FM, and another three possible hybrid magnetic structures for comparison, as seen in 

Figure 4.1. Using symmetrical slabs, the central layers represent the bulk and as such we 

applied AFM structure of varying thicknesses for the hybrid configurations. Hybrid 

Configuration (HC) 1 has the greatest AFM character with 6 central AFM monolayers, 

leaving 2 FM monolayers at each terminating surface. HC2 has only 2 central AFM 

monolayers with 4 FM monolayers on either side. HC3 has 4 central AFM layers and 3 

FM monolayers on either side. 

 
Figure 4.1 Initial magnetic structures applied during U-ramp to Ueff=2.0 eV. 

For each magnetic structure, we performed a U-ramp to 2.0 eV, which included 

the recommended values to accurately reproduce UN bulk magnetism, lattice parameter, 

bulk modulus, and phonon properties [20,21]. Figure 4.2 shows the relative energies for 

each magnetic structure with reference to the most energetically favorable magnetic 

structure (FM) during the U-ramp. Without the U-term (i.e. Ueff = 0 eV), FM is the most 
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stable while AFM is the least stable, in agreement with Zhukovskii et al.[14,15] and 

Evarestov et al.[30] Before the U-ramp, FM is more stable than AFM by 2.66 eV. For the 

duration of the U-ramp, FM remains the most stable magnetic structure, unlike bulk UN 

that would transition from FM to AFM at Ueff = 1.65 eV [21]. There are a couple of 

transitions in the order of the magnetic configuration stability of the HC structures. At 

Ueff = 1.6 eV, HC1 becomes more stable than HC3. At Ueff = 2.0 eV, HC1 becomes more 

stable than HC2. At Ueff = 2.0 eV, the magnetic structures from the most to the least 

stable are FM, HC1, HC2, HC3, and AFM.  

Except for AFM, the initial magnetic structures (Figure 4.1) are maintained for 

the duration of the U-ramp, as shown in Table 4.1. FM, HC1, HC2, and HC3 exhibit that 

the magnitudes of the magnetic moments in layers 1 through 4 mirror those in layers 5 

through 8. The higher magnitudes of the magnetic moments occur in the outer layers 1 

and 8 and gradually decrease moving toward the central layers 4 and 5. Conversely, for 

AFM some of the electrons of the U atoms flip their spins at Ueff = 1.6 eV in layers 3, 5, 

7, and 8. Layers 3, 5, and 7 started as spin-down and the electrons of half of the U atoms 

flipped to spin-up. Layer 8 started as spin-up and half of the electrons of the U atoms 

flipped to spin-down. This results in layers 3, 5, 7, and 8 exhibiting internal AFM 

structures with half the U atoms with spin-up electrons and half with spin-down 

electrons. At the end of the U-ramp (Ueff = 2.0 eV) this new AFM structure is less stable 

than the FM structure by 0.91 eV.  
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Figure 4.2 Relative energy (eV) of the magnetic structures with respect to Ueff 

during the U-ramp to 2.0 eV. Energies are given with respect to the FM total energy 
at each respective Ueff value. Note that the AFM values correspond to the structure 
that was initialized as type 1 AFM, corresponding to bulk UN, before the U-ramp 

but transitioned to a new magnetic structure as shown in Table 4.1.  
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Table 4.1 Magnetic moments (𝝁𝝁𝝁𝝁) of U atoms averaged over each (100) layer 
after U-ramping to Ueff=2.0 eV. 

 
FM AFM HC1 HC2 HC3 

Layer 1 2.10 -2.07 -2.11 2.09 2.07 

Layer 2 1.93 1.46 -1.79 1.89 1.85 

Layer 3 1.79 0.01 1.89 1.75 1.47 

Layer 4 1.72 1.69 -1.72 1.57 -1.80 

Layer 5 1.74 0.42 1.84 -1.52 1.80 

Layer 6 1.75 -1.26 -1.68 -1.76 -1.47 

Layer 7 1.89 -0.07 1.77 -1.89 -1.85 

Layer 8 2.10 -0.01 2.09 -2.09 -2.07 
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4.3.2 Electronic Structure 

To understand the effect of magnetic structures on corrosion results, we relaxed 

OH at the U-top site of the three magnetic structures used in the literature: FM, AFM, and 

NM, as seen in Figure 4.3. OH serves as a critical step in corrosion at UN surfaces in the 

first-principles UN studies.[10–12,16] OH adsorption is most favorable at the U-top site 

[10]. In order to determine the effect of electron-spin polarization on adsorption 

properties, OH was studied at both AFM spin-up and spin-down terminated surfaces. The 

most readily apparent difference in OH adsorption across structures is the variation in O-

U-N bond angles. Additional bond angles, as well as bond lengths, vertical displacement 

of the U atoms bonded to O, and adsorption energies are given in Table 4.2.  

All the magnetic treatments yield identical O-H and O-U bond lengths, except for 

NM, which yields a 0.05 Å shorter O-U bond length. The H-O-U bond angles are obtuse 

for the spin-polarized structures and vary at most by 1.67°, while NM yields a 180° bond 

angle. The O-U-N bond angles vary significantly more across spin-polarized structures 

with differences up to 10.39°. FM predicts a U displacement of 0.39 Å, while NM 

underpredicts the displacement by 0.19 Å and both AFM structures overpredict the 

displacement by at least 0.20 Å.  NM predicts the greatest magnitude of adsorption 

energy, FM the smallest, and both AFM structures lie in the middle.  



84 

 

 
Figure 4.3 Atomic structures after OH adsorption for FM, AFM spin-up 

terminated, AFM spin-down terminated, and NM structures. Blue, purple, red, and 
white atoms represent U, N, O, and H, respectively. 

Table 4.2 Bond lengths, bond angles, vertical displacement of the U atom 
bonded to OH after geometry optimization, and adsorption energy for FM, AFM 
spin-up terminated, AFM spin-down terminated, and NM magnetic structures. Two 
O-U-N bond angles are reported for each structure: one considering the 
neighboring N atom pictured to the right and one considering the N atom into the 
page in Figure 4.3. 

 
O-U bond 
length (Å) 

O-H bond 
length (Å) 

H-O-U 
bond angle 
(°) 

O-U-N 
right angle 
(°) 

O-U-N into 
page angle 
(°) 

U 
displacement 
(Å) 

Adsorption 
Energy (eV) 

FM 2.17 0.97 162.05 100.84 95.65 0.39 -4.41 

AFM-
up 2.17 0.97 163.72 96.09 100.64 0.62 -4.56 

AFM-
down 2.17 0.97 162.82 90.45 96.17 0.60 -4.83 

NM 2.12 0.97 180.00 93.94 93.94 0.20 -5.23 

 

The Local Densities of States (LDOS) for OH adsorbed on the FM, AFM, and 

NM slabs, shown in Figure 4.4, depict relatively similar trends. Valence and conduction 

electrons are localized primarily on U and N. More electrons are localized on N than U 

from approximately -6 to -2 eV, while more electrons are on U than N from 

approximately -2 to 2 eV. Hybridization of O with U and N occurs around -4 eV. 
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Figure 4.4 Local Densities of States for OH relaxed on (a) FM, (b) AFM, and (c) 

NM slabs. The Fermi energy is shifted to 0 eV. 

Partial Charge Densities (PCD) for OH adsorbed on the FM, AFM, and NM slabs 

are shown in Figure 4.5. PCD can project the electronic states of interest onto individual 

atomic sites, providing further insight into electronic profiles. The electronic states of -6 

eV to the Fermi energy, which capture the majority of the bonding between U, N, and O 

atoms (Figure 4.4), are shown for each magnetic structure in Figure 4.5(a-c). For each 

structure, valence electrons are localized to U, N, and the adsorbed O. To better discern 

variations in bonding across structures, the mapped electronic states are narrowed to the 

valence electrons from -2 eV to the Fermi energy in in Figure 4.5(d-f). Across structures, 

valence electrons are more localized to U atoms than N atoms in this energy range. 

Covalent bonds between the terminating layer of the UN surface and the second layer 

become weaker in comparison to those in the bulk region. This is evident in the narrower 

contour regions between U1 and the rest of the U and N atoms. In the FM structure, U1 

remains covalently bonded to N1 and N2 as well as U3. However, the bond between U1 

and U2 is greatly weakened, shown by the disappearance of the connecting contoured 

region. In contrast, in AFM U1 remains bonded to N2, U2, and U3, while its bond with 

N1 is greatly weakened. In NM, while the contoured regions between U1 and its 

neighboring N and U atoms are weakened as compared to the bulk, none of them are 

weakened to the same extent as in both FM and AFM.  
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Figure 4.5 Partial Charge Densities for OH adsorbed to FM, AFM, and NM 
magnetic structures. Valence electrons are shown from (a-c) -6 eV to the Fermi 

energy and from (d-f) -2 eV to the Fermi energy. The scale has been narrowed to 
25% of the total electronic states to improve the visibility of bonds. Contour lines 

indicate areas with the same energy and are consistent across structures. Blue and 
red indicate many and no electronic states, respectively. Some U and N atoms have 

been numbered for reference in the text. The numbering scheme is consistent across 
magnetic structures. 

Electron Localization Function (ELF) analysis can further reveal the overall 

electron localization, as shown in Figure 4.6. Across structures, the electronic profile 

around the OH adsorbate is relatively similar with the majority of charge localized to H 

and additional charge below the O. In the FM and NM structures, electrons are equally 

localized between the N and U atoms of the bulk. In contrast, in the AFM structure more 

electrons are localized to the U atoms with spin-down electrons than the other U atoms 

and N atoms. This reveals that OH adsorption properties on AFM surfaces could vary, 

depending on if the OH is adsorbed to a spin-up or spin-down terminated surface. Due to 

the periodic boundary conditions, both sides of each slab reveal electronic characteristics 

of the surface. By examining the top of the ELFs, we can compare the electronic profiles 

of the pristine surfaces without OH interaction. In the FM structure, the iso-energy 

contour lines on the pristine surface side reveal a smooth, periodic electronic profile. In 
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the AFM structure, there is unphysical charge build-up below the pristine surface, not 

localized to any atoms. Such charge build-up might occur in slab calculations with 

insufficient vacuum space to prevent interactions between slab images. However, the lack 

of such charge in the FM and NM structures suggest the vacuum length is sufficient. This 

charge build-up in the AFM structure might then be attributed to its metastability. The 

iso-energy contour lines on the NM pristine surface are not as smooth as that of the FM 

structure, but there is no unphysical charge localization like the AFM structure. 

 
Figure 4.6 Electron Localization Function (ELF) of OH adsorbed to (a) FM, (b) 
AFM, and (c) NM UN surfaces. Blue and red indicate high and low probability of 

finding a localized electron, respectively. Contour lines indicate areas with the same 
energy and are consistent across structures. 

4.4 Discussion 

In bulk UN, a Hubbard U-term of at least 1.65 eV is required to yield AFM as the 

most stable magnetic treatment [21]. In contrast, we studied FM, AFM, and three HC 

structures and found FM to be the most stable for the Ueff range of 0.0 to 2.0 eV. Thus, no 

favorable transition between FM and AFM structures was identified. The starting AFM 
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structure consisting of alternating spin-up and spin-down (100) planes was the least stable 

after the U-ramp and revealed an entirely new AFM structure. This structure consists of 

not only spin-up and spin-down (100) planes, but also planes with half spin-up and half-

spin down electrons on U atoms. The magnetic moments of the U atoms in the FM 

structure ranged from 1.72 𝜇𝜇𝐵𝐵 in the central layers to 2.10 𝜇𝜇𝐵𝐵 in the terminating layers. 

The average magnetic moment of all the U atoms in the FM structure, 1.88 𝜇𝜇𝐵𝐵, is in 

agreement with the 1.89 𝜇𝜇𝐵𝐵 value found by Claisse et al. for bulk UN [31]. While the 

magnetic moment determined experimentally is 0.75 𝜇𝜇𝐵𝐵, Curry et al. theorized this value 

approaching 3.3 𝜇𝜇𝐵𝐵 [13]. 

To determine the effects of magnetic structure on corrosion, OH was optimized at 

the U-top site for FM, AFM, and NM magnetic structures. Bond lengths, bond angles, 

and adsorption energies vary by up to 0.05 Å, 17.95°, and 0.82 eV, respectively, across 

the three magnetic structures. The LDOS shows similar trends across the magnetic 

structures including valence electrons localized primarily to U from -6 to -2 eV and to N 

from -2 eV to the Fermi energy. Additionally, hybridization of U and N with O occurs 

around -4 eV. To identify any differences in the electronic profiles when mapped to the 

atomic structure, PCD was used to map the states from -6 eV to the Fermi energy and 

from -2 eV to the Fermi energy. The PCDs for the -2 eV to the Fermi energy range reveal 

variations in bond degradation across magnetic structures. In all three magnetic 

structures, covalent bonding is weakened between U1 and its neighboring U and N atoms 

as compared to the bulk. However, in FM the bond between U1 and U2 is weakened to 

the extent that the contour no longer shows a connecting region. In AFM, the contour no 

longer shows a connecting region between U1 and N1. NM does not show bond 
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weakening between U1 and its neighboring atoms to the same extent as FM and AFM. 

These results suggest that each magnetic structure could suggest different corrosion 

mechanisms when interacting with dissociated water. Key differences in the ELF can be 

seen between the AFM structure and the other structures. First, there is an unphysical 

charge build up next to the pristine surface suggesting metastability. Second, the AFM 

ELF revealed that more charge is localized to U atoms with spin-down electrons than any 

other U or N atoms. As such, adsorption properties could vary, depending on if the 

adsorbates interact with a spin-up or spin-down terminated surface.  

Our findings reveal insight into the magnetic structures that could be 

computationally used when studying UN surfaces. While AFM is the most favorable 

magnetic structure of bulk UN, FM remains the most favorable magnetic structure of the 

UN surface with consideration of the Hubbard U-term. DFT studies of AFM UN surfaces 

should consider both slabs terminated with spin-up electrons and spin-down electrons as 

this can lead to defect energies varying on the order of 0.27 eV (Table 4.2). Additionally, 

the AFM structure of bulk UN shown in Figure 4.1was not found to be favorable for a 

surface. As such, future AFM surface studies should employ a metastability treatment to 

allow the magnetic structure to optimize to a ground state magnetic configuration. 

Finally, the NM structure was found to yield similar OH adsorption trends in the LDOS, 

ELF, and PCD to the FM structure. While the adsorption energy of OH at the NM slab 

differed from the FM slab by 0.82 eV (Table 4.2), Ab initio Molecular Dynamics 

(AIMD) studies ignoring spin can expect to resolve similar electronic profiles to those of 

DFT. Future computational work studying energetically favorable UN surfaces could 

reveal more accurate corrosion mechanisms to compare with experiment. 



90 

 

4. 5 Conclusions 

We performed DFT-based electronic structure calculations and found the FM 

surface to be the most energetically favorable magnetic structure for the Ueff range of 0.0 

to 2.0 eV. AFM treatment of alternating (100) spin-up and spin-down planes is not a 

favorable structure after metastability treatment. It would require a consideration of the 

effects of spin-up vs. spin-down electron termination on adsorption properties. FM, 

AFM, and NM treatments yield varying adsorbate bond angles and adsorption energies. 

The electronic maps of the three magnetic structures indicate similar corrosion 

mechanisms even though finer resolution of bond weakening in the PCD is seen in FM 

and AFM. This indicates that future AIMD studies could turn spin consideration off and 

maintain general electronic profile trends. This evaluation of DFT and AIMD accuracy in 

adsorption properties supports future opportunities to corroborate computational and 

experimental UN corrosion studies. 
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Abstract 

We leveraged voltage recorded during a heat ramp to tune a computational 

method to predict the Seebeck electromotive force (EMF) of in-pile temperature sensor 

materials Molybdenum (Mo) and Niobium (Nb). Using a combined Density Functional 

Theory (DFT) and Boltzmann Transport Equations (BTE) method, the voltage was 

predicted but did not include the effects of temperature on atomic structure. Combining 

Ab Initio Molecular Dynamics (AIMD) and BTE included temperature effects on 

structure optimization and yielded voltages in a good agreement with experiment. 

Lanthanum (La) and Phosphorus (P) additives in Mo and Nb, respectively, could increase 

the EMF compared to those of the pure metals. The presence of O in Mo increases the 

EMF while O in Nb slightly reduces the EMF. Our studies suggested that heat treatment-

induced structural changes that lead to a reduction in voltage occur not only at the 

mesoscale as previously understood but also at the atomic scale. 

5.1 Introduction 

Testing accident tolerant fuel (ATF) materials requires subjecting them to higher 

temperatures than power reactors experience, under normal operation conditions. 

Research reactors can drive these materials to the temperatures experienced during an 

accident, allowing for characterization and better understanding of ATF material 

performance during their namesake scenarios. However, obtaining this characterizing 

data requires in-pile sensors that can likewise survive under the extreme environment. 

Thermocouples (TCs) allow for real-time temperature measurement, but the constituent 

materials must be carefully selected. To meet this need for a TC that can survive both the 

extreme temperature and irradiation, Idaho National Laboratory (INL) has been 
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developing High Temperature Irradiation Resistant Thermocouples (HTIR-TCs)[1–5]. 

Currently, HTIR-TCs have been shown to endure 1000+ hours (i.e. 1.2 x 1021 

neutrons/cm2) at 1247 °C with no more than 0.6% drift [5]. At over 1400 °C, HTIR-TCs 

have endured 2000+ hours with an estimated drift of 2-3% [6]. Continuing to push the 

lifetime and accuracy of the HTIR-TC, we seek to better understand possible causes of 

reduced TC performance or accuracy.  

A HTIR-TC consists of two HTIR-thermoelements: Molybdenum (Mo) and 

Niobium (Nb) wires. They offer the best balance of high temperature and irradiation 

resistance in comparison with traditional TC thermoelement materials, such as Platinum 

(Pt), Rhodium (Rh), and Nickel (Ni) alloys [7]. Mo and Nb have thermal nuclear cross 

sections of 2.65 and 1.15 barns and melting temperatures of 2610 and 2470 °C, 

respectively [1]. In contrast, Type B (Pt-30%Rh/Pt-6%Rh) TCs which are rated for 

temperatures up to 1820 °C consist of Pt and Rh with thermal cross sections of 10 and 

150 barns, respectively. With a large thermal cross section, 6 wt. % of Rh is expected to 

transmute during an 800 day irradiation in a pressurized water reactor [8]. TCs composed 

of Ni alloys: Type K (Chromel/Alumel) and Type N (Nicrosil/Nisil), though less 

susceptible to irradiation, degrade at temperatures over 1000 °C [1,7,9]. In addition, 

doping and alloying can further tune Mo for optimal in-pile TC performance. Mo wire 

doped with Lanthanum Oxide (La2O3) has yielded the highest temperature resolution, or 

V/°C, allowing for smaller changes in temperature to be reflected in the TC reading [3]. 

TC performance is controlled by the Seebeck coefficient of each of the TC legs. 

Utilizing the Seebeck effect, TCs consist of two dissimilar metals connected at a junction 

as previously shown by Skifton et al. [4]. The temperature difference between the hot 
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junction, where temperature is measured in a reactor, and the cold junction, the reference 

temperature measured outside of the reactor, will produce a proportional voltage 

difference between the two metals. Once the respective voltage changes have been fitted 

to the desired temperature range, the TC can be used to monitor temperature. 

Mathematically, this Seebeck electromotive force (EMF), E, can be determined by taking 

the integral of the difference of the Seebeck coefficients for each thermoelement: 

𝐸𝐸 = ∫ (𝑆𝑆+ − 𝑆𝑆−)𝑇𝑇𝑎𝑎𝑠𝑠𝑠𝑠𝑎𝑎𝑠𝑠
𝑇𝑇𝑟𝑟𝑠𝑠𝑟𝑟

𝑑𝑑𝑑𝑑            Eq. (5-1) 

where Tsense is the sensing temperature and Tref is the reference temperature. In a 

HTIR-TC, the positive Seebeck coefficient, S+, corresponds to HTIR-Mo and the 

negative Seebeck coefficient, S-, corresponds to the HTIR-Nb. The Seebeck coefficient is 

intrinsically controlled by the atomic structure-electronic property relationships of the 

materials. Given the extreme environment the HTIR-TC is designed for, it is susceptible 

to structural changes due to temperature, radiation-induced defects, and/or transmutation. 

These structural changes will affect the Seebeck coefficients of the HTIR-

thermoelements, resulting in changes in the HTIR-TC performance.  By better 

understanding the structure-property relationships of the thermoelements, we can identify 

the material factors that enhance and detract from in-pile HTIR-TC performance.  

Since the HTIR-TC performance depends on both the atomic and electronic 

structures of the thermoelements, we leveraged atomistic modeling methods to better 

understand the controlling factors. In this work, we combined experimental and 

computational methods to study the effects of heat treatment and thermoelement 

composition on the HTIR-TC voltage. We investigated the HTIR-Mo and HTIR-Nb 

thermoelements individually using real-time voltage measurements during heat treatment 
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in a tube furnace, Density Functional Theory (DFT), Boltzmann Transport Equations 

(BTE), and Ab initio Molecular Dynamics (AIMD). First, we examined the effect of heat 

treatment experimentally on the voltage of each HTIR-thermoelement. Second, through 

comparing the experimental voltage with the voltage predicted from DFT and BTE we 

could determine the atomic structure-performance relationships of HTIR thermoelements. 

Third, we applied AIMD and BTE to determine the temperature effect on the atomic 

structures and performance of the HTIR thermoelements. 

5.2 Methods 

5.2.1 Experimental Methods 

Two TCs were fabricated by coupling (1) HTIR-Mo with Pt and (2) HTIR-Nb 

with Pt. Heat treatment and voltage recording details have been described previously 

[4,5]. In summary, each thermocouple was placed in a tube furnace opposite a Type B 

TC, suitable for high temperatures but not irradiation, for temperature measurement. The 

TCs were heated to 1600 °C at a rate of 5 °C/min. The furnace was held at 1600 °C for 

72+ hours. The furnace was cooled to room temperature at 5 °C/min. The HTIR-Mo 

thermoelement contains 0.5 – 1 wt.% La2O3 and the HTIR-Nb thermoelement contains 

496 and 424 µg/g of Phosphorus (P) and Oxygen (O), respectively. 

5.2.2 Computational Methods 

DFT calculations were performed using the Vienna Ab initio Simulation Package 

(VASP) [10]. Spin-polarized generalized gradient (GGA) exchange-correlation functions 

were used following the Perdew Burke Ernzerhoff (PBE) formulation [11]. Plane-wave 

basis sets were implemented utilizing projector-augmented wave (PAW) 

pseudopotentials. Simulations were performed with a cutoff energy of 550 eV and a 
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minimum of 5×5×5 gamma-centered k-points. The Hubbard +U term [12] was applied to 

Mo and Nb atoms during electronic structure calculations to improve the DFT description 

of d electrons. Effective U-terms of 8.6 and 4.0 eV were applied to Mo [13] and Nb [14], 

respectively. The Boltzmann transport equations were solved using BoltzTraP2 [15]. 

 
Figure 5.1 Starting atomic structures for (a) pure Mo, (b) the HTIR-Mo 

supercell used in DFT, (c) the HTIR-Mo supercell used in AIMD, (d) pure Nb, (e) 
the HTIR-Nb supercell used in DFT, and (f) the HTIR-Nb supercell used in AIMD. 

Purple, blue, light blue, orange, and red atoms represent Mo, Nb, La, P, and O, 
respectively. 

For DFT calculations, the pure Mo and Nb metals were modeled using their Body 

Center Cubic (BCC) unit cell (Figure 5.1 (a) and (d)) with experimental lattice constants 

of 3.146 and 3.311 Å, respectively [16,17]. The Mo unit cell was then supersized to the 

4×4×4 supercell with one atom replaced by La to approximate a concentration of 1.13 

wt.% La. (Figure 5.1 (b)). Similarly, the Nb unit cell was then supersized to the 4×4×4 
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supercell with one atom replaced by P to approximate a concentration of 0.26 wt.% P 

(Figure 5.1 (e)).  

For AIMD calculations, simulations were performed using an NVT ensemble, 220 

eV cutoff energy, sampled at the gamma point, and with 0.25 fs timesteps. Temperature 

was controlled with the Nosé-Hoover thermostat and the Nosé mass was set to 

correspond to 40 time steps [18,19]. Convergence tests showed that the 220 eV-cutoff 

structure was converged in comparison with the equivalent equilibration AIMD run at 

550 eV as shown in Figure 5.2. In in each system an additional metal atom was replaced 

with O to result in Mo 1.13 wt.% La 0.13 wt.% O (Figure 5.1 (c)) and Nb 0.26 wt.% P 

0.14 wt.% O (Figure 5.1 (f)). Electronic structures were obtained for the AIMD-relaxed 

structures using 320 eV, 5×5×5 gamma-centered k-points, and Hubbard +U terms of 8.6 

and 4.0 eV for Mo and Nb, respectively.  
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Figure 5.2 Radial Distribution Function in Å of HTIR-Nb AIMD equilibration at 

20 °C using 220 eV and 520 eV cutoff energies. 

5.3 Results and Discussion 

5.3.1 Experimental Voltage Measurement  

For in-pile use, the HTIR-TCs are constructed in their now standard HTIR-Mo 

coupled with HTIR-Nb build. However, the combined voltage of a HTIR-TC is difficult 

to compare with the absolute, thermoelement specific voltages obtained through 

modeling. For this reason, we fabricated two special HTIR-TCs where each individual 

HTIR-thermoelement was coupled with a Pt thermoelement. As the absolute Seebeck 

voltage of Pt is known experimentally [20], its contribution can be removed to yield the 

absolute EMF of both HTIR-Mo and HTIR-Nb thermoelements. The results of the 

experimental heat treatment and voltage measurement are shown in Figure 5.3. Both the 

HTIR-Mo and HTIR-Nb show variations in the EMF as the temperature approaches 1600 
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°C and begins the annealing process. In order to better understand the experimental 

measurements, we applied a combination of DFT, BTE, and AIMD methods to provide 

insights into the atomic structure and Seebeck coefficient of each thermoelement.   

 
Figure 5.3 Experimental temperature profile as measured by two Type B TCs, 

voltage output by the HTIR-Nb – Pt and HTIR-Mo – Pt TCs during the heat 
treatment, and voltage output by the HTIR-Nb and HTIR-Mo thermoelements 
during the heat treatment. The heat soak at 1600 °C begins just after 6.5 hours. 

5.3.2 DFT Calculations 

To verify the accuracy of DFT and BTE to predict Seebeck coefficients, we 

started with pure Mo and pure Nb materials (Figure 5.1 (a) and (d)). Figure 5.4 shows the 

calculated Seebeck coefficients as a function of temperature, which generally agrees with 

the experimental values for both pure Mo [21] and pure Nb [22]. We then extended the 

models to the supercells containing La and P, as shown in Figure 5.1 (b) and (e), 

representing HTIR-Mo and HTIR-Nb, respectively. The resultant Seebeck coefficients 
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were integrated with respect to temperature as in Eq. (5-1) to obtain the voltage for each 

thermoelement. Figure 5.5 shows the calculated voltages for the HTIR and pure metals in 

comparison with the experimental values from Section 5.3.1. 

 
Figure 5.4 Comparison of Seebeck coefficients for pure Mo and Nb from 

experiment [21,22] and computation. 

 
Figure 5.5 Comparison of the voltages obtained from experiment and DFT for 
(a) Mo and (b) Nb. The HTIR-Mo DFT structure contains 1.13 wt.% La and the 

HTIR-Nb DFT structure contains 0.26 wt.% P. 

With the addition of La in Mo, the voltage predicted by DFT-BTE is increased for 

the majority of the temperature range compared to pure Mo (Figure 5.5 (a)). This voltage 

increase is in agreement with experimental results demonstrating the high temperature 

resolution of Mo with a La2O3 dopant [3]. The effect of P on Nb temperature resolution 
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has not previously been reported but is likewise shown here to greatly increase the 

voltage compared to pure Nb (Figure 5.5(b)). These results demonstrate a close 

relationship between atomic structure and Seebeck EMF.  

In Figure 5.5(a), there is reasonable agreement between the DFT calculated and 

experimental HTIR-Mo voltages from 200 to about 600 °C. However, the more parabolic 

nature of the calculated HTIR-Mo voltage becomes apparent above 600 °C as it diverges 

from that of experiment. For HTIR-Nb, the calculated voltage starts off close to the 

experimental voltage at 200 °C but diverges as the temperature increases (Figure 5.5 (b)). 

To understand the implications of these results, we need to examine the assumptions 

utilized in the DFT-BTE method along with the supercells. First, the atomic structure 

obtained from DFT was used for the full temperature integration range in the BTE. This 

assumed that the atomic structure remained the same and no structural distortion would 

occur at all temperatures, which might be an inaccurate representation especially at 

higher temperatures. Second, O was not included in the DFT supercells and as such the 

DFT voltages in Figure 5.5 do not include any contribution from O. 

According to Figure 5.5 and DFT assumptions, we can propose four predictions 

about the HTIR-thermoelements. The variation between the calculated and experimental 

HTIR-Mo voltage suggests (1) HTIR-Mo undergoes structural changes at or above 600 

℃, and/or (2) O affects the trend of the voltage produced by the HTIR-Mo 

thermoelement. In HTIR-Nb, the addition of P increases the magnitude of the pure Nb 

voltage to greater than the experimental voltage. This suggests a competing factor(s), 

which counteracts the voltage increase from P, ultimately reducing the HTIR-Nb voltage 

to nearly zero. The competing factor(s) could be (3) structural changes with respect to 
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temperature and/or (4) O content. To further validate these predictions, we studied both 

the HTIR-Mo and the HTIR-Nb system with consideration of the temperature effect 

using AIMD. 

To determine the initial position of O for AIMD calculations, we performed static 

calculations of O at various metal substitutional positions with respect to the La or P 

additive in the HTIR supercells. The incorporation energy, Einc, for O at each site was 

calculated using the following equation: 

𝐸𝐸𝑘𝑘𝑘𝑘𝑥𝑥 = 𝐸𝐸𝑘𝑘𝑛𝑛+𝐿𝐿+𝑂𝑂 − �𝐸𝐸(𝑘𝑘+1)𝑛𝑛+𝐿𝐿 − 𝐸𝐸𝑛𝑛� −
1
2
𝐸𝐸𝑂𝑂2         ,        Eq. (5-2) 

where EnM+A+O is the energy of the supercell with n metal atoms containing either 

the P or La additive and O at substitutional metal sites, E(n+1)M+A is the energy of the 

metal supercell with only a P or La additive at a substitutional metal site, EM is the energy 

of a single metal atom in the pure metal unit cell, and 𝐸𝐸𝑂𝑂2  is the energy of a single O2 

molecule. Greater magnitude in a positive incorporation energy value indicates more 

energy required for O to enter the site. Conversely, greater magnitude in a negative 

incorporation energy value indicates a more favorable, exothermic process to place O at 

the substitutional site. We considered the 1st nearest neighbor site, the 2nd nearest 

neighbor site, and a site located far from the P or La additive as substitutional locations 

for O. As shown in Table 5.1, O can exothermically enter any of the substitutional Nb 

sites. However, energy is required to place O in Mo at the far or 2nd nearest neighbor 

position. Only the 1st nearest neighbor position is exothermically favorable for O in Mo. 

The most favorable site for O in Nb is the 2nd nearest neighbor with respect to the P atom 

while the most favorable site in Mo is the 1st nearest neighbor with respect to the La 
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atom. We then started with these most favorable sites for the O atom in the AIMD 

calculations, as shown in Figure 5.1 (c) and (f). 

Table 5.1 Incorporation energies of O in Nb and Mo when substituting a metal 
atom far from, at the 1st nearest neighbor, or at the 2nd nearest neighbor site 
relative to the HTIR additive P or La, respectively. 

O Position Incorporation Energy (eV) 

Nb System  

Far -0.50 

1st Nearest Neighbor -0.96 

2nd Nearest Neighbor -1.34 

Mo System  

Far 0.65 

1st Nearest Neighbor -0.14 

2nd Nearest Neighbor 0.26 

 

5.3.3 Ab-Initio Molecular Dynamic Simulations 

Using AIMD allowed us to not only include the effects of temperature on atomic 

structure but also follow specific heating and cooling profiles. By also including O in the 

AIMD simulations, we could evaluate the four hypotheses outlined in the previous 

section. Experimentally, heat treatment was performed on HTIR-TCs before calibration 

in order to reduce drift upon a subsequent insertion into a high temperature experiment 

[4]. Mirroring experimental heat treatment, the AIMD simulations followed the process 

including the ramp to 1600℃, the hold at 1600℃, and the cool down to room 

temperature. A subsequent ramp was performed to investigate how the treatment 

stabilized the structure such that subsequent insertion into a reactor yielded less drift than 
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it would without heat treatment. The full temperature profile performed using AIMD is 

shown in Figure 5.6.  

 
Figure 5.6 Temperature profile of the AIMD heat treatment performed on the 

HTIR-Mo and HTIR-Nb structures. 

In the DFT-BTE method above, temperature was incorporated only once, during 

the integration of the Seebeck coefficients. In the AIMD-BTE method, temperature was 

incorporated twice: first during the simulation of the atomic structure and second during 

the integration of the Seebeck coefficients. While DFT was performed at 0K, AIMD ran 

with temperature. By using structures obtained from AIMD as input for BTE, the effects 

of temperature on atomic structure were included in the calculation of voltage. As shown 

in Figure 5.7, we can extrapolate each AIMD atomic structures over the full temperature 

range, like the DFT-BTE method. The AIMD structures utilized for each temperature in 

Figure 5.7 were taken from the last time step for the corresponding temperature in Figure 

5.6 during the initial heat ramp. These computational results are shown against the 

voltage measured during the experimental heat ramp. 
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Figure 5.7 Voltage produced by (a) HTIR-Mo and (b) HTIR-Nb as measured in 
experiment, calculated in DFT, and calculated in AIMD. For the AIMD voltages, 
Seebeck coefficients obtained from an atomic structure at the given temperature 

were integrated over the full temperature range. For HTIR-Mo, the DFT structure 
contains 1.13 wt.% La and the AIMD structures contain 1.13 wt.% La 0.13 wt.% O. 

For HTIR-Nb, the DFT structure contains 0.26 wt.% P and the AIMD structures 
contain 0.26 wt.% P 0.14 wt.% O. 

With the inclusion of O and temperature effects on the structure, the HTIR-Mo 

AIMD 20 °C voltage increases to 25 mV at 1200 °C (Figure 5.7 (a)), compared to the 

HTIR-Mo DFT voltage which plateaus at almost 14 mV.  As the AIMD temperature 

increases, the HTIR-Mo EMF at 1200 °C is calculated as 28.1, 21.0, 18.43, and 27.5 mV 

for the 300, 600, 900, and 1200 °C atomic structures, respectively. Experimentally, the 

HTIR-Mo voltage is 21.37 mV at 1200 °C. The 600 °C atomic structure gives the closest 

overall voltage to that measured by experiment.  

Like HTIR-Mo, the HTIR-Nb AIMD 20 °C voltage is the first look at the effects 

of adding both temperature and O to the AIMD model (Figure 5.7 (b)). The AIMD 20 °C 

voltage is slightly lower than the DFT-BTE curve, yielding voltages of 6.29 and 7.21 

mV, respectively, at 1200 °C. As the AIMD temperature increases, the HTIR-Nb EMF at 

1200 °C is calculated as 3.65, 0.93, -1.59, and 0.39 mV for the 300, 600, 900, and 1200 

°C atomic structures, respectively. Experimentally, the HTIR-Nb voltage is 1.17 mV at 

1200 °C. Like HTIR-Mo, the 600 °C atomic structure gives the closest overall voltage to 
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that measured by experiment. As the atomic composition remains constant throughout the 

heat ramp, the AIMD voltages provide insight into the structural changes with respect to 

temperature. While DFT overestimates the HTIR-Nb voltage, AIMD demonstrates that 

structural changes lead to a reduction in the voltage, agreeing better with experiment. 

To quantify the structural changes, Radial Distribution Functions (RDFs) (Figure 

5.8) were obtained for the HTIR-thermoelements from DFT and from the AIMD heat 

up/cool down cycles in Figure 5.6. The first peak in an RDF indicates the average 

distance between each particle and its first nearest neighbor, and so on. The higher and 

narrower the peak, the more particles that have a neighbor at the given distance. The 

broader the peak, the more this distance varies from atom to atom.  In Figure 5.8 (a-b), 

we see the AIMD 20 °C RDFs are identical to the DFT RDFs for both HTIR-Mo and -

Nb. This informs us that while both temperature treatment and O were added during the 

transition from DFT to AIMD methodology, the only factor contributing to the 

differences between the DFT voltages and the AIMD 20˚C voltages (Figure 5.7) is the O 

content. 

Heating the HTIR-thermoelement systems induces disorder in the structures. In 

Figure 5.8 (c-f), the RDFs at 20 °C consist of clearly defined peaks, indicating the 

crystalline structure expected in the metals. However, starting at 300 °C the peaks 

broaden as the temperature increases, indicating a decrease in order. In both the HTIR-

Mo and -Nb structures during the heat ramp, peak 5 becomes a shoulder of peak 4, peak 6 

and 11 nearly disappear, peaks 7 and 8 merge, and peaks 15 and 16 merge. At 1600 °C in 

HTIR-Nb, there are nonzero values between each of the original peaks. This noise is not 

present to the same extent in the HTIR-Mo system. In HTIR-Nb the noise is so great that 
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original peaks 6 and 11 could easily be mistaken for noise. HTIR-Nb exhibits further 

disorder as original peaks 9 and 10 as well as peaks 14 through 16 merge at 1600 °C. 

Conversely, in HTIR-Mo peaks 9, 10, and 14 retain definition even though the counts 

have greatly reduced. 

During the cool down shown in Figure 5.8(g-h), nearest neighbor counts begin to 

return to each of the peaks. The original peaks 4 and 5, peaks 7 and 8, peaks 12 and 13, 

and peaks 15 and 16 remain merged in both of the structures even after they have 

returned to room temperature. The intensity of the peaks at 20 °C after the cool down are 

significantly reduced compared to the 20 °C peaks before the heat ramp. As can be seen 

during the subsequent ramp in Figure 5.8 (i-j), this reduces the variation in the peaks 

between temperatures. Consequently, we can interpret this as less structural change 

occurring during the subsequent ramp correlating to less drift in the TC measurement. 

Experimentally, the heat treatment stabilizes the HTIR-thermoelement structures by 

preemptively causing structural changes. In this way, temperature-induced structural 

changes are included in the TC calibration, instead of causing drift in performance in-

pile.  

5.4 Discussion  

In Section 3.2, we outline four predictions about the structural and compositional 

effects on the voltage produced by each thermoelement. According to the AIMD RDF 

(Figure 5.8 (c and e)), the HTIR-Mo structure becomes more disordered as the 

temperature increases. The 600 °C step exhibits the first complete merge of peaks 7 and 

8. The number of peaks and peak intensities remain relatively constant after 600 °C in 

agreement with prediction (1). In prediction (2), we hypothesize that O changes the trend 
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of the HTIR-Mo voltage. As shown by the RDFs in Figure 5.8 (a), the DFT and AIMD 

20 °C structures are identical. This indicates that while temperature treatment and O were 

added during the transition from DFT to AIMD methodology, the only factor 

contributing to the difference between the HTIR-Mo DFT voltages and AIMD 20 °C 

voltages is the O content. As such, Figure 5.7(a) shows that O reduces the parabolic 

curvature of the voltage. The effect of O on the HTIR-Mo EMF becomes more 

pronounced with increasing temperature, i.e. the DFT and AIMD 20 °C EMFs are less 

than 0.3 mV apart at 200 °C, but this gap increases to 8.3 mV by 1200 °C. This confirms 

that O changes the HTIR-Mo voltage trend in agreement with prediction (2). 

In prediction (3) we hypothesized that temperature dependent structural changes 

cancel out the voltage increase due to P. The HTIR-Nb RDFs (Figure 5.8 (d and f)) show 

the significant structural changes as temperature increases, with nonzero values between 

peaks and the merging of even more peaks than in HTIR-Mo. In prediction (4), we 

hypothesized O could also counteract the voltage increase due to P. Like HTIR-Mo, the 

HTIR-Nb DFT and AIMD 20 °C structures are identical (Figure 5.8 (b)). Comparing the 

DFT and AIMD 20 °C voltages in Figure 5.7(b) demonstrates that O does decrease the 

HTIR-Nb voltage slightly. However, greater voltage reductions are observed as the 

AIMD temperature increases to 1200 °C. The better agreement of AIMD-BTE than DFT-

BTE with experiment for HTIR-Nb suggests the DFT-BTE overprediction in voltage is 

due to the lack of both temperature effects on the structure and O content. Both 

predictions (3) and (4) are confirmed, though the temperature effects on structure (3) are 

the larger contributing factor. 
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The AIMD-BTE voltage predictions are a considerable improvement over the 

DFT-BTE predictions, with some AIMD structures, notably 600 °C, in good agreement 

with experiment over the full temperature range. This suggests the atomic structures 

obtained at 600 °C for HTIR-Mo and for HTIR-Nb represent the closest to the average 

structures of the experimental samples over the full temperature range. This is further 

supported by the RDFs (Figure 5.8). With the exception of HTIR-Nb at 1600 °C, the 

number of peaks and peak intensities are largely converged after 600 °C.  

Previously, the reduction in voltage of HTIR-TCs during heat treatment was 

attributed to grain growth [3]. While experiment might have additional structural 

variations, the RDFs from the AIMD model (Figure 5.8) show the extent to which the 

heat treatment induces change at length scales as small as atom-atom distances. 
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Figure 5.8 Radial Distribution Functions for HTIR-Mo and HTIR-Nb for (a-b) 
DFT and AIMD 20 °C and during the AIMD (c-f) heat ramp, (g-h) cool down, and 
(i-j) subsequent ramp corresponding to the heat up/cool down cycles in Figure 5.6. 
The peaks at 20 °C before the heat ramp are numbered for clarity. A zoomed-in 

version of the heat ramp is provided (e-f) to better discern the structural evolution. 
Temperatures indicate the constant temperature simulation at which each RDF was 

obtained. 
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5.5 Conclusion 

Through a combination of experiment, DFT, BTE, and AIMD, we demonstrated 

that HTIR-TC performance can be predicted computationally. The combined AIMD and 

BTE method is the most effective to predict the HTIR-TC structure and Seebeck EMF for 

the full temperature range. The AIMD structures are converged after 600 °C, resulting in 

the best voltage match to experiment. The La and P additives increase the temperature 

resolution compared to the pure metals, as seen in the DFT-BTE model. In HTIR-Mo, O 

increases the voltage with increasing temperature. In HTIR-Nb, O causes a slight 

reduction in the voltage. Temperature significantly affects the atomic structure, leading to 

changes in the EMF. In both HTIR-Mo and -Nb, the AIMD voltages change over the 

duration of the heat ramp despite the additive concentrations remaining constant. The 

decrease in the output voltage during the heat treatment is correlated with the previous 

study of grain growth. Our further study also shows that structural changes occur at the 

atomic scale. Our work can support the investigation of different HTIR-TC material 

builds towards longer lifetimes. The AIMD-BTE method can be used to study the effects 

of transmutation of the constituent materials, oxidation, or the onset of other radiation-

induced point defects on HTIR-TC performance. Additionally, the performance of TC 

builds consisting of alloyed thermoelements or containing different additives can be 

predicted. With accurate, durable in-pile temperature sensors, research reactor studies and 

ATF materials can be better characterized. 
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Abstract 

High Temperature Irradiation Resistant Thermocouples (HTIR-TCs) are used to 

obtain real-time temperature data from research reactors. HTIR-TCs must withstand 

corrosion, oxidation, and hydrogen embrittlement caused by the reactor coolant. Previous 

experimental studies of HTIR thermoelements Mo and Nb have focused on oxidation in 

the 550 to 1100 °C range. In this work, we used Ab initio Molecular Dynamics (AIMD) 

to investigate Mo and Nb alloys exposed to oxygen and water from 20 to 1600 °C. Mo-

1wt.%Nb is predicted to have the best overall resistance to both oxidation and corrosion 

of all the studied thermoelement materials. Of the studied Nb alloys, Nb-1wt.%Zr has the 

best oxidation resistance from 20 to 600 °C, and Nb-1wt.%Mo has the best oxidation 

resistance from 600 to 1600 °C. Nb-1wt.%Mo has the best corrosion resistance of the 

studied Nb alloys. 

6.1 Introduction 

Advanced nuclear materials are continually being developed to improve accident 

tolerance, reactor lifetime, efficiency, and economic viability [1–4]. Both accidents and 

advanced nuclear reactors drive materials to temperatures well beyond the normal 

operating condition of the current reactor fleet. During normal operation Light Water 

Reactors operate at around 300 °C, but a loss of coolant accident can drive temperatures 

to 1500 °C [5]. To evaluate how nuclear materials would respond to higher temperatures, 

testing is conducted in research reactors ranging from 900 to 1500 °C, with some 

programs seeking temperatures up to 1800 °C [1,6]. In order to get real-time data of the 

temperature profiles during research reactor experiments, robust sensors are needed that 

can withstand the temperature as well as irradiation. For this reason, Idaho National 
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Laboratory has been developing High Temperature Irradiation Resistant Thermocouples 

(HTIR-TCs). 

 HTIR-TCs have been able to sustain 1500 °C readings for up to 85 days, 

outperforming the next leading nuclear grade TC by 300 °C [7]. To prevent drift, HTIR-

TCs are heat treated above their desired operating temperature, usually at 1600 °C. To 

extend the lifetime of HTIR-TCs, a better understanding is needed of their reactivity with 

research reactor coolant. Research reactors such as the Advanced Test Reactor (ATR) 

and the Transient Reactor Test Facility (TREAT) are water-cooled and air-cooled, 

respectively. As such, HTIR-TCs need to endure inherently corrosive and oxidizing 

environments.  

HTIR-TCs consist of a HTIR-Mo and HTIR-Nb thermoelement. These HTIR 

thermoelement compositions have been carefully selected to optimize temperature 

resolution and ductility while minimizing grain growth [6,8,9]. Towards improving 

temperature resolution and radiation resistance, Mo-Nb alloys are considered. Zr 

additions to Nb could delay grain growth, so Nb-1%Zr has been used as a HTIR-TC 

sheathing thermoelement materials. Depending on the HTIR-TC build, one of 

thermoelements may be exposed to the coolant. Previous experimental studies have 

investigated the oxidation processes of pure Nb ranging from 600 to 1100 °C [10–12]  

and pure Mo from 550 to 1700 °C [13]. Corrosion studies including Mo and Nb have 

focused on the role of each metal as an additive. However, the performance of Mo 

alloyed with Nb or vice versa in oxidizing or corrosive environments remains unknown. 

First-principles modeling methods have been used rigorously in nuclear systems 

to determine physical properties and reaction mechanisms. Density Functional Theory 
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(DFT) allows for the precise selection of reactants on an atomistic scale, which can be 

leveraged to understand material performance when exposed to coolant. Similarly, DFT 

can be used to investigate candidate materials for which experimental data is limited. To 

investigate atomistic properties and include temperature effects, researchers have also 

performed Ab initio Molecular Dynamics (AIMD). With the key role of temperature in 

nuclear energy studies, this method has been widely applied to study point defects in 𝛾𝛾-U 

[14], Xe behavior in UN [15], and SiC corrosion [16,17].  

AIMD can help us to extend the investigation of Mo-Nb alloys with a greater 

temperature range, compare reactivity with O2 as well as H2O, and study the behavior of 

developmental HTIR alloys.  

In this study, we focused on three candidate alloys: Nb-1%Zr, Mo-1%Nb, and 

Nb-1%Mo in comparison with pure Mo and Nb. Each surface was studied under an H2O 

and O2 atmosphere from 20 to 1600 °C. Specifically, we first evaluated atomic 

mechanisms, by which the coolant reacted with the pure metal or alloy surfaces. We then 

used electronic mapping to understand the process of the reaction and the effect of the 

corrosion or oxidation on the bonding characteristics of the pure metals and alloys. The 

diffusion coefficients for each surface were compared to ascertain which is most resistant 

to reactor coolant. 

6.2 Methods 

AIMD and DFT calculations were performed using the Vienna Ab initio 

Simulation Package (VASP) [18]. Spin-polarized generalized gradient (GGA) exchange-

correlation functional was used following the Perdew Burke Ernzerhoff (PBE) 

formulation [19]. Plane-wave basis sets were implemented utilizing projector-augmented 
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wave (PAW) pseudopotentials. AIMD simulations were performed using an NVT 

ensemble with a cutoff energy of 220 eV and sampled at the gamma point with 0.5 fs 

timesteps. Temperature was considered using the Nosé-Hoover thermostat. The Nosé 

mass was set to 40 timesteps. 

Electron Localization Function (ELF) [20] and Partial Charge Density (PCD) 

calculations of the AIMD relaxed structures were performed with a cutoff energy of 600 

eV and 8×8×2 gamma-centered k-points. The Hubbard +U term [21] was applied to Mo 

and Nb atoms during these electronic structure calculations to improve the DFT 

description of d electrons. Effective U-terms of 8.6 and 4.0 eV were applied to Mo [22] 

and Nb [23], respectively. Climbing-image nudged elastic band (NEB) with 6 images was 

used to calculate activation energies [24].  

Metal slabs were constructed using 3×3×4 of their respective unit cells resulting 

in 8 monolayers and a surface area of 9 atoms. Our test calculations showed total energy 

for the 3×3×4 to be converged with the 4×4×4 to 0.05 eV/atom. Our previous work 

showed adsorption energies were sensitive up to 8 monolayers [25]. The bottom two 

layers of each surface were fixed during structure optimization to represent the bulk. To 

form Nb-1%Zr, Nb-1%Mo, and Mo-1%Nb, one majority atom in the terminating layer 

was replaced with Zr, Mo, or Nb, respectively, resulting in Nb-1.36wt.%Zr, Nb-

1.43wt.%Mo, and Mo-1.35wt.%Nb. 18 adsorbate molecules, either O2 or H2O, were 

applied to each slab to yield 2 monolayer coverage, i.e. 2 molecules to 1 metal surface 

atom, to accelerate the reactions [26]. Simulations were performed 20, 300, 600, 1000, 

1300, and 1600 °C to encompass the temperatures at which HTIR-TCs are approved for 
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use. The higher temperatures can also accelerate the diffusion such that the mechanisms 

are observable within the AIMD time scale [16,26,27]. 

6.3 Results 

Oxidation and corrosion due to research reactor coolant may contribute to failure 

in HTIR-TCs. To better understand the extent to which HTIR thermoelements may 

oxidize or corrode and if a developmental alloy may be more resistant, Nb, Nb-1wt.%Zr, 

Nb-1wt.%Mo, Mo, and Mo-1wt.%Nb were studied. Each surface was subjected to two 

monolayers of O2 and H2O separately and heated at 20, 300, 600, 1000, 1300, and 1600 

°C using AIMD. Each surface, adsorbate, and temperature combination were simulated 

for 10 ps. To calculate the diffusion coefficients, the first 4 ps of each run were 

considered as equilibration time and the mean squared displacement of the adsorbates 

was taken over the remaining 6 ps. The diffusion coefficient pre-factor and activation 

energy obtained from the equation of fit for each surface allows us to compare the extend 

of oxidation or corrosion we may expect for each material. 

6.3.1 Interaction with O2 

The O diffusion coefficients for the surfaces subjected to O2 are shown in Figure 

6.1. The corresponding activation energies and diffusion coefficient pre-factors found 

from the trendlines are shown in Table 6.1. The activation barrier for O diffusion into the 

surface is lowest for Nb-1%Mo, followed by Mo-1%Nb, Nb, Mo, and Nb-1%Zr. The 

diffusion coefficient pre-factors from least to greatest are Mo-1%Nb, Nb-1%Mo, Mo, 

Nb-1%Zr, and Nb. 
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Figure 6.1 Diffusion coefficients of each surface exposed to O2. 

Table 6.1 Diffusion coefficient pre-factor and activation energy for O2 at each 
surface. 

 
D0 [cm^2/s] EA [eV] EA [kJ/mol] 

Nb 2.01E-04 0.087 8.405 

Nb-1%Zr 1.86E-04 0.140 13.519 
 

Nb-1%Mo 3.72E-05 0.012 
 

1.172 
 

Mo 9.52E-05 0.122 
 

11.806 
 

Mo-1%Nb 2.75E-05 0.081 
 

7.832 
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To better understand how O2 causes structural changes to each surface, the atomic 

structures after 10 ps at the highest temperature 1600 °C, which is expected to accelerate 

the reactions, are shown in Figure 6.2. At the Nb surface, O is able to intercalate into the 

3rd layer from the surface. The terminating Nb atoms are pulled away from their original 

positions as the oxide layer forms. The similar scenario occurs in Nb-1%Zr and Nb-

1%Mo. Zr is the most favorable atom O prefers to bond with, followed by Nb and then 

Mo. At the predominantly Mo surfaces, O can only intercalate up to the 2nd layer from the 

original surface termination. Nb is more favorable for O to bond with than Mo. 

 
Figure 6.2 Atomic structures of metals interacting with O2 after 10 ps at 1600 
°C. Blue, purple, teal, and red atoms represent Nb, Mo, Zr, and O, respectively. 

To resolve the electronic profiles of the valence electrons, PCD was mapped to 

each system exposed to O2. By adding contour lines to PCD maps, the same energy 

regions can reveal bonding. Atoms with significant valence electron localization are 

likely to continue reacting. By comparing the bonding between atoms in the bulk to that 

of the terminating layer, the extent of structural degradation can be evaluated. To 

investigate the electrons most likely to take part in reactions, the charge profiles of the 

valence electrons resolved from -2 eV to the Fermi level as the 0.5 ps and 1 ps timesteps 

for each O2 system are shown in Figure 6.3. At 0.5 ps in pure Nb, charge is localized 
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primarily to the O2 molecules not bonded with the surface. The O that intercalated into 

the surface shows a local reduction in charge. After 1 ps, the intercalated O has more 

charge localized to it. One Nb atom is displaced even further away from the surface. The 

Nb atoms in the oxide layer maintain as much charge localization as the Nb atoms 

representing the bulk. This suggests that the oxide layer still has valence electrons 

available to support further oxide growth.  

At 0.5 ps in the Nb-1Zr surface, charge is predominantly localized to the surface 

and the O2. At 1 ps, charge relocates to the O atoms bonded to the Zr. Unlike at the pure 

Nb surface, little charge is localized to the Nb atoms in the newly formed oxide layer. 

Thus, less electrons may be available to take part in further oxide formation. 

At 0.5 ps for the Nb-1Mo surface, charge is localized to the O2, the intercalated 

O, and the bulk Nb atoms. Less charge is localized to the Mo atom as less contour lines 

connect it to the bulk metallic bonds. However, as the simulation progresses to 1 ps the 

yellow and green metallic bonds extend to the Mo.  

In the predominantly Mo surfaces, very little charge is localized to the Mo atoms. 

The O atoms appear to be able to maintain more charge in their original O2 form than by 

bonding to the surface. As the Mo systems progress to 1 ps, nearly as much charge 

relocates to the Mo bulk layers as the adsorbed O. At 1 ps at the Mo-1Nb surface, charge 

is predominantly localized to O2 followed by O bonded with Nb. 

To examine all of the calculated electrons, the ELF method was used. The ELF 

shows the structural integrity with consideration of all electrons rather than a select 

energy range. The ELF can also show where charge is predominantly localized overall. 

The ELF in Figure 6.4 maps all the calculated electrons for each surface exposed to O2. 
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For Nb, more electrons are localized to the O2 and the O atoms in the oxide layer. The Nb 

atoms in the oxide layer are no longer completely surrounded radially by metallic bonds. 

For Nb-1Zr, a charge void is shown in the oxide layer as was seen in the PCD (Figure 

6.3). For Nb-1Mo, more charge is localized to the O atom bonded with Nb atoms than the 

O atom bonded to Mo. The Mo and furthest intercalated O atom have nearly no charge 

localized to them. The Mo surface shows the metallic bonds and generally more electrons 

localized to the unabsorbed O2 molecules than the adsorbed O atoms. In Mo-1Nb, more 

electrons are also localized to the O2 molecule. While O atoms adsorb to the surface, 

additional charge appears to localize into the deeper Mo bulk layers. 
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Figure 6.3 Partial Charge Densities of metal surfaces under O2 after 0.5 and 1 ps 
at 1600 °C. Electrons are resolved from -2 eV to the Fermi level. The scale has been 

narrowed to 20% of the total electronic states to improve the visibility of bonds. 
Contour lines indicate areas with the same energy and are consistent across 

structures. Blue and red indicate many and no electronic states, respectively. 
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Figure 6.4 Electron Localization Functions of metal surfaces under O2 after 1 ps 

at 1600 °C. Electrons are resolved from -2 eV to the Fermi level. Contour lines 
indicate areas with the same energy and are consistent across structures. Blue and 

red indicate a high and low probability of finding an electron, respectively. 

6.3.1. Interaction with H2O 

The diffusion coefficients for the surfaces subjected to H2O are shown in Figure 

6.5. As the O and H atoms have quite different diffusion mechanisms in these systems, 

the diffusion coefficients are split into those for O and H atoms separately. The H2O 

diffusion coefficient pre-factors and activation energies are given in Table 6.2. The 

activation barrier for O diffusion from H2O into the surface is lowest for Mo-1%Nb, 

followed by Mo, Nb, Nb-1%Zr, and Nb-1%Mo. The O diffusion coefficient pre-factors 

from least to greatest are Mo-1%Nb, Mo, Nb-1%Zr, Nb, and Nb-1%Mo. For H diffusion 

from H2O in the surface, the lowest activation barrier is Mo, followed by Mo-1%Nb, Nb, 

Nb-1%Zr, and Nb-1%Mo. The H diffusion coefficient pre-factors from least to greatest 
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are Mo, Mo-1%Nb, Nb-1%Mo, Nb-1%Zr, and Nb. The atomic structures for each surface 

exposed to H2O after 10 ps at 1600 °C are shown in Figure 6.6. H2O dissociates into 

primarily adsorbed O and absorbed H, with some adsorbed OH. H can reach the 7th layer 

from the Nb surface, the 6th layer from the Nb-1%Zr surface, and the 5th layer from the 

Nb-1%Mo surface. H remains at the terminating layer for both of the predominantly Mo 

surfaces. O atoms preferentially bond to the Zr, followed by Nb, and lastly Mo. While the 

O and H activation energies from H2O are lower for the predominantly Mo surfaces, the 

O and H atoms remain at the terminating layer. Thus, these activation energies reflect 

adsorption energy on the surface rather than an energy barrier to intercalate into the 

surface. 

To determine a more accurate activation energy to O intercalation into the Mo 

surface, NEB calculations were performed. O can adsorb to the Mo surface at either a 

Mo-top or hollow site with adsorption energies of -6.39 and -6.76 eV, respectively. NEB 

calculations could predict the transition energy from both adsorption sites to an interstitial 

site as shown in Figure 6.7. The most likely intercalation pathway is from the hollow site 

to the interstitial site via pathway II with an activation energy of 3.08 eV as opposed to 

78.25 eV for pathway I from the top site to the interstitial. 

 
Figure 6.5 Diffusion coefficients for (a) O and (b) H after each surface is exposed 

to H2O. 
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Table 6.2 Diffusion coefficient pre-factors and activation energies of O and H 
for each surface exposed to H2O. 

 
O H 

 
D0 [cm^2/s] EA [eV] EA [kJ/mol] D0 [cm^2/s] EA [eV] EA [kJ/mol] 

Nb 4.31E-04 0.15 14.90 2.01E-03 0.22 21.53 

Nb-1%Zr 4.18E-04 0.19 18.72 7.15E-03 0.35 33.84 

Nb-1%Mo 5.93E-04 0.22 21.28 7.52E-03 0.42 40.81 

Mo 1.58E-04 0.11 10.18 8.19E-05 0.11 10.22 

Mo-1%Nb 1.02E-04 0.11 10.32 9.33E-05 0.16 15.60 

 

 
Figure 6.6 Atomic structures of metals under 2 monolayers of H2O after 10 ps at 

1600 °C. Blue, purple, teal, red, and white atoms represent Nb, Mo, Zr, O, and H 
respectively. 
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Figure 6.7 Nudged elastic band calculations for O intercalation into the Mo 
surface. In reaction pathway (I), O begins at a Mo-top site and transitions to an 

interstitial site. In reaction pathway (II), O begins at a hollow site and transitions to 
the interstitial site. The transition energies for pathway (I) are shown in (b) and 

pathway (II) are shown (c). 

The ELFs for the surfaces exposed to H2O are shown in Figure 6.8. For the Nb 

surface, charge is primarily localized to H2 and the adsorbed H atoms. At the Nb-1%Zr 

surface, charge is localized to the adsorbed H and adsorbed O. At the Nb-1%Mo surface, 

charge remains localized to the H2O. No charge is localized to Mo and very little is 

localized to the adsorbed H. At the Mo surface, charge remains localized to the H2O and 

OH. These adsorbates only weakly interact with the surface, likely due to Van der Waals 

forces. For Mo-1%Nb, charge is localized to the Nb and the O adsorbed to the Nb. 
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Figure 6.8 Electron Localization Functions of metal surfaces under H2O after 1 
ps at 1600 °C. Electrons are resolved from -2 eV to the Fermi level. Contour lines 
indicate areas with the same energy and are consistent across structures. Blue and 
red indicate high and low probability of finding a localized electron, respectively. 

6.4 Discussion 

After examining the diffusion coefficient trendlines, Nb-1%Zr is predicted to 

resist oxidation better than Nb at all temperatures. Of the predominantly Nb alloys, Nb-

1%Zr is the most resistant to oxidation from 20 to approximately 600 °C. Above 600 °C, 

Nb-1%Mo is expected to be the most resistant to oxidation of the Nb alloys. While Nb-

1%Mo has the lowest activation energy to oxidation, this is offset by its low diffusion 

coefficient pre-factor. Nb-1%Zr and Nb-1%Mo demonstrate two different strategies for 

mitigating oxidation. In Nb-1%Zr, O atoms preferentially bond with Zr over Nb. In Nb-

1%Mo, O prefers to not bond with Mo, which creates a local region resistant to bonding 



134 

 

as the O seeks Nb rich regions to adsorb to. The Mo alloys generally have lower O 

diffusion coefficients than the Nb alloys, with Mo-1%Nb having the best overall 

oxidation resistance. In the Mo alloys, after O adsorption charge appears to relocate to the 

Mo bulk layers rather than alloy the O to gain electrons. 

When exposed to H2O, Nb has the worst overall performance. Nb-1%Zr and Nb-

1%Mo perform comparably with regards to O diffusion due to H2O exposure, though 

Nb-1%Mo outperforms Nb-1%Zr with regards to H uptake. Mo-1%Nb is the most 

resistant to both O and H diffusion from H2O exposure. In order for corrosion to occur, 

surface adsorption must be more favorable to the H and O atoms than remaining in 

molecular form. Mo surfaces have such little valence electron localization where 

adsorption is not favorable. Additionally, in the case of Mo-1%Nb, the O preferentially 

bonds with Nb over Mo.  

In experimental studies of Nb oxidation, the diffusion coefficient pre-factor has 

ranged from 2.72×103 to 1.70×102 cm2/s and the activation energy from 85.4 to 108 

kJ/mol. This work predicts a Nb oxidation pre-factor an order of magnitude lower and 

much lower activation energy. These variations may be expected from the pristine nature 

of AIMD simulations [14] and the high pressures utilized in order to examine oxidation 

mechanisms on the AIMD timescale. 

6.5 Conclusion 

Oxidation and corrosion resistance of pure Nb, pure Mo, and three candidate 

HTIR materials: Nb-1%Zr, Nb-1%Mo, and Mo-1%Nb were investigated using AIMD 

and DFT. Our simulations suggest Mo-1%Nb would be the most resistant of the studied 

alloys to both oxidation and corrosion. Of the predominantly Nb alloys, Nb-1%Zr is most 
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oxidation resistant up to 600 °C while Nb-1%Mo is most oxidation resistant from 600 to 

1600 °C. Nb-1%Mo is also expected to have the best overall corrosion resistance of the 

Nb alloys. 
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CHAPTER SEVEN: CONCLUSIONS 

The goal of this dissertation is to improve the understanding of UN corrosion and 

HTIR-TC performance using first-principles. UN has the potential to increase fuel 

economy and safety margins if a material solution to its corrosion is developed. HTIR-

TCs can provide vital temperature data from research reactors studying advanced nuclear 

materials. HTIR-TC development seeks to increase temperature resolution and lifetime 

in-pile. Both systems were studied using first-principles methods which allow for precise 

control of composition and can investigate atomic and electronic structure mechanisms 

and properties. DFT calculations were performed that revealed atomic and electronic 

mechanisms in UN corrosion initiation and determined the most energetically favorable 

surface magnetic structure. A method was developed and validated that can predict the 

performance of HTIR-TC thermoelements. Oxidation and corrosion mechanisms at 

thermoelement surfaces were investigated to predict which may be most resistant to 

research reactor coolant. 

In Chapter 3, UN corrosion was studied to identify atomistic and electronic 

corrosion initiation mechanisms (Objective 1). Dissociated water was first applied to the 

Zr (1000) surface. Since the Zr corrosion mechanism is better understood, this system 

was used to validate the ability of DFT methods to reveal corrosion mechanisms. The 

combination of atomic structure optimization and ELF revealed water dissociation, O 

adsorption, a positively charged Zr surface, O intercalation, and charge relocation to H, 

consistent with the Zr corrosion mechanism. Dissociated water was then applied to UN 
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(100) and (110) surfaces. Atomic structure optimization showed that while Zr oxide 

formation is initiated with O intercalation, in UN the oxynitride begins to form by pulling 

U away from the surface. UN (110), the less stable of the two investigated surfaces, was 

found to be more susceptible to corrosion. The ELF revealed that, like Zr, UN forms a 

positively charged surface and charge relocates to H. LDOS and PCD showed valence 

electrons from -2 eV to the Fermi energy were primarily localized to U atoms. PCD also 

revealed how the bonding between the terminating UN layers and the rest of the bulk 

began to weaken after interaction with dissociated water. The lack of valence electrons 

localized to N atoms helps explain the prevalence of residual unreacted N after corrosion 

and why N-rich UN films are more corrosion resistant. With this improved understanding 

of UN corrosion, future first-principles studies could examine whether candidate 

additives reduce U displacement or alter the electronic profile of the surface to make 

corrosion less favorable. 

In Chapter 4, UN surface magnetic treatments and their effects on corrosion 

properties were investigated with consideration of the Hubbard U-term (Objective 2). If 

properties from DFT are to be used to parameterize larger length-scale studies of UN, the 

results should be as accurate as possible to ensure accurate physical mechanisms. With no 

consensus among DFT nor experimental studies of the UN surface magnetic structure, 

inaccurate corrosion mechanisms may be reached from modeling. The Hubbard U-term 

has been found to be necessary to model AFM as the most energetically favorable UN 

bulk structure, in agreement with experiment. To determine the most energetically 

favorable UN surface magnetic structure with the Hubbard U-term, U-ramps were 

performed on five magnetic surface treatments. AFM and FM as well as three hybrid 
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configurations were studied. The U-ramp was performed up to 2.0 eV, including all 

effective U-terms that have previously been recommended for UN. Unlike bulk UN, FM 

treatment was found to be the most stable for all effective U-terms.  The U-ramp also 

revealed the type-1 AFM structure transitions to a new structure of spin-up, spin-down, 

and half spin-up half spin-down (100) planes above Ueff = 1.6 eV. To determine the effect 

of different magnetic treatments on corrosion results, the three magnetic treatments used 

in the literature: AFM, FM, and NM were applied to the UN surface. An OH was 

optimized at each surface and bond lengths, bond angles, adsorption energies, LDOS, 

PCD, and ELF were compared. Bond lengths, bond angles, and adsorption energies 

varied by up to 0.05 Å, 17.95°, and 0.82 eV, respectively, across the three magnetic 

structures. The electronic maps showed similar trends across magnetic treatments, though 

finer resolution of bond weakening was visible in the FM and AFM treatments. This 

work shows that the FM structure remains the most energetically favorable treatment of 

the UN surface with consideration of the Hubbard U-term. If an AFM type-1 structure is 

used, a metastability treatment should be applied to ensure the structure reaches a ground 

state. Future AIMD studies that use NM treatment can expect to see similar overall trends 

in atomic optimization and electronic mapping to spin-polarized calculations, though 

adsorption energies may vary on the order of 0.82 eV. 

In Chapter 5, a method to predict the Seebeck coefficient, which corresponds to 

performance, of HTIR thermoelements was developed. To obtain experimental data to 

validate the method against, special TCs composed of HTIR-Mo paired with Pt and 

HTIR-Nb paired with Pt were constructed. The voltage of the special TCs was recorded 

opposite a Type-B TC during a heat ramp to 1600 °C. The Pt contribution to the voltage 
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was then subtracted out to obtain absolute emfs for HTIR-Mo and HTIR-Nb. The method 

began by comparing the Seebeck coefficients that could be obtained from DFT for pure 

Mo and pure Nb to experimental values. After DFT was shown to be able to model the 

pure metals with reasonable agreement to experiment, the La and P additives were 

introduced to Mo and Nb supercells, respectively. However, the predicted voltages of 

these supercells were found to not agree experiment as temperature increased. In order to 

include temperature effects on the atomic structures, the supercells were then optimized 

using AIMD. O was also added to the supercells for the AIMD simulations to better 

match experimental compositions. The AIMD heat treatment simulated the ramp up to 

1600 °C, the heat soak, the return to room temperature, as well as a subsequent ramp to 

simulate subsequent insertion into a research reactor. After obtaining the voltages for the 

AIMD structures, the 600 °C AIMD structures agreed best with experiment. The 600 °C 

structures are likely the best representation of the average structure in experiment. RDFs 

were also plotted for the AIMD structures and demonstrated how the heat treatment 

introduces the structural changes due to heat treatment so that they can be included in the 

calibration. O was found to increase the Seebeck coefficient of Mo. La causes a parabolic 

change, leading to an increased Seebeck coefficient from 20 to 1000 °C and reduced 

Seebeck coefficient above 1000 °C. Heat treatment generally increases the Seebeck 

coefficient of Mo. In Nb, O leads to a decrease in Seebeck coefficient. P leads to an 

increase, but this is largely counteracted by the decrease due to temperature. The 

combination of AIMD and BTE was sensitive to compositional changes ranging from 

0.13 - 1.13 wt.% and considered temperature effects. This predictive method could be 
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used to predict performance changes due to irradiation damage, oxidation, and corrosion 

as well as identify developmental alloys that may have higher temperature resolution. 

In Chapter 6, oxidation and corrosion of 5 HTIR thermoelement materials were 

studied (Objective 4). Using a coaxial HTIR-TC build, thermoelement materials may be 

exposed to research reactor coolant. To investigate thermoelement behavior under 

oxidation and corrosion conditions, pure Nb, pure Mo, Nb-1%Zr, Nb-1%Mo, and Mo-

1%Nb were exposed to 2 monolayers of O2 and H2O using AIMD. Each thermoelement 

and adsorbate system was simulated at 20, 300, 600, 1000, 1300, and 1600 °C to obtain 

the diffusion coefficients. After exposure to O2, O was able to intercalate to a greater 

depth of the predominantly Nb surfaces than the Mo surfaces. Mo-1%Nb had the lowest 

O diffusion coefficient pre-factor of all the thermoelement materials. Of the 

predominantly Nb materials, Nb-1%Zr had the highest energy barrier to O diffusion 

while Nb-1%Mo had the lowest diffusion coefficient pre-factor. This resulted in most 

oxidation resistant alloys being Nb-1%Zr from 20 to 600 °C and Nb-1%Mo from 600 to 

1600 °C. The PCDs reveal two different methods of mitigating oxidation. For Nb-1%Zr, 

O prefers to bond with Zr over Nb. For Nb-1%Mo, bonding with Mo is unfavorable to 

the O, which creates an area on the surface that O will avoid. For the predominantly Mo 

surfaces, charge from adsorbed O is redistributed into the bulk layers. After H2O 

exposure, Nb-1%Mo and Nb-1%Zr have similar O diffusion coefficients, but Nb-1%Mo 

is slightly more resistant to H diffusion. Mo-1%Nb is generally the most corrosion 

resistant of the studied alloys, but the activation energies of O diffusion appear relatively 

low. This is due to the O being limited to surface adsorption, and thus the diffusion 

activation energy gives the value for surface adsorption rather than diffusion into the 
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surface. To better determine the activation energy for O diffusion into the surface, NEB 

calculations were performed revealing a much higher activation energy. In summary, 

Mo-1.35wt.%Nb resisted oxidation and corrosion the most of the studied thermoelement 

materials.  If using a predominantly Nb material as the exposed thermoelement, Nb-

1.36wt.%Zr is recommended for an air-cooled reactor up to 600 °C, Nb-1.43wt.%Mo for 

an air-cooled reactor from 600-1000 °C, and Nb-1.43wt.%Mo for all temperatures in a 

water-cooled reactor. It will be interesting to compare these predictions to the longevity 

of future HTIR-TC builds in-pile. 

For UN, this dissertation identified atomic and electronic mechanisms in 

corrosion initiation. Now, future first-principles studies can investigate whether candidate 

additives can hinder these mechanisms. The most energetically favorable magnetic 

structure of the UN surface has been identified so that first-principles studies can be 

performed at high accuracy. For HTIR-TCs, a method has been developed and validated 

that can predict HTIR-TC performance. This method can be used to predict performance 

changes due to material changes and screen candidate additives for optimal temperature 

resolution. Thermoelement materials have been evaluated in the presence of water and 

oxidation and recommendations made for which will be the most resistant to reactor 

coolant. The work of this dissertation as well as the preceding training, projects, and 

testing required significant computational effort, with over 17 million core hours used on 

the High Performance Computing Center at INL. 

Overall, this work advances the understanding of two advanced nuclear materials. 

UN work has demonstrated the utility of DFT in studying atomic and electronic reaction 

mechanisms as well as the effect of magnetism on adsorption properties. While 
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multiscale modeling usually begins at first-principles and progresses to larger length 

scale models, the developed HTIR-TC method demonstrates how robust predictions can 

be made moving from a larger length scale (AIMD) to a smaller length scale (DFT). The 

oxidation and corrosion study of thermoelement surfaces reveals different materials 

strategies that can hinder diffusion. This work contributes to advancing nuclear energy to 

improve its viability as a power source. More carbon-free power is crucial to reducing 

emissions so we can mitigate climate change and harm to human life. 

Future work should use AIMD or develop potentials to use MD to study UN. 

Experimental work towards identifying an additive to improve the corrosion resistance of 

UN could benefit from AIMD/MD studies that could screen additives for stable 

incorporation into UN. Investigations of mechanisms leading to oxynitride, U2N3, and 

UO2 formation are needed to clarify the UN corrosion mechanism. The HTIR-TC 

thermoelement prediction method could be used to compare whether a developmental 

alloy will be less susceptible to drift due to in-pile conditions than either of the current 

thermoelements. Experimental work capable of isolating the effects of oxidation, 

corrosion, and transmutation would be interesting to see which hinders HTIR-TC lifetime 

the most. 
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