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ABSTRACT

Online search engines for children are known to filter retrieved resources based on

page complexity, and offer specialized functionality meant to address gaps in search

literacy according to a user’s age or grade. However, not every searcher grouped by

these identifiers displays the same level of text comprehension, or requires the same

aid with search. Furthermore, these search engines typically rely on direct feedback

to ascertain these identifiers. This reliance on self identification may cause users to

accidentally misrepresent themselves. We therefore seek to recognize users from skill

based signals rather than utilizing age or grade identifiers, as skill dictates appropriate

aid and resources. Therefore, in this thesis we propose a strategy that automatically

recognizes users on the fly by analyzing search behavior found in search sessions. In

particular, our efforts focus on recognizing the stereotypical 8 to 12 year old searcher,

who we posit exhibits skills defined by developmental stages that have a strong impact

on language development (Piaget’s concrete operational stage) and search literacy

(digital competency’s first level). This strategy analyzes user-generated text extracted

from queries and patterns of search interactions in order to infer features that are

leveraged by a random forest classifier in order to determine whether or not a user

is a part of this specific segment of searchers. The outcomes from this thesis lay the

groundwork for enabling search engines to recognize users based on their search skills

and provides further insight into the search behavior of youths.
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CHAPTER 1

INTRODUCTION

Children in grades K-81 regularly use Search Engines (SE) [28, 63, 64] specifically

designed for them in order to complete school assignments as well as satisfy their

curiosity [6, 27, 59]. However, these young searchers can encounter difficulties com-

pleting successful searches [30], in part due to their trouble formulating queries [21],

comprehending retrieved results [10], or navigating SE results pages [34]. The root of

these struggles often correspond to a user’s skill, or lack thereof, in reading, writing,

and search literacy [34]. Users that have the same set of skills typically encounter

similar problems [7]. SE for children that offer algorithmic support to address these

struggles [32] typically target users based on age or grade [21, 27, 32]. This includes

strategies that ease query formulation [21], provide query suggestions that match

children’s search topics [49], collect and offer relevant and comprehensible resources

via content curation [13], i.e., manually-collected websites for a selected audience;

and employ adaptive interfaces [32], i.e., interfaces that allow retrieved content to

be adjusted for a user based on their explicit feedback. However, targeting users by

broad ranges of ages [8, 21] and grades [4] works under the assumption that these

groups of users share an uniform set of skills. However, we know that users in the

same age or grade have varying abilities in terms of reading, writing, and search

literacy [28]. Resources and aid deemed fit for a user recognized by age/grade can

1In the US school system, children in K-8 are usually between 5 to 14 years of age.
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fail to meet that user’s true capabilities, providing content that could be well below

or above their comprehension level or offer tools that can cause frustration rather

than enable ease. Providing SE with a way to recognize their users capabilities could

enable these platforms a way to ensure that the right resources are getting to the

right users. We therefore see it as pivotal to determine how young searchers can be

recognized by their potential skills, as there currently exists no strategy for doing so.

One way to recognize a user by their set of skills is identifying that user’s type

[8, 32]–a method of determining and leveraging key characteristics of users in order

to differentiate one from another and place them into groups [46]. Grouping is

often based on users that share common characteristics, such as age and gender

[50, 67], personality [65], and level of expertise [69]. Research in domains outside

of SE has explored approaches that are successful in the detection of children based

on their interactions in: chat rooms [46, 67], social media websites [3], and online

questionnaires [55]. Unfortunately, these user-system interactions differ greatly from

user-SE interactions (as seen in Figure 1.1), typically containing paragraphs of text

compared to text-sparse queries, preventing cross-domain application. Furthermore,

these strategies utilize domain-specific historical data to make these distinctions

(blogs, social media sites, chat rooms). Due to stringent measures by COPPA (Chil-

dren’s Online Privacy Protection Act), there is a lack of historical data documenting

young searchers interactions with SE [26].

SE often address this lack of historical data by relying on the user to define their

user type via direct feedback. Typically, this feedback is drawn from user profiles

that contain the relevant user information [65, 66, 67]. However, SE for children

address this lack of profile information by requiring a user to define their type upon

entry [32, 4]. Unfortunately, this type of direct feedback can be unreliable as users
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may lie about their identity [25], can lack the search literacy to properly self identify

i.e. accidentally clicking the wrong age or grade and being unsure of how to undo

that selection [8], or the current user may change after login. Additionally, direct

feedback is typically used to recognize a user’s age or grade, as these are correlated to

skill. Even if a user is able to accurately self-identify their age or grade using direct

feedback, we are still left with our initial problem. There is no guarantee that the

user will “act their age” [43](or the age their grade correlates to) as development,

instead of age, dictates how children behave, as well as defines their potential skills

[56].

(a) Twitter (b) Search Engine

Figure 1.1: Visual example of the differences between data generated by Twitter
usage (seen in Fig 1.1a), which contains numerous textual interactions, profile data,
and images; versus data generated by interactions with SE (seen in Fig 1.1b), which
contains queries, clicks, and timestamps.

We suspect that the differences in data available between domains disallows the

one to one application of previously mentioned strategies for identifying user type

and question the reliability of direct feedback. Furthermore, considering the strong

limitations in regards to having access to the historical data of young searchers, we

must consider alternative strategies in regards to determining their skills. One of these

alternatives is leveraging inferred information about a user based on their interactions
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with a system [69, 70]. For SE, these interactions are either implicit (such as what

time the session started) or explicit (such as text from the query itself); and together

comprise a user’s search behavior. Typically, these interactions are archived in query

logs; each entry usually containing a user id, a query, and a timestamp (an example

can be seen in Figure 1.1b). Entries may then be grouped into sessions2, providing

a body of text to be analyzed and enabling the inference of search behavior (like

number of queries in a session, or time between each query) that cannot be surmised

from a single query [28].

This inferred information can be used by author profiling strategies [46, 67] or

expert identification strategies [69, 71, 72] to identify a user’s type. The former is

the process of analyzing a text with express purpose of identifying attributes of an

author. Researchers have used author profiling strategies to group users by types

like: male or female [55], extroverted or introverted [65], and even teen or adult [46].

These strategies depend on large amounts of text, such as Facebook posts [65] or

blog entries [50]. Unfortunately, search sessions rarely meet the lower limit of 100

words needed to effectively identify user type. Expert identification strategies focus

on analyzing search behavior in order to determine a user’s expertise in a particular

domain [69, 71, 72]. Expertise can be established by inspecting features relating both

to implicit search behavior, such as session length and average number of queries

per session, as well as explicit search behavior, such as average query length or use

of technical terms. Since children struggle in the domain of SE use [6, 30], their

developing search literacy could provide an unique opportunity to identify their lack

of expertise. However, these previous examples of expert identification are designed

2A search session can be defined as a set of queries generated by a user and grouped by the
cumulative goal of fulfilling an information need or meeting a certain threshold of time.
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to recognize experts in particular domains, not to establish search literacy. Due to the

aforementioned limitations of author profiling and expert identification strategies, we

suspect that neither type of strategy can be directly applied to recognizing the skills

of SE automatically. However, both will inform our feature selection once we clearly

define a user type that demonstrates a lack of search literacy and also displaying

textual behavior that correlates to literary skills displayed in their queries.

One common method to recognize users who lack historical data is known as

stereotyping. This methodology seeks to group users based on common characteristics

that they all share and are expected of them. In order for us to determine a

stereotype contained with in the umbrella term of “children” to recognize, we need to

understand characteristics that define sub-groups with in this population, particularly

attributes related to skill. Children’s proficiency in certain skills are correlated to

stages of development, as articulated by modern theories of psychology. Some of

these stages are aligned to curriculum and correspond with what is taught in school,

such as reading, writing, and typing [41]. Others deal with the cognitive development

of their brain [56], changing how they think, allowing for abstract thought and

lateral thinking. These stages may be dependent upon one another. For example:

formulating keywords for search requires abstract thought (reducing a search to its

component parts), but also requires search literacy (knowing that a keyword query

will retrieve results). Theories of development are comprised of different stages which

have clearly defined skill sets described in each stage.

Since children’s ability to search is dependent on their ability to craft queries,

both in the terms of search literacy [28] as well as language development [31], in

this thesis we propose a classification strategy called RYSe (Recognizing Young

Searchers), intended to identify the average 8-12 year old searcher based on their
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search behavior. This stereotype is selected as it encompasses stages of development

that dictate language development (Piaget’s third stage: the concrete operational

stage [56]), as well as search literacy (the first level of digital competency [15]). To

clarify, we seek to recognize users who display the traits defined by these stages but

as these stages of development are complex and nuanced we do not seek to explicitly

label users as belonging to these stages. Hence the use of the stereotype. Furthermore,

we set our scope to recognize users based on their display of American English.

As Piaget’s third and the first level of digital competency define skills that correlate

to language development and search literacy, we draw inspiration from author profiling

and expert identification strategies when selecting features that recognize these skills.

Children in the concrete operational stage display a fluency in writing that grants

them the ability to craft queries [18] but will also struggle with abstract thought. As

such, we investigate features related to crafting queries such as lexicon and vocabu-

lary, while also investigating features that deal with the differences between natural

language and keyword queries such as syntax. We also consider characteristics unique

to children’s lack of expertise in the domain of SE usage. The first level of digital

competency states that a user can, with assistance: identify an information need,

find and access data through simple searches, and navigate between these sources

of data. Any difficulty in accomplishing any of these tasks will reflect in both their

implicit and explicit search behavior, allowing us to recognize users that struggle with

search literacy [6]. Therefore we consider search operators, query reformulation, and

temporal features to determine if a user is at the first level of digital competency. All of

these features are then utilized in a Random Forest Classifier [45]. Since the Random

Forest Classifier randomly sub-samples features for each tree, it can be populated

with trees that special in recognizing recognizing users based on particulars subsets



7

of the features we investigate [48].

By identifying the average 8-12 year old search from their search behavior, we

showcase that children can be identified by their display of skills defined by specific

stages of development. Through the recognition of one stereotype of young searcher

based on their skills, the door opens to identifying other non-traditional stereotypes

based on their search behavior such as: searchers under the age of 8, teenagers in

general, as well as the elderly. RYSe also provides SE for children and strategies

designed to aid young searchers with the ability to recognize the skill of users who

need aid. This can enable SE to provide skill appropriate resources to these users.

Moreover, outcomes from this thesis provide insight into the search behavior of

children.

1.1 Thesis Statement

We hypothesize that the average 8-12 year old searcher can be recognized by exam-

ining search behavior inferred from user-to-search-engine interactions for displays of

search literacy and language development which correlate to the stages of development

we expect this stereotype to be in: Piaget’s third stage and at the first level of digital

competency.
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CHAPTER 2

BACKGROUND AND RELATED WORK

While identifying users over the age of 13 from online text found in blogs and chat

rooms has been a focus of research since the mid-2000s [46, 67, 69], recognizing

the stereotypical 8-12 year old searcher from their interactions with SE remains an

unrecognized possibility that RYSe seeks to explore. In this section, we discuss key

concepts that offer background and inform the design of RYSe.

2.1 Query Logs and Search Sessions

Search interactions are defined as an explicit interaction a user has with a SE, such

as submitting a query or clicking on a result. These interactions can be stored in an

itemized list of entries known as query logs [23, 39, 61, 69, 70]. These logs not only

contain queries (a string containing input text), but can also contain a time stamp

(reflecting date and time), user id (or session ID, delineating one user/session from

another), query (containing the text used to perform the search), URL clicked (if any

selected, as not all queries yield clicked results), and ordinal value of URL clicked

(if any are selected). Entries can then be grouped into search sessions, defined as a

“sequence of pages visited by a single user at a single web site for a specified length

of time” [58]. While there are many approaches for determining what constitutes a
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search session [29], we focus on time based strategies as research demonstrates that

time based strategies accurately match user’s patterns of activity [33].

2.2 Theories of Development

It has been speculated that user’s SE interactions can be indicative of their current

stage of education and development [23, 25, 69]. Numerous theories exist with the

express purpose of identifying and categorizing these stages: Piaget’s 4 stages of

cognitive development [56], which focuses on cognitive skills that enable language

acquisition; and Cooper and Kiger’s 5 stages of literacy [18] as well Kroll’s 4 stages of

writing development [41], which both describe skill sets used in comprehending and

expressing language. We see the 5 stages of literacy and the 4 stages of writing as

encompassed within the 4 stages of cognitive development, as cognitive development

informs language development. The 4 stages of writing development dictate an

individuals ability to express themselves in written language, while the 5 stages

of literacy determine their ability to read describe the skills necessary to express

language. Furthermore, there exists the 8 levels of digital competency, which define

a person’s search literacy, as established by Carretero et al. [15]. Digital competency

is unique among these aforementioned stages as the skills dictated by this theory can

be acquired at any age.

All of these stages can have an impact on SE use, whether it is abstraction

for keyword formulation (defined by cognitive development), reading and writing

abilities (defined by literacy and writing development), or search literacy (defined

by digital competency). Furthermore, stages of development may not only overlap

with each other, but also have curriculum that lines up with these developing skills
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sets. For example, Common Core State Standards Initiative (an American education

curriculum that prescribes vocabulary by grade level) [38], and Age of Acquisition (a

pyscholinguistic theory that ascertains the common age at which words are learned)

[35] correlate to stages of writing and literacy development.

Piaget’s (and subsequently Kroll’s and Cooper and Kiger’s) stages of development,

as well as correlated curriculum, emphasize how queries generated by users can

provide distinct clues to the stages of development as user is likely to be in. The

same can be said of digital competency, as the skills defined can be seen in displays

of search literacy. However, the stages in these previously mentioned theories of

development are are soft-bounded. In order to determine if a user is displaying search

behavior associated with certain stages of development, a clearly defined user type

must be established. This enables us to determine what stages of development that

user is expected to display characteristics of being in.

2.3 Identifying User Type

One method for addressing the identification of an ambiguous user type is known as

stereotyping [16]. Originating from the domain of recommendation, the basis of this

approach is grounded in grouping a user with others based on common characteristics

they all share. These characteristics can be related to “demographic, geographic, or

psychographic information” [16]. Doing so allows users to be recognized based on

shared characteristics. Therefore, segmenting users based on their stereotype enables

the identification of that user type. Since “children” is a broad user type, establishing

a stereotype contained within this spectrum allows us to clearly state the skills defined

stages of development that we intend to recognize.
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The field of author profiling, also known as stylometrics, is interested in ascribing

authorship to texts of unknown origin. By analyzing user generated text for defining

characteristics, it is possible to determine attributes of an author such as their

age and gender [46, 50, 67] and personality [65]. Researchers have gone so far as

to identify online predators [12, 37, 54] and bullies [40]. Existing author profiling

strategies usually rely on binary classifiers trained on textual features inferred from

user generated text found in sources such as blogs, chat logs, and social media websites

[46, 67, 68]. Yet, to our knowledge, none of these author profiling strategies identify

the user type of searchers based on search queries. Given that users’ search sessions

captured in query logs have only a fraction of the user generated text that the

aforementioned strategies require, we posit that one to one application of these these

strategies would not be effective in the domain of SE. This limitation inspires us to

consider a wider array of textual features than those found in the aforementioned

examples, while also prompting the consideration of non-textual features to be used

by RYSe.

There do exist strategies that leverage more than just textual features in order to

recognize user type. These strategies demonstrate methods of identification that rely

on supplementing textual features with information unique to the SE environment,

such as sites visited or time spent searching; in order to identify users by their age and

gender [23], domain expertise [69] or knowledge gain [70]. Of particular note is expert

identification, which is shown to identify experts in a wide variety of domains, which

we hypothesize can be leveraged to recognize expertise in skill sets directly correlating

to stages of development [69]. While expert identification strategies show that it is

possible to recognize expertise, there does not currently exist a strategy to determine

the expertise in the domain of search literacy, specifically amongst children.
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CHAPTER 3

METHOD

RYSe recognizes the stereotypical 8-12 year old searcher from their search behavior

by analyzing different aspects of user-SE interactions. We focus on recognizing skills

expected to be displayed by searchers in Piaget’s third stage (P3), which correlates

to language development, as well as at the first level of digital competency, which

correlates to search literacy (DC1). These skills are inferred from features found

in users’ generated text (described in section 3.1); as well their search interactions

(described in section 3.2).

3.1 Text Based Features

As previously mentioned, numerous strategies for author profiling demonstrate that

user generated text can be used to recognize user type from chat logs, blogs, and

social media sites [46, 67, 68]. We draw inspiration from these strategies, analyzing

user generated text, i.e. search queries, in order to recognize behavior common to

our user type. This analysis focuses on four groups of features: Lexical, Syntactical,

Spelling Errors, and Vocabulary. These features are computed on a query by query

basis; for sessions that include more than a single query, we calculate the mean value

for each feature across each query in the respective session.
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3.1.1 Lexical Features

Lexical features allow us to assess a user’s sophistication and diversity of vocabulary

when they express themselves with in written American English. Determining these

abilities requires us to examine the lexical richness of text generated by individuals

[47].

Lexical richness is comprised of three primary parts: lexical density, lexical so-

phistication, and lexical variation. Lexical density examines the ratio of “nouns,

adjectives, verbs (excluding modal verbs, auxiliary verbs, “be,” and “have”), and

adverbs with an adjectival base, including those that can function as both an adjective

and adverb (e.g., “fast”) and those formed by attaching the -ly suffix to an adjectival

root (e.g., “particularly”)” [47] to words in a sample of text. In our case, this

ratio of lexemes to total words per query reveals a capacity for articulation which

is limited in an individual still learning a language. Lexical sophistication is defined

as “the proportion of relatively unusual or advanced words in the learner’s text”

[52], demonstrate a user’s familiarity with a language. Lexical variation “refers to

the range of a learner’s vocabulary as displayed in his or her language use” [47] and

not only demonstrates a grasp of language but also helps to highlight the differences

between keyword and natural language queries.

Beyond lexical richness, we also consider lexical characteristics of queries which

have been used to determine domain expertise [69] and further highlight differences

between natural language and keyword queries. These features are important, as

not all lexical differences between those two types of queries may be captured in

lexical richness. A detailed explanation on how to compute each of the lexical-related

features can be found in Table 3.1.
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Feature Name Feature Computation Feature Type P3 DC1

Lexical density Nlex/N Density X
Lexical sophistication-I Slex/Nlex Sophistication X
Lexical sophistication-II SWtypes/Ntypes Sophistication X
Verb sophistication-I SVtypes/V Sophistication X
Corrected VS1 SVtypes/

√
2V Sophistication X

Verb sophistication-II SV 2
types/V Sophistication X

Number of different words T Variety X X
Type-Token Ratio (TTR) T/N Variety X X
Corrected TTR T/

√
(2N) Variety X X

Root TTR T/
√

(N) Variety X X
Lexical word variation Tlex/Nlex Variety X X
Verb variation-I Tverb/Nverb Variety X X
Squared VV-I T 2

verb/Nverb Variety X X
Corrected VV-I Tverb/

√
(Nverb Variety X X

Verb variation-II Tverb/Nlex Variety X X
Noun variation Tnoun/Nlex Variety X X
Adjective variation Tadj/Nlex Variety X X
Total number of words N Characteristic X
Number of characters Nchar Characteristic X
Average word length Nchar/Nwords Characteristic X
Number of syllables Nsyl Characteristic X
Average syllable per word Nsyl/Nwords Characteristic X
Easy words Nsim Characteristic X
Complex words Ncom Characteristic X
Max syllables per word ArgMax(Nsyl) Characteristic X
Min syllables per word ArgMin(Nsyl) Characteristic X

Table 3.1: Lexical features, where sophisticated word (SWtypes), lexical word (Slex)
and verb types (SVtypes), which are defined as words or types not found in the “2,000
most frequent words of the British National Corpus” [44], Nsim and Ncom are defined
as words less than 3 syllables and words 3 syllables or more, respectively.
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3.1.2 Vocabulary

The vocabulary searchers use when formulating their queries provides us with insights

into the developmental state of users, both in terms of their ability to leverage

language and craft queries. We therefore examine vocabulary found in queries from

multiple perspectives in order to determine what features to inspect. At each grade

level students are expected to know certain vocabulary. This leads us to consider

features that count the occurrence of terms defined by Common Core State Standards

Initiative [38], which can be found in Common Core Vocabulary lists 1. These

standards dictate vocabulary that should be taught and learned by a specific grade.

Furthermore, users are also expected to know certain words by certain ages as defined

by the Age of Acquisition (AoA) [35], a pyscholinguistic variable that dictates the

average age that individuals are expected to learn certain words. AoA ratings are also

used to determine the complexity of a query, which is correlated to search expertise

[70]. As such we consider features that use the 50K word AoA dataset2. We also

know that children tend to use different vocabulary than adults when searching [49],

therefore we count the occurrence of words per query found in the most common words

found in children’s websites from the “Looking for the Movie Seven or Sven from the

Movie Frozen?” dataset3. To further examine vocabulary used by our stereotype

in their searches, we extract the top 250 words found in queries generated by the

stereotypical 8-12 year old searcher, as well as the top 250 words used by users who

are not our stereotype; and compute features related to these two lists. The threshold

of 250 is established after locating where the Zipf’s distribution curve flattens on

the list of words in our stereotype’s query. We further extract the top 50 word

1Vocabulary lists found at https://www.flocabulary.com/wordlists/.
2This dataset can be found at http://crr.ugent.be/papers/AoA 51715 words.zip.
3This dataset can be found at https://scholarworks.boisestate.edu/cs scripts/5/
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bi-grams for users who are not our stereotype; based on the same premise and using

Zipf’s distribution to determine threshold. Expanding on the premise of examining

the vocabulary of queries for vocabulary commonly found in queries, we perform a

more fine-grained approach to recognizing the vocabulary used, and not used, by our

stereotype. This involves calculating TF-IDF values of words used by all users, words

used by our the stereotypical 8-12 year old searcher, as well as words used by users

that are not our stereotype.

Domain specific word usage has been used to identify domain expertise on selected

domains such as medicine and computer science [69]. As such we examine vocabulary

that contains search operators and url prefixes/suffixes which serve as indicators of

digital competency [14]. Any user employing these prefixes/suffixes in their queries

demonstrate a level of search expertise beyond DC1. To further distinguish between

natural language queries and keyword queries, but also highlight search expertise,

we use the NLTK [11] stop word list to count the occurrences of stopwords per

query. Users proficient in the use of SE will avoid the use of stop words. Finally, we

inspect queries to determine if they contain an interrogative word as these words are

commonly found in keyword queries. A detailed explanation on how to compute each

of the vocabulary-related features can be found in Table 3.2

3.1.3 Spelling and Punctuation

The stereotypical 8-12 year old user makes spelling errors. This is due not only to

their limited but growing skill in writing and typing [31], but also can emerge from

their struggle to use the “are you searching for” and auto-correct functionality of

some SE [34]. This motivates us to consider features which explore different types of

misspellings found in queries.
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Feature Name Formula P3 DC1

Ratio of words found in core vocabulary list Ncore/N X
Ratio of words not found in core vocabulary list NnotCore/N X
Lowest AoA rating AoAmin X X
Highest AoA rating AoAmax X X
Query complexity (average AoA rating) AoAavg X X
Ratio of words with AoA rating less than 13 (NAoA < 13.00)/N X
Ratio of words found in “Seven or Sven” dataset Nsven/N X
Number of words found in top 250 stereotype words N250 X
Ratio of number of words found in top 250 stereotype words N250/N X
Ratio of number of words not found in top 250 stereotype words 1− (N250/N) X
Number of words found in top 250 non-stereotype words N250ns X
Ratio of number of words found in top 250 non-stereotype words N250ns/N X
Ratio of number of words not found in top 250 non-stereotype words 1− (N250ns/N) X
Number of words found in top 50 stereotype word bi-grams N250bi X
Ratio of number of words found in top 50 stereotype word bi-grams N50bi/N X
Ratio of number of words not found in top 50 word bi-grams 1− (N50bi/N) X
Number of words found in top 50 non-stereotype word bi-grams N50bins X
Ratio of number of words found in top 50 non-stereotype word bi-grams N50bins/N X
Ratio of number of words not found in top 50 non-stereotype word bi-grams 1− (N50bins/N) X
TF-IDF of query based on all user’s vocabulary TFIDFall X
TF-IDF of query based on stereotype’s vocabulary TFIDFs X
TF-IDF of query based on non-stereotype’s vocabulary TFIDFns X
Number of stop words Nstop X
Contains www www ∈ Q X
Contains .com com ∈ Q X
Contains .net net ∈ Q X
Contains .org org ∈ Q X
Contains .edu edu ∈ Q X
Contains .gov gov ∈ Q X
Contains http http ∈ Q X
Contains AND AND ∈ Q X
Contains OR OR ∈ Q X
Contains “” ”” ∈ Q X
Contains interrogative word inter ∈ Q X

Table 3.2: Vocabulary features, with inter being the following list of interrogative
words: “who”, “what”, “when”, “where”, “why”, “how”, “is”, “are”, “can”, “could”,
“should”, and “would”, and all variables defined by being contained with in the query
as boolean values.

Feature Formula P3 DC1

Number of spelling errors Ns X
Number of spelling errors found in KidSpell dataset

∑Ns
i=1NsiεKidSpellTypos X

Number of off by one spelling errors
∑Ns

i=1

∑NcNsi
j=1 Ncj εLD(Nsi, Ncj ) = 1) X

Contains upper-cased word Uword ∈ Q X
Contains punctuation Qpunct X

Table 3.3: Spelling and punctuation features, where Nc represents a list of suggested
corrections for a typo, LD stands for Levenhstein Distance (measured on a character
level), and Qpunct is calculated by first ensuring that the query contains no search
prefixes/suffixes (as defined in Table 3.2), then calculates a boolean value based on
whether the query contains punctuation in the following list: .!?, .
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We explore the total number of typos per query. We also compare each misspelled

word found with a list of words compiled from the KidSpell dataset [20] which include

typos made by children. Doing so allows us to recognize queries that contain typos

that have been made by users who are similar to the stereotypical 8-12 year old

searcher. Finally, we compare all misspelled words with a list of suggested correction,

checking for any with a Levenhstein distance4 of one (known as off by one typos).

This kind of typo encompasses a wide variety mispelling errors made by children [20].

Furthermore, as the stereotypical 8-12 year old searcher are prone to treating

queries as sentences. We suspect this includes errors that are typically corrected

by query-suggestion, “did you mean” corrections, and auto-complete; such as the

removal of punctuation and casting the query to lower case [34]. As such, we see

these as displays of lacking search literacy. Therefore, we inspect queries for the

sentence based punctuation as well as upper cased words. A detailed explanation on

how to compute each of the spelling and punctuation features can be found in Table

3.3

3.1.4 Syntax

There are a number of ways in which natural language and keyword queries can

differ. One of those ways is in their syntax. Keyword queries tend to be strings of

nouns, while natural language queries more closely resemble sentences, containing

articles, prepositional phrases; even adjectives and adverbs. In order to investigate

this difference we calculate the ratio of number of part of speech to number of words

in query for each part of speech tag shown in Table 3.4. However, there are several

4Defined as the minimum number of single-character edits (insertions, deletions or substitutions)
required to change one word into the other
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hundred permutations of part of speech bi-grams, and several thousand for part of

speech tri-grams. In order to determine which bi-grams and tri-grams to count in a

query, we first calculate the top 10 occurring bi-grams found in queries generated by

the stereotypical 8-12 year old searcher, as well as the top-5 tri-grams found in the

same queries. We view all of these parts of speech features as being correlated to DC1,

as we are using these features to elucidate the difference between natural language

and keyword queries, not highlight a user’s language development capabilities. A

detailed explanation on how to compute each of the part of speech-related features

can be found in Table 3.4

D-Level analysis is a process of establishing how developmentally complex the

syntax in sentence is based on a sentence’s syntax tree. This analysis is performed

by first tagging the parts of speech for each word in the sentence, then using a

probabilistic context-free grammar to parse those tags into syntax trees. The output

of this parsing is used by the D-Level analyzer to determine the D-Level of a sentence.

Each sentence is given a 0-7 rating, with 0 being syntactically simple, and 7 being

a syntactically complex sentence [19]. Natural language queries will have higher

D-Levels than keyword queries, as keyword queries are syntactically simpler than

natural language queries or may even contain unparseable syntax trees, providing a

clear distinction between these two kinds of queries. A detailed explanation on how

these features are calculated can be found in Table 3.5

3.2 Session Based Features

Search sessions contain information beyond textual features found on a query by query

basis. As these search interactions can provide insight into a user’s search literacy



20

Feature Name Formula PoS Type P3 DC1

Ratio of coordinating conjunctions Ncc/N Unigram X
Ratio of cardinal digits Ncd/N Unigram X
Ratio of determiners Ndt/N Unigram X
Ratio of existential theres Nex/N Unigram X
Ratio of foreign words Nfw/N Unigram X
Ratio of preposition/subordinating conjunctions Nin/N Unigram X
Ratio of adjectives Njj/N Unigram X
Ratio of compartive adjectives Njjr/N Unigram X
Ratio of superlative adjectives Njjs/N Unigram X
Ratio of list markers Nls/N Unigram X
Ratio of modals Nmd/N Unigram X
Ratio of nouns Nnn/N Unigram X
Ratio of plural nouns Nnnp/N Unigram X
Ratio of proper nouns Nnnps/N Unigram X
Ratio of plural proper nouns Nnns/N Unigram X
Ratio of predeterminers Npdt/N Unigram X
Ratio of possessive endings Npos/N Unigram X
Ratio of personal pronouns Nprp/N Unigram X
Ratio of possessive pronouns Nrb/N Unigram X
Ratio of adverbs Nrbr/N Unigram X
Ratio of comparative adverbs Nrbs/N Unigram X
Ratio of superlative adverbs Nrp/N Unigram X
Ratio of particles Nsym/N Unigram X
Ratio of to Nto/N Unigram X
Ratio of interjections Nuh/N Unigram X
Ratio of base Verbs Nvb/N Unigram X
Ratio of past tense verbs Nvbd/N Unigram X
Ratio of present particple verbs Nvbg/N Unigram X
Ratio of past participle verbs Nvbn/N Unigram X
Ratio of singular present verbs Nvbp/N Unigram X
Ratio of third person singular verbs Nvbz/N Unigram X
Ratio of determiners Nwdt/N Unigram X
Ratio of pronouns Nwp/N Unigram X
Ratio of wh-abverbs Nwrb/N Unigram X
Ratio of noun noun phrases Nnn nn/N Bigram X
Ratio of comparative adjective noun phrases Njj nn/N Bigram X
Ratio of noun plural noun phrases Nnn nns/N Bigram X
Ratio of to base verb phrases Nto vb/N Bigram X
Ratio of comparative adjective plural noun phrases Njj nns/N Bigram X
Ratio of comparative adjective to phrases Njj to/N Bigram X
Ratio of noun preposition phrases Nnn in/N Bigram X
Ratio of plural noun preposition phrases Nnns in/N Bigram X
Ratio of preposition noun phrases Nin nn/N Bigram X
Ratio of determiner noun phrases Ndt nn/N Bigram X
Ratio of comparitive adjective noun noun phrases Njj nn nn/N Trigram X
Ratio of noun noun noun phrases Nnn nn nn/N Trigram X
Ratio of comparitive adjective to verb Phrases Njj to vb/N Trigram X
Ratio of noun noun plural noun phrases Nnn nn nns/N Trigram X
Ratio of to verb noun phrases Nto vb nn/N Trigram X

Table 3.4: Parts of speech features which are defined by the NLTK part of speech
tagger.
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Feature Name Formula P3 DC1

Number of D-Level 1 sentences in query Ndl1 X
Number of D-Level 2 sentences in query Ndl2 X
Number of D-Level 3 sentences in query Ndl3 X
Number of D-Level 4 sentences in query Ndl4 X
Number of D-Level 5 sentences in query Ndl5 X
Number of D-Level 6 sentences in query Ndl6 X
Number of D-Level 7 sentences in query Ndl7 X

Mean D-Level of query
∑7

i=1 N(dli)

Nsent
X

Table 3.5: D-Level features, which are computed using the D-Level analyzer which
can be found at [5].

[31], we draw inspiration from examples of expert identification that examine session

information and recognize domain experts in fields like Medicine and Computer

Science [69, 70] in order to shape our approach in recognizing expertise in the domain

of search literacy. These features are calculated at a session level. However, we

calculate Levenhstein distance for features at a query level, and for all sessions longer

than this value is averaged over the session.

3.2.1 Query Based Interactions

There are several common characteristics of the stereotypical 8-12 year old searcher

that separate their query based interactions from other users. Their lack of knowledge

in how search engines work can cause them to repeat the same query multiple times

in hopes for different results, or even press the search button repeatedly [9]. Fur-

thermore, we know that search experts display refinement in their query generation,

generally adding or removing a single word to clarify their results [70], while non

experts may struggle with query reformulation. We also see inexperienced users can

type slower faster and take longer to craft queries [60], whereas experienced users may

spend less time perusing results, and even reformulate a query multiple times before

clicking on a link. Informed by this knowledge we investigate the features found in
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Table 3.6.

Feature Name Formula P3 DC1

Number of queries in a session Nq X
Number of unique queries Nset q X
If all queries are the same query Nset q = 1 X
Number of repeat queries NrepQ X
Ratio of queries to clicks Nq/Nc X

Levenhstein distance between queries
∑Nq−1

i=1 LevenhsteinDistance(Qi,Qi+1)

Nq−1
X

Time between queries
∑Nq−1

i=1 T imeStamp(Qi+1)−T imeStamp(Qi)

Nq−1
X

Table 3.6: Query based interaction features where Setq is the set of all queries, Qi

is the i-th query in a session, and TimeStampQi
is the time stamp for i-th query.

Levenhstein distance between queries is measured on a character level.

3.2.2 Click Based Interactions

Lack of search expertise can also manifest in how searchers interact with the search

results retrieved by SE in response to their queries.the stereotypical 8-12 year old

searcher are known to repeatedly click on the same result when the page does not

come up instantly, tend to favor the clicking on the first result that shows up, and

revisit web sites that they have already clicked on [9]. As such, we investigate the

following click based features found in Table 3.7.

3.3 Classification

We simultaneously consider each of the features described in Section 3.1 and Section

3.2.1 when analyzing a search session. These features serve as evidence in determining

whether or not a user is displaying skills expected from the stereotypical 8-12 year

old searcher in their search behavior the stereotypical 8-12 year old searcher. We
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Feature Name Formula P3 DC1

Number of clicks Nc X
Number of unique clicks Nset c X
If all clicks are the same website Nset c = 1 X
Number of repeat clicks NrepC X

Average click position
∑Nc

i=1 ClickPosition(Ci)

Nc
X

Time between clicks
∑Nc−1

i=1 T imeStamp(Ci+1)−TimeStamp(Ci)

Nc−1
X

Table 3.7: Click features where Ci is the ith click in the session, and TimeStampCi

is the timestamp of the ith click in the session.

treat the task of recognizing this stereotype as a classification problem, and thus

use these features as input to a Random Forest Classifier [45]. We have chosen this

classifier for numerous reasons. The first reason is the way in which this classifier

performs its feature selection. As seen in [48], the random forest classifier is noted

for its potential ability to build trees that correlate to specific subsets of features.

This feature sub-sampling is seen as a way to build specialized trees that recognize

users based off these subsets of features. Furthermore, the spaced represented by our

feature set is non-linear. Drawing a clear line down the middle of these numbers is a

poor approach considering the potential variance of user skill within the stereotypical

8-12 year old searcher. As such, we have chosen a non-linear classifier.
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CHAPTER 4

EXPERIMENTAL SETUP

In this chapter we describe the key components necessary for performing the experi-

ments which allow us to determine the efficacy of RYSe.

4.1 Datasets

Due to concerns regarding the privacy and protection of children [26], there are no

publicly available search sessions generated by the stereotypical 8-12 year old searcher.

With this in mind, we take advantage of existing data sources (details of which are

summarized in Table 4.1) in order to build datasets that enable the development and

assessment of RYSe: Sessions With Clicks (as described in Section 4.1.1) and Single

Query Sessions (as described in Section 4.1.2).

4.1.1 The Sessions With Clicks dataset

We use two data sources in order to build Sessions With Clicks. The first is the TREC

Session Track query logs from 2011-2014 [2], which contain search sessions generated

by adults. The second is the AOL query log [36], which has not been labeled, i.e.,

search sessions belonging to different user segments have not been identified. In order

to label this data source so that in turn we can set the ground truth required for

recognizing the stereotypical 8-12 year old searcher, we rely on several rules. We
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Name Source Description

AOL Query Logs [53]
36 million queries. Each entry contains a
time stamp, user id, query, URL clicked,
and position of URL clicked.

Queries From “Looking
for the Movie Seven or
Sven from the Movie
Frozen? A Multi-
perspective Strategy for
Recommending Queries
for Children”

[49]

602 queries individual queries. No session
data. 301 queries generated by users be-
tween the grades of K to 9 (ages 6-13), 301
generated by adults.

TREC 2011-2014 Session
Track

[2]
Approximately 1800 search sessions of pre-
defined lengths with varying amounts of
session data generated by adults.

Table 4.1: Data sources used to create datasets.

start by identifying user search sessions with a threshold of up to an hour [33]. We

then examine every session that contains a click to a web site designated as “for users

between the ages of 8-12” [23]1. If a session exclusively retrieves websites designed for

8-12 year old’s, then it is labeled as a session generated by the stereotypical 8-12 year

old searcher. If a session does not exclusively retrieve sites designed for these users,

we then consider that session’s duration. The average session duration for children

is approximately 3.75 minutes, while adults’ sessions are typically 8.35 minutes [24].

We consider a search session containing a click on a website designed for children and

a session duration closer to 3.75 minutes rather than 8.35 minutes as indicative of a

search session generated by the stereotypical 8-12 year old searcher.

To build Sessions With Clicks, we use all of the TREC sessions with at least

one click, and then sample the labeled AOL query logs maintaining an 80/20 (non-

stereotype/stereotype) ratio, as this matches the distribution of SE users [1]. Fur-

1This designation is determined using a list of websites classified by their content.
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Stereotype
Sessions
With Clicks

Non-
Stereotype
Sessions
With Clicks

Stereotype
Single Query
Sessions

Non-
Stereotype
Single Query
Sessions

# Unique
Sessions

7,980 31,920 301 1,204

Avg #
Queries
Per
Session

1.87 2.95 1 1

Avg #
Clicks Per
Session

2.31 2.86 - -

Avg #
Words Per
query

2.36 2.33 - -

Avg Dura-
tion of Ses-
sion (Min-
utes)

.95 12.15 - -

% Unique
Queries

41.1% 64.8% 100% 100%

Table 4.2: Description of the datasets used in our experiments.

thermore, we only consider AOL query log sessions that contain at least one-click,

as sessions belonging to the stereotypical 8-12 year old searcher are labeled by this

behavior and not doing so would skew the data. Given that we use several rules for

session labeling, as well as 2 different data sources, the resulting Sessions With Clicks

captures a variety of search behaviour indicative of our stereotype, while also drawing

on sessions we can be certain are not generated by our target group.
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4.1.2 Single Query Sessions

We also create a dataset of single queries with no clicks which are intended to emulate

the start of a search session. To build this dataset, we first extract all queries

generated by users between the grades of K-8 (ages 6-13) from the training data

found in the “Looking for the Movie Seven or Sven from the Movie Frozen? A

Multi-perspective Strategy for Recommending Queries for Children” data source (as

described in Table 4.1), labeling these users as the stereotypical 8-12 year old searcher

as these are queries formulated by the stereotypical of 8-12 year old. We then sample

single queries drawn from the TREC Session Track query logs from 2011-2014 [2],

as we can be certain that these queries are generated by users who are not our

stereotype. Note that in building Single Query Sessions, we maintain the 80/20

(non-stereotype/stereotype) ratio mentioned in Section 4.1.1, so as to accurately

represent typical SE use distributions. This dataset enable us to assess how well

RYSe can recognize our stereotype at the start of a session.

4.2 Baselines

In order to contextualize the effectiveness of our strategy, we compare and contrast

the performance of RYSe with that of suitable baselines. As there currently does not

exist an established method for identifying the stereotypical 8-12 year old searcher

based on their SE interactions, we must adapt user identification methods that have

been used to recognize or label users similar to the stereotypical 8-12 year old searcher

in different domains, such as chat-rooms and social media websites. We describe these

baselines below.

Majority Classifier We start with the Majority Classifier, a naive baseline that
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labels every session as being to the majority class of the user base. This strategy

is meant to emulate the paradigm of major SE which assume users without a

user profile, or not logged in, to be a traditional user.

Rule Based Classifier This baseline establishes a set of rules that are used to

discern one user type from another. We adapt the user identification method

found in [23], which labels sessions as belonging to different user types based

on the websites they click, into a Rule Based classifier. We do so by identifying

all sessions with a duration less than half a hour, and tagging all sessions that

generate a click on website designated as for users between the ages of 8-12 as

belonging to our user type. This classifier serves as a suitable baseline because

it employs a strategy that is a step up from the Majority Classifier, but does not

leverage more sophisticated methods of identification such as machine learning.

Text Based Classifier As an example of machine learning classification, we con-

sider the user identification method proposed by Tam and Martell [67], that

identifies the age of chat room users based on chat logs. Users are categorized

as being either teens (13-19), in their 20s (20-29), 30s (30-39), 40s (40-49),

50s (50-59), or grouped together as Adults (20-59). Tam and Martell [67]

determine that an Support Vector Machine (SVM) trained on tri-grams grams

is the most effective classifier in recognizing teens. We therefore adapt this user

identification method by utilizing a tri-gram bag of words SVM model trained

on the text of each session’s queries concatenated as input. This classifier serves

as an suitable baseline as it represents one of the first attempts to identify online

user’s age based on their generated text using machine learning.

Multi-Feature Classifier This classifier leverages more than just word and charac-
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ter tokens, as it also uses parts of speech and content features to recognize users

by age. One user identification method which employs this type of classifier is

presented by Santosh et al. [62], who recognize users in the following age ranges

based on blogs written in English and Spanish: (10s: 13-17, 20s: 23-27 and 30s:

33-47). By utilizing a decision tree of classifiers, SVMs trained on bag of word

and parts of speech n-grams as well logistic regression classifiers trained on

Latent Dirichlet allocation topic models; this user identification method is able

to identify a user’s age. We adapt this method by utilizing the same models

trained on the same features, using all the queries in a session concatenated

together as the input. We have chosen this as a baseline as it represents a step

forward from leveraging only word and character n-grams.

Multi-Model Classifier This classifier differs from the Multi-Feature Classifier by

shifting the focus from being feature-based to model-based. Instead of using

a wide variety of features on similar models, this classifier instead uses a wide

variety of models on similar features. Nemati [51] provides us with a user

detection method that uses this kind of classifier, recognizing user’s age (15-19,

20-24, 25+) and gender based on a selection of documents gathered from a

variety of social media websites (Twitter, Facebook, and others). Nemati’s

ensemble model is composed of 4 unique classifiers trained on user generated

text: Logistic Regression, Naive Bayes, Multilayer Perceptron Network, and

Gradient Boosting. We adapt this approach by utilizing the same models on

the same features, but instead of training on social media documents we use

queries concatenated by session as the input text. While the ages Nemati [51]

recognizes are slightly older than our user type, it is the only example we found
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using neural networks to recognize users under the age of 18 from their online

generated text and utilize it due to this distinction.

4.3 Metrics

To quantify the performance of our strategy, as well as compare and contrast with

respect to the performance of other baseline approaches, we employ several metrics.

The first is Accuracy (computed as seen in Equation 4.1), as this is the go-to metric

for assessing performance of binary classifiers in general [57]. However, Accuracy

can misrepresent results as “it provides an overoptimistic estimation of the classifier

ability on the majority class” [17]. We therefore examine True Positive Rate (TPR)

(as seen in Equation 4.2) and True Negative Rate (TNR) (as seen in Equation 4.3).

TPR enables us to evaluate a strategy’s ability to recognize the stereotypical 8-12 year

old searcher interacting with SE, while TNR enables us to evaluate the opposite; how

effective a strategy is at correctly recognizing users who are not our stereotype. Both

are important, as SE would want to provide appropriate aid and resources to users

who belong to our target group, while ensuring that users who do not belong to that

segment are also provided with services that align to their skills. By utilizing TPR,

TNR, and Accuracy, we are granted a multi-faceted understanding of the effectiveness

RYSe, as well as our baselines.

Accuracy =
TP + TN

TP + TN + FP + FN
(4.1)

where TP (True Positive) is the number of users that are correctly identified as being

the stereotypical 8-12 year old searcher, TN (True Negative) is the number of users

that are correctly identified as not the stereotypical 8-12 year old searcher, FP (False
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Positive) is the number of users who are identified as being the stereotypical 8-12

year old searcher, but in actuality are not, and FN (False Negative) is the number of

users who are identified as not being the stereotypical 8-12 year old searcher, but in

actuality are.

TPR =
TP

TP + FN
(4.2)

where TP and FN are as defined in Equation 4.1.

TNR =
TN

TN + FP
(4.3)

where TN and FP are as defined in Equation 4.1.

4.4 Experiment Preparation

In order to perform our experiments, we must first prepare our data for tuning,

training, and testing.

4.4.1 Hyper Parameter Tuning

Before executing our experiments, we tune the hyper parameters of our model. This

process first involves splitting our Sessions With Clicks dataset into a disjoint train-

ing/tuning/test subset of 65/15/20 ratio (as seen in Figure 4.1). We then perform a

grid search using the training and tuning splits from this subset across the following

parameters, with the tuning data discarded afterwards:

• Number of estimators

• Class Weight (none or balanced)
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• Criterion (Gini impurity or information gain)

• Bootstrap samples (uses bootstrap samples or the entire data to build trees)

We select the set of hyper-parameters that yields the highest Accuracy and TPR

on the tuning split. The results of our tuning is a Random Forest Classifier with 450

estimators, using an unbalanced weight class, information gain as our criterion, with

no bootstrap samples.

Figure 4.1: Figure highlighting how we create our disjointed training/tuning/testing
subset for hyper parameter tuning from Sessions With Clicks.

4.4.2 Splitting Our Data For Testing And Training

All our experiments detailed in Chapter 5 will require us to train and test both RYSe

as well as our baselines. The generation of our test and train splits requires a thorough

description given the unique nature of our data. Sessions With Clicks is split 80/20
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(training/testing), and Single Query Sessionsis split 20/80 (training/testing). RYSe

and the Baselines then train on the training data from both datasets, and then test

separately on both sets of testing data. The reason behind combining the training

data is due to the nature of sessions that Single Query Sessions emulates. These

sessions differ dramatically from those found in Sessions With Clicks, so RYSe and

corresponding baselines (as seen in Section 4.2) require some training samples of

Single Query Sessions in order to properly test on this dataset. This process we have

just described can be seen further illuminated in Figure 4.2.

Figure 4.2: Figure highlighting how we create our training/testing data splits,
containing information on how the training splits are combined and what portions of
each dataset is tested on.
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4.5 Validating Our Results

All of the experimental results reported in Chapter 5 are the result of 5-fold cross

validation over the test and train splits of Sessions With Clicks and Single Query

Sessions. Since we are reporting on dichotomous values as results rather than con-

tinuous values, the significance of these results is established using the McNemar test

[42] using a p-value threshold of .05.
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CHAPTER 5

RESULTS AND ANALYSIS

We conduct a series of experiments in order to determine how effective RYSe is at

recognizing the stereotypical 8-12 year old searcher from their search behavior. Doing

so allows us to establish the validity of our premise, as well as highlight the strengths

and weaknesses of RYSe.

5.1 Feature Effectiveness

In this section, we describe the ablation study we conducted in order to showcase

the validity of the design for RYSe. In particular, this study enables us to determine

the effectiveness for each set of features when recognizing our stereotype and lets us

understand the role that each feature set plays in this recognition. By analyzing these

results we are then granted a multi-faceted view of our strategy’s strengths, while also

shown areas that we can improve upon. As described in Chapter 3, we group our

features based on the type of data considered: text based features or session based

features. These features are then described as indicative of skills related to either

P3 or DC1 (with some features being indicators for both). We perform this ablation

study on each feature set (textual features, session based features, features related

to P3, and features related to DC1) on both Sessions With Clicks and Single Query

Sessions separately. By conducting this ablation study on 2 different datasets, we can
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portray multiple perspectives that further justify the applicability and effectiveness

of our defined feature sets, as well as RYSe overall.

Feature Set Accuracy TNR TPR

RYSe 0.947 0.988 0.783
Textual Features 0.942 0.985 0.768
Session Based Features* 0.788 0.940 0.178
Features Related to P3* 0.946 0.982 0.802
Features Related to DC1* 0.879 0.976 0.493

Table 5.1: Results from ablation study on Sessions With Clicks. * indicates statistical
significance of a given feature set with respect to RYSe (p ≤ .05).

When looking at the results of the ablation study performed on Sessions With

Clicks (as seen in Table 5.1), we notice that textual features recognizes a majority of

users who are, and are not, our stereotype. This feature set approximately recognizes

3 out of 4 of the users who belong to our target group, and 99 out of 100 users who

do not. We then notice the lack of statistical significance between RYSe and the

textual features which causes us to reason that textual features have a strong signal

when it comes to recognizing our stereotype. As seen in Chapter 3, a majority of

our features are textual, which may contribute to the strength of this signal. The

observations made regarding our textual features feature also cause us to wonder if

our target group can be recognized from solely textual features.

When examining session based features, we see a TPR that indicates about 1 in

5 users who are our stereotype are successfully recognized, which is observably less

than the TPR of textual features. We also see that sessions based features recognizes

94% of the users who do not belong to our target group. The relatively high TNR

of session based features demonstrates that users displaying stronger search literacy

can be identified. These results also seem to indicate that while textual features
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may have a stronger signal than that of session based features, session based features

account for a number of users not recognized from text alone (based on comparing

session based features and text based features to the results to RYSe). Session based

features also leverage information which textual features can not, such as click data

and the relationships between queries.

When we examine features related to P3, we see this feature set achieving a higher

TPR than RYSe. This demonstrates that the stereotype we seek to recognize does

display search behavior that allows us to identify a display of skills we expect them to

possess based on the stages of development they are in, at least on this dataset. We

do see a slight dip in TNR in features related to P3 when compared to RYSe. Solely

utilizing features related to P3 to recognize our stereotype may be worth the trade

off of misidentifying users who are not our stereotype. When looking at the results of

features related to DC1, we see a TNR that is comparable to the other feature sets,

and a TPR which demonstrates that every other user belonging to our target group

can be recognized by their display of skills associated with DC1. As this TPR is lower

than that of the features related to P3, we question what role features related to DC1

play in recognizing our stereotype. In order to more fully understand these feature

set’s roles effectiveness, it is important to consider the results from performing our

ablation study on Single Query Sessions.

When looking at Table 5.2, we see features related to DC1 displaying the highest

TPR of all feature sets. The lack of statistical significance between RYSe and the

DC1 feature set highlights the strength of the signal this feature set provides. While

the results of the related to P3 on Sessions With Clicks demonstrates that our target

group can be recognized by their displays of skill in sessions with more data, the

result of the DC1 feature set on Single Query Sessions demonstrates similar ideas.
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Feature Set Accuracy TNR TPR

RYSe 0.853 0.978 0.463
Textual Features* 0.817 0.991 0.156
Session Based Features* 0.800 1.000 0.000
Features Related to P3* 0.816 0.987 0.156
Features Related to DC1 0.868 0.978 0.464

Table 5.2: Results from ablation study on Single Query Sessions. * indicates
statistical significance of a given feature set with respect to RYSe (p ≤ .05).

We surmise that textual features, as well as features related to P3, play a strong

role in performing classification on Sessions With Clicks due to the supposition that

sessions with more than one query have a stronger textual signal. However, when only

given one query, the textual features and features related to P3 seem to be a weaker

signal. We also notice lack of statistical significance between features related to P3

and textual features when testing on Single Query Sessions, which demonstrates how

strong a signal that features related to P3 have with regards to textual features in

this context. Furthermore, in this context, the textual features and features related

to P3 are outperformed by features relating to DC1. As a side note, the session based

feature set performs as we expected, turning into a majority classifier due to the lack

of session information for users in Single Query Sessions.

The varied performance of different feature sets on the two datasets shows all are

necessary, as they each recognize a users’ behavior from complementary perspectives.

Features relating to DC1 aid in early session detection, where-as P3 features aid in

detecting users further into their sessions. However, while the session based feature

set has a low TPR we can surmise from overall results that combining this feature

set with the textual feature set yields a higher overall result.

Referring to Table 5.1, we see that RYSe achieves an Accuracy of approximately
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95%, successfully able to recognize approximately 80% of the users who belong to

our target group and approximately 99% of the users who do not. This shows that a

majority of the stereotypical 8-12 year old searcher from our Sessions With Clicks can

be recognized by the display of skills we look for in their search behavior. Furthermore,

with RYSe’s TNR being approximately 99%, we see that users who do not belong to

our target group can be reliably detected by features that indicate skills. However,

these same that users that do not belong to our target group are known to employ

natural language queries and may use language similar to our target group (simple

words), which may account for our slightly lower TPR (with our model erring on the

side of TN). We also investigate the results of RYSe on Single Query Sessions (Table

5.4), a dataset meant to emulate the start of a search session. We see RYSe with an

Accuracy of 87.5%, recognizing 99% of users who are not our stereotype, and 40%

that are. This TPR show that even with one query and no session information, RYSe

is still capable of recognizing 2 out of 5 users who are the stereotypical 8-12 year old

searcher. The TNR of testing on Single Query Sessions lines up with our results of

testing Sessions With Clicks; that it may be possible to recognize users who do not

belong to our target group from a single query. To gain a deeper understanding of

what these results may mean, and verify our observations, we need to place them in

the proper context.

5.2 Comparison to Baselines

In order to contextualize RYSe’s overall performance, we compare RYSe alongside

the baselines adapted to perform in the domain of recognizing our stereotype. This

experiment allow us to not only determine where RYSe excels, but ascertain areas
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for potential improvement. For this experiment, we train all of our adapted baselines

on the concatenated queries of the sessions found in our composite training data

(as detailed in Section 4.4.2), and then test separately on Sessions With Clicks and

Single Query Sessions. Furthermore, we also perform McNemar tests on the results

of our baselines, determining the statistical significance of their results not only in

regards to RYSe but also to each other. Unless stated otherwise, reported results are

statistically significant (p ≤ .05).

When we first look at Table 5.3, we notice that RYSe significantly outperforms

all our baselines in terms of Accuracy. The Majority classifier performs as expected,

recognizing the majority perfectly while failing to recognize any users who are our

stereotype. The Rule-Based classifier achieves an Accuracy of approximately 90%,

with a TNR of 100%, and a TPR of 52%. This baseline recognizes almost as many

users that are not our stereotype as the Majority classifier, while also being able

to recognize users who are belong to our target group. However, when we refer

to Table 5.4, the limitations of the Rule-Based classifier become apparent as this

baseline recognizes the exact same users as the Majority classifier. This failure of the

Rule-Based classifier to recognize any the stereotypical 8-12 year old searcher from

Single Query Sessions highlights the shortcomings of relying on this method of classi-

fication to identify our stereotype. The Text-Based classifier is more effective than the

Majority classifier, yet less effective than the Rule-Based classifier, on Sessions With

Clicks. However the Text-Based classifier outperforms both of them on Single Query

Sessions. The results of the Text-Based classifier on both these datasets demonstrates

that our stereotype may be recognizable from just their text, albeit significantly less

users are recognized when comparing this classifier to RYSe. However, there are two

more classifiers that leverage text to identify the stereotypical 8-12 year old searcher,
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the Multi-Feature classifier as well as the Multi-Model classifier. The Multi-Feature

classifier has a higher TPR when compared to the Multi-Model classifier, but the

Multi-Model classifier has a higher TNR. This trend continues when examining both

these models effectiveness when testing on Single Query Sessions. The Multi-Feature

classifier has a higher TPR while the Multi-Model classifier has a higher TNR.

The performance from both of these models demonstrates that there are trade-offs

when recognizing users who are, or are not, our stereotype from their text. The

Multi-Feature classifier trades a higher TPR for a lower TNR, while the Multi-Model

classifier does the reverse. RYSe however, has a TPR comparable to the Multi-Feature

classifier, and a TNR comparable to the Multi-Model classifier. Whether textual

recognition is performed using features such as content or parts of speech tags (like

Multi-Feature classifier) or from an aggregate of models trained using bag of words

and tf-idf features (like the Multi-Model classifier), neither approach can compare to

RYSe’s overall performance detecting users based on features designed to recognize

displays of skill.

Feature Set Accuracy TNR TPR

RYSe 0.948 0.988 0.783
Majority Classifier* 0.801 1.000 0.000
Rule-Based Classifier* 0.904 0.999 0.523
Text-Based Classifier* 0.856 0.995 0.299
Multi-Feature Classifier* 0.915 0.943 0.807
Multi-Model Classifier* 0.935 0.990 0.712

Table 5.3: Results of our performance evaluation when comparing RYSe to the
baselines on Sessions With Clicks. * indicates statistical significance of a given
baseline with respect to RYSe (p ≤ .05).

As mentioned in Section 4.3, TPR reflects our primary goal of recognizing the

stereotypical 8-12 year old searcher. We therefore consider the Multi-Feature classifier
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Feature Set Accuracy TNR TPR

RYSe 0.875 0.978 0.463
Majority Classifier* 0.800 1.000 0.000
Rule-Based Classifier* 0.800 1.000 0.000
Text-Based Classifier* 0.808 1.000 0.041
Multi-Feature Classifier* 0.833 0.987 0.221
Multi-Model Classifier* 0.834 0.996 0.179

Table 5.4: Results of our performance evaluation when comparing RYSe to the
baselines on Single Query Sessions. * indicates statistical significance of a given
baseline with respect to RYSe (p ≤ .05).

to be our strongest baseline, as it has the highest TPR among all baselines on both

datasets. However, when we directly compare the Multi-Feature classifier to RYSe we

observe that RYSe has a higher TNR than the Multi-Feature classifier when testing

on Sessions With Clicks. We acknowledge that a trade-off of a lower TNR for a

higher TPR would be worthwhile, as long as a classifier’s results remains effective

across all datasets. When looking the Multi-Feature classifier’s TPR on Single Query

Sessions, while significantly stronger than all the baselines, it is half that of RYSe’s.

Furthermore, the Multi-Feature classifier’s higher TPR on Sessions With Clicks comes

with the trade-off of incorrectly recognizing approximately 5% of our non-stereotype

users. This trade-off could have unforeseen consequences when applied in a real

world setting, such as requiring users who are not our stereotype to confirm that in

fact they are not the stereotypical 8-12 year old searcher and therefore once again

rely on direct feedback. The comparable TPR and lower TNR of the Multi-Feature

classifier on Sessions With Clicks, alongside the significantly lower TPR Multi-Feature

classifier has on Single Query Sessions emphasizes how RYSe, overall; outperforms

the Multi-Feature classifier.
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5.3 Impact of Session Length on Effectiveness

As RYSe is intended to automatically recognize users from their search behavior, we

emulate the context of automatically detecting a user during a search session. This

accomplished by examining the results of RYSe based on session length as defined

by number of queries. We investigate how RYSe and the Multi-Feature classifier

(chosen due to its distinction in being the strongest baseline) perform in identifying

our stereotype by examining the results of testing on Sessions With Clicks segmented

by session length (number of queries) as well as the results of testing on Single Query

Sessions. Doing so enables us to understand how much information we require from

a user in order to successfully recognize them and provides us with an in-depth look

at the performance of RYSe compared to the Multi-Feature classifier.

When looking at Table 5.5, we see that RYSe is better able to recognize our

stereotype from shorter sessions. When looking at the RYSe’s TNR, we see the

inverse; the longer the session the more likely RYSe is able to recognize the user

generating that session as not belonging to our stereotype. Even though the TPR

steadily decreases, and the TNR steadily increases, when looking at the overall results

we see these trends balanced out. This is likely due to the fact that approximately

two thirds of sessions we test on have a session length of two or less queries, which

means the results from those sessions carry more weight overall. Furthermore, we also

consider Table 5.4, which as mentioned before, shows RYSe is capable of recognizing

4 out of every 10 users who are our stereotype. In order to contextualize these results,

we will compare them to the top-performing baseline.

When examining the results found in Table 5.4 and Table 5.5, we observe that

RYSe has a higher TPR than the Multi-Feature classifier on sessions with 1 query
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(without and without clicks), comparable TPR on sessions with 2-3 queries with

clicks, and a significantly lower TPR on any sessions longer than that. However,

when looking at the confusion matrix behind the metrics, this translates to RYSe

recognizing approximately 30 less users (out of 1500) who belong to our target group

than the Multi-Feature classifier, making their results comparable with their differ-

ences being emphasized by the normalization of TPR. We also see that RYSe’s TNR

is significantly higher than Multi-Feature classifier’s on sessions of any length, which

hearkens back to the discussion of friction being added to the identification process

mentioned in the previous subsection. The upward trend of TNR and downward trend

of TPR on RYSe’s results also causes us to wonder what the impact of aggregating

features over a session has on recognizing the stereotypical 8-12 year old searcher. It

is possible that users who are not the stereotypical 8-12 year old searcher may have

relatively uniform search behaviour, especially in longer search sessions, while users

who are our stereotype may have less uniform behaviour that is harder to capture

when aggregated over longer sessions. Examining these sessions query by query

rather, than aggregating over sessions, could yield stronger results. The methodology

of considering query by query features may be a contributing factor in enabling the

Multi-Feature baseline to maintain a TPR over 70%. Furthermore, the Multi-Feature

baseline highlights how our stereotype can be recognized from their text, as this

classifier’s results are comparable to RYSe when looking at sessions with only one

query and clicks (the most common length of a session in Sessions With Clicks as

well as online [23]).

When looking at Table 5.4 however, RYSe recognizes approximately 46% of users

who are our stereotype, compared to the the Multi-Model Classifier which recognizes

approximately 22% of these users. These differing results of the Multi-feature classifier
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demonstrate that textual classification is not the most effective choice when attempt-

ing to recognize our target users at the start of their session. It bears to reason that

the earlier in a session our stereotype is detected, the faster the right resources and aid

can be provided by the platform they are using. This reasoning sets RYSe apart from

Multi-Model classifier, as it significantly outperforms this baseline on Single Query

Sessions, a dataset intended to emulate new sessions with one query and no clicks.

RYSe Multi-Feature Classifier

# Queries Acc TNR TPR # Queries Acc. TNR TPR

1 0.946 0.982 0.844 1 0.936 0.979 0.817
2 0.935 0.986 0.764 2* 0.923 0.962 0.794
3 0.946 0.992 0.731 3* 0.914 0.937 0.805
4 0.941 0.994 0.613 4* 0.901 0.929 0.727
5 0.954 0.996 0.616 5* 0.902 0.913 0.811
6+ 0.973 0.997 0.464 6+* 0.860 0.867 0.716
Overall 0.948 0.988 0.783 Overall* 0.915 0.943 0.807

Table 5.5: Performance evaluation of RYSe (results on the left) compared to Multi-
Feature Classifier (results on the right) on sessions of varying length. * indicates
statistical significance (p ≤ .05) in regards to RYSe results on sessions of the same
length.

5.4 Discussion

In this chapter, we have presented a number of experiments conducted to determine

the efficacy of RYSe detecting the stereotypical 8-12 year old searcher from displays

of skill inferred from their search behaviour. These experiments were performed over

two different datasets; one that simulates a variety of user styles and interactions

by primarily using rule-based labeling on an unlabeled data source (Sessions With

Clicks), and the other which draws on queries generated by users who are known
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to belong to our target group (Single Query Sessions). Given the nature of these

datasets, it is important to draw distinctions in performance based on the outcomes

of each experiment performed on them. Experiments performed in Section 5.1 on

Sessions With Clicks show that our stereotype can be recognized from displays of

skill indicative of users in P3, while experiments on Single Query Sessions shows that

our stereotype can be recognized from displays of skill indicative of users in DC1.

These differing datasets also highlight the importance of considering features that

point to both stages of development, showing that they are crucial in recognizing the

stereotypical 8-12 year old searcher throughout various parts of these user’s sessions.

Even though RYSe is comparable to the strongest baseline when recognizing our

stereotype on simulated data, RYSe does significantly outperforms that baseline when

detecting the stereotypical 8-12 year old searcher from a single query. With a TPR of

46% when testing on Single Query Sessions, compared to that of the Multi-Feature

classifier at 22%, demonstrates that RYSe can recognize our stereotype from displays

of skill found in a single query twice as effectively as the nearest baseline on this

dataset. The importance of RYSe’s efficacy when performing recognition on this

dataset is further amplified by the premise that detecting our stereotype early in

their session is important. This importance is two-fold. First, the earlier a user who

may require specific tools and resources can be recognized in their session, the earlier

a SE can respond to those needs. Second, if a user who needs these resources is only

detected after a few queries, there is no guarantee they will receive assistance, and

these users may terminate their search session due to frustration or confusion before

this recognition can occur.

Despite RYSe being more effective overall than the baselines, it is important to

highlight what can be learned from these adapted baselines. Search sessions generated
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by the stereotypical 8-12 year old searcher can provide enough text to recognize our

stereotype, whether through bag of word models or style and content based features.

As we mentioned previously, the Multi-Feature classifiers shows particular promise

when recognizing the stereotypical 8-12 year old searcher. What is notable about this

classifier is its use of topic-modeling, which leads us to wonder how this sort of feature

can be used to recognize indicators of skills displayed by our stereotype. Another

difference is how this baseline considers features based on concatenated queries, rather

than aggregating features over sessions. Both warrant further investigation.

Ultimately the experiments we have conducted show that our stereotype can

be recognized by displays of skill that indicate what stages of development these

users may be in. Furthermore, these users can be recognized early in their sessions,

significantly outperforming all the baselines on queries that emulate the start of a

search session (Single Query Sessions). While there is room for improvement, as

a proof of concept, these experiments demonstrate that RYSe can recognize the

stereotypical 8-12 year old searcher by displays of skill indicative of the stages of

development we expect these searchers to be in and that this recognition can occur

automatically.
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CHAPTER 6

CONCLUSIONS, LIMITATIONS, AND FUTURE WORK

In this thesis we introduce RYSe, a strategy designed to automatically detect the

stereotypical 8-12 year old searcher from their search behavior. RYSe does so by

examining text based features and session based features, as both are indicators of

skills that we expect the stereotypical 8-12 year old searcher to display based on

the stages of development that they are likely to be in. These features are then

utilized by a random forest classifier to recognize our stereotype. When looking at the

performance of RYSe, we see that our stereotype can in fact be identified by displays

of skills expected from someone in P3 and DC1. This recognition can occur from

a session in progress (as demonstrated by experiments performed on Sessions With

Clicks) or even at the start of a session (as demonstrated by experiments performed

on Single Query Sessions). Furthermore, the results of experiments performed on

these two datasets imply that RYSe can provide SE with a strategy that recognizes a

user’s on based on displays skill (rather than relying on age or grade), automatically.

While designing and developing RYSe, we did encounter some limitations. Though

our datasets are useful for performing experiments that enable us to establish the

efficacy of RYSe, due to the nature of labeling Sessions With Clicks, there are some

features we could not use when performing this recognition. Since session duration is

used for labeling, we are unable to use it when delineating our stereotype from other
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users. Furthermore, the AOL query log is already pre-processed, with punctuation

stripped out of most queries and text cast to lower case. We still consider these

features, but their sparsity in our largest dataset may affect the strength of the

signal that punctuation and casing carry. Finally, the Sessions With Clicks dataset is

limited to sessions with at least one click, meaning that only certain types of sessions

are captured by our labeling method. We manage to mitigate these limitations

by also using Single Query Sessions for assessment purposes, which contains the

particular type of session missing from Sessions With Clicks. Furthermore, Single

Query Sessions contains queries we are certain to be generated by users who are

our stereotype. However, we also acknowledge that the Single Query Sessions dataset

displays limitations. As described in Section 4.1.2, Single Query Sessions is comprised

of query samples from users who belong to our target group, as well as users who

are over the age of 18. It is worth noting, however, that SE interactions from an

important segment of users are missing not only from Single Query Sessions but also

Sessions With Clicks: the stereotypical 13-17 year old. We expect these users to have

the skill set closest to our stereotype and as such could be the most challenging to

distinguish from our target group. The fact that both datasets lack this segment of

users may impact the results of testing on these datasets, as there currently exists this

notable gap in expected displays of skill. Furthermore, both datasets lack granularity

beyond recognizing users who either are, or are not, our stereotype which can be

perceived as another limitation. While utilizing both datasets in our experiments

helps us to somewhat mitigate the limitations that we would otherwise encounter

when only using one or the other, we intend to further address these limitations

through a series of users studies. The first user study we propose will be designed

to generate a new dataset. We intend to capture user-SE interactions from a more
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granulated range of users: the stereotypical 8-12 year old searcher, the stereotypical

13-17 year old searcher, and users who are neither of those stereotypes. This will

address aforementioned limitations and at the same time open the door to future

research in recognizing new stereotypes. Building this new dataset allow us to apply

our own pre-processing, ensuring that the valuable information missing from, or used

to label, Sessions With Clicks can be explored in future experiments. The second user

study we intend to perform will be an online assessment of RYSe. This assessment

will allow us to perform a more in-depth analysis and evaluation than the offline

assessment presented in this work while also enabling us to analyze the efficacy of

RYSe recognizing the stereotypical 8-12 year old searcher in a real time environment.

Successful recognition of the stereotypical 8-12 year old searcher also lays the

foundation for exploring how SE can adjust their algorithmic support based on

recognizing users by their potential skills. SE for children can use RYSe to pro-

vide resources and aid based on establishing the skill sets of their recognized users.

This can entail curating results comprehensible to our target group, adjusting query

suggestions and snippets based on a user’s expected literacy, and even using spell

checkers designed to recognize spelling errors common to the stereotypical 8-12 year

old searcher. Commercial SE can also leverage RYSe to accomplish similar results,

while also potentially screening inappropriate content to users recognized as our

stereotype as well as enforcing COPPA standards. Finally, other researchers can

use RYSe as a foundational tool to recognize a specific segment of searchers when

researching and designing tools that address these user’s struggles, as the ability to

recognize our stereotype goes hand in hand with providing them with the aid that

they need.

While the scope of RYSe is the stereotypical 8-12 year old searcher, children are
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a wide group of individuals, with unique talents and abilities that extend past our

stereotype and onto children that exhibit traits from different stages of development.

Since RYSe demonstrates that our stereotype can be recognized by their displaying

skills associated with the stages of development we expect these users to be in, it

lays the foundation for recognizing other stereotypes that can also struggle with SE

use. This includes teenagers (13-17), as mentioned earlier; users younger than our

stereotype (8 and under), and users over the age of 65. All of these stereotypes

embody stages of development that will have an impact on search behavior.

While performing the experiment detailed in Section 5.2, we realized that beyond

aggregating feature values over sessions there also exists the potential for using query

by query based input to recognize the stereotypical 8-12 year old searcher as well.

While RYSe currently offers the groundwork for performing classification in order to

recognize the stereotypical 8-12 year old searcher, future research directions involve

considering strategies that can perform classification based on query by query input,

such as time series classification. There are a number of models that consider click-

through data in order to provide personalization which can potentially be adapted

to recognize our stereotype. As personalization relies on recognizing identifying

characteristics of users, there is the possibility that these strategies can provide

a starting point for potentially expanding our model to utilize time-series data to

recognize indicators of skill and improve RYSe’s overall efficacy. Furthermore there

are other features we could also consider that displayed promise when recognizing the

stereotypical 8-12 year old searcher, such as topic-modeling, and ones that remain

unexplored, like contextual features.

Even though it has been acknowledged that stages of development influence chil-

dren’s search behavior [22, 31], recognizing these users based on displaying skills be-
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longing to these stages remained unexplored. With RYSe, we demonstrate that when

categorized by a stereotype, young searchers can be recognized by displaying skills

dictated by the stages of development we expect them to be in. This discovery opens

the doors of research mentioned in the previous paragraphs such as: recognizing other

stereotypes, designing tools that more directly focus on aiding the stereotypical 8-12

year old searcher, and has implications that SE for children can tailor their response

to these users not based on age or grade but instead by automatically recognizing a

young searcher’s skill. Furthermore, RYSe stands as a proof of concept, harboring

the distinct possibility of further improving this strategy’s ability to recognize the

stereotypical 8-12 year old searcher by considering time-series classification as well as

content-based features.
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