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ABSTRACT

Privacy and its importance to society have been studied for centuries. While our

understanding and continued theory building to hypothesize how users make privacy

disclosure decisions has increased over time, the struggle to find a one-size solution

that satisfies the requirements of each individual remains unsolved. Depending on

culture, gender, age, and other situational factors, the concept of privacy and users’

expectations of how their privacy should be protected varies from person to person.

The goal of this dissertation is to design and develop tools and algorithms to sup-

port personal privacy management for end-users. The foundation of this research

is based on ensuring the appropriate flow of information based on a user’s unique

set of personalized rules, policies, and principles. This goal is achieved by building

a context-aware and user-centric privacy framework that applies insights from the

users’ privacy decision-making process, natural language processing (NLP), and for-

mal specification and verification techniques. We conducted a survey (N=401) based

on the theory of planned behavior (TPB) to measure the way users’ perceptions of

privacy factors and intent to disclose information are affected by three situational

factors embodied by hypothetical scenarios: information type, recipients’ role, and

trust source. To help build usable privacy tools, we developed multiple NLP models

based on novel architectures and ground truth datasets, that can precisely recognize

privacy disclosures through text by utilizing state-of-the-art semantic and syntactic

ix



analysis, the hidden pattern of sentence structure, tone of the author, and metadata

from the content. We also designed a methodology to formally model, validate, and

verify personalized privacy disclosure behavior based on the analysis of the users’ sit-

uational decision-making process. A robust model checking tool (UPPAAL) is used

to represent users’ self-reported privacy disclosure behavior by an extended form of

finite state automata (FSA). Further, reachability analysis is performed for the veri-

fication of privacy properties through computation tree logic (CTL) formulas. Most

importantly, we study the correctness, explainability, usability, and acceptance of the

proposed methodologies. This dissertation, through extensive amounts of experimen-

tal results, contributes several insights to the area of user-tailored privacy modeling

and personalized privacy systems.
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CHAPTER 1:

INTRODUCTION

The concern regarding users’ data privacy has reached an all-time high due to the

massive increase in communication platforms, social networking sites, and greater

users’ participation in online public discourse [115, 80]. Also, an increasing number

of people exchange their private information arbitrarily via various mediums without

knowing the risks and implications. In many cases, improper disclosure of sensitive in-

formation could be the root cause of privacy violation, and the negative consequences

of the disclosure could be immense [32]. However, the responsibility is mostly on the

user themselves to take control of what kind of information should be shared with

whom, when, and how [166]. Unfortunately, for an individual, it is quite cumbersome

and difficult to manage and control their information sharing activities because of the

complexities associated with the platforms [170]. Also, users’ decision to share their

private information, and the perceptions of risk that inform this decision, depend on

the individual and vary from situation to situation [68, 141, 81]. Therefore, ensuring

the appropriate flow of information based on the user’s unique set of personalized

rules, policies, and principles is the core topic of this dissertation.

In this chapter, we first introduce what is data privacy as per the scope of this dis-

sertation. Then we define privacy disclosure and talk about potential privacy threats

that are associated with it. Later, we discuss the situational privacy behavior of
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human beings and why the analysis and modeling of personalized behavior are essen-

tial for ensuring policy-governed appropriate flow of information. Then we discuss

the roles of the privacy verification engine and automated text analysis tool to help

archive this goal. Finally, we briefly represent a potential privacy management sys-

tem that integrates these components while depicting the overall significance of the

research.

1.1 Data Privacy

Privacy is an ancient concept concerning human values that could be “intruded upon”,

“invaded”, “violated”, “breached”, “lost”, and “diminished” [151]. Each of these

metaphors reflects a conception of privacy that can be found in one or more standard

models or theories of privacy. The seclusion and non-intrusion theory of privacy has

defined the user’s privacy as “the right to be left alone” or “being free from intrusion”

[163, 55]. In the information domain, privacy refers to the right of a person to monitor

and control the processing, exposition, and preservation of personal information [98].

Even though privacy varies from individual to individual and each user may have

different views of privacy, there is an imperfect societal consensus that certain in-

formation (e.g., personally identifiable information (PII), financial situation, health

condition, relationship issues) is more private than the others (e.g., public statements,

opinions, comments, reviews) [26]. White et al., for instance made an interesting dis-

tinction that certain types of information, when disclosed, can cause loss of privacy,

but other types of information, when disclosed, might just cause embarrassment [167].

Researchers have also intended to classify someone’s private information into two main

categories: objective (i.e., factual information such as age, sex, marital status, etc.)

and subjective (i.e., internal states of an individual such as interests, opinions, feel-
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ings, etc.) [156]. Unintended disclosure of such private information to inappropriate

recipients could lead to serious privacy threats. We talk about this issue in detail in

the following section.

1.2 Privacy Disclosure and Threats

As per the scope of this dissertation, we define privacy disclosure as an occurrence

when a piece of text which is usually a statement/expression from an author, discloses

someone’s private information/situation. In other words, we focus mostly on the

objective disclosure where users explicitly reveal someone’s privacy in terms of their

financial situation, health condition, relationship issues, etc. For example, a disclosure

happens when a user, through an email, text message, or a tweet, shares his/her

physical/mental health condition, diagnosis results, medication/drug they are taking,

or any diseases they got recently or in the past, etc. Another example of disclosure

could be when a user shares his/her economic situation, such as the financial crisis

he/she is going through, the profit he/she made recently, his/her investment details,

etc. We consider three types of such information as the domain of this research:

health, financial, and relationship.

That being said, recent advances in communication technologies such as messaging

applications, email services, online forums, and electronic social media have resulted

in privacy concerns about analogous information amongst users [151, 127]. This is

because an increasing number of people exchange their private information arbitrarily

with different types of recipients, without being aware of the risks and implications

[149]. Alongside, with the increasingly sophisticated and available technology, the

effectiveness of collecting, analyzing, exploiting vast amounts of user information by

service providers has also significantly increased [130]. For example, Rosenberg et
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al. claim that “the privacy policy” on various websites are generally ignored by users

unless they make the effort to truly understand what they are granting permission

to, and to whom they are giving their personal information. As a result, their control

over data privacy also continues to deteriorate [130].

In many cases, disclosure of someone’s sensitive information to inappropriate re-

cipients could cause serious privacy violations, and the negative consequences could

be immense [32]. A recent data scandal involving Facebook and Cambridge Ana-

lytica shows how personally identifiable information of up to 87 million Facebook

users influenced voter’s opinions [143, 61]. Likewise, millions of data breach incidents

are happening all over the world, and unfortunately, most of them get exposed in

public [146]. Therefore, user-centric targeted attacks by exploiting the victim’s per-

sonal information become a new genre of privacy threat in the present day [162].

It’s worth mentioning that the United States is the number one destination for such

user-centric targeted attacks based on some recent statistics [150]. Therefore, it is

quite evident that individual’s private information will always be reachable and at-

tainable to cyber-criminals regardless of the security level and privacy policy at the

recipients’ end. Hence, Rosenberg et al., uttered “the best and most effective way to

control the use of information, without interfering with the conduct of others, is to

prevent it from ever coming into others’ hands.” [130]. That being the case, users’

data privacy has become one of the major concerns of today’s world, and the require-

ments for user-centric privacy measures to help each individual protect their private

information have been researched extensively [24, 103, 139, 69]. However, to account

for privacy perceptions and preferences in user models and develop personalized pri-

vacy systems, we need to understand how users make privacy decisions in various
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situations[18, 133]. We briefly talk about this topic in the following section.

1.3 Situational Privacy Behavior

Users’ decisions to reveal their private information, as well as their risk perceptions,

differ depending on the situation [68, 141, 81]. Situations consist of various factors

such as the information type, recipient of the information, and the trust source be-

hind the motivation for sharing. Also, depending on culture, gender, age, and other

situational factors, the concept of privacy and users’ expectations of how their privacy

should be protected varies from person to person. Therefore, to understand, model,

and possibly predict human privacy behavior in various situated environments, it is

important to understand their privacy decision-making process.

In order to do that, there have been several factors and parameters documented to

influence users in their privacy decisions. The theory of planned behavior (TPB) [7],

an extension of the theory of reasoned action [158], is a behavioral theory that helps

modeling users’ perceptions and plans based on several influential factors. According

to this theory, people’s behavior is directly determined by their behavioral intentions.

These intentions are in turn influenced by their attitude (positive or negative evalua-

tion of the decision), perception of the subjective norms (generally expected behavior

in their social group), and perceived behavioral control (ease or difficulty to perform

the behavior). Also, the perceived behavioral control can, together with intention,

be used ‘to explain the actual behavior. However, most privacy research based on

this theory has either studied single situations or has considered a very limited set

of situational factors [60, 133]. As a result, understanding the characteristics and

impact of various situational factors on users’ privacy decisions is still an active area

of research. In this dissertation, we study users’ situational privacy decisions to bet-
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ter understand how users make privacy decisions in various situations and how the

situational factors have significant effects on users’ perceptions of privacy and inten-

tion to disclose private information. Results from this behavioral analysis contribute

several insights to the area of user-tailored privacy modeling and personalized pri-

vacy systems. In fact, we represent a privacy verification engine in this dissertation

to assist the users for better privacy practices which is based on the findings of our

situational privacy behavioral modeling. We briefly describe the verification engine

in the following section.

1.4 Policy-governed Flow of Information

Users’ data privacy must be assured not by restricting or preventing the sharing

activities but by ensuring the appropriate flow of information based on user-specific

rules, policies, and principles. A popular privacy management theory, known as

the theory of contextual integrity (CI) [16] also formulates users’ data privacy as

the appropriate flow of information. Based on this theory, the information sharing

activities should conform with the privacy policies of the user. This and other similar

theories and researchers have reached the consensus on requirements for user-tailored

privacy policies, preferably defined as mathematical expressions [166, 70, 140].

However, in practice, it is quite difficult for an individual to define, manage, and

control their information sharing preferences because different devices, applications,

and software require different privacy settings from users, and most importantly, they

are not designed to be personalized and easy to configure [170]. Existing method-

ologies and protocols intend to tackle this problem by employing techniques such as

access control policies [121, 138], machine-readable privacy policy languages [38, 10],

and formal methods [11, 23], etc. Still, most of the works attempt to frame the
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problem from a request’s perspective, which lacks the crucial involvement of the in-

formation owner, resulting in limited or no control of policy adjustment. Moreover,

very few of them take into consideration the aspect of personalization and explain-

ability, and ’their practical usability and acceptance remain an important challenge’

[90].

In this dissertation, we have presented a methodology to formally model, validate,

and verify personalized privacy policies based on finite state automata (FSA) and per-

form reachability analysis to verify privacy properties through computation tree logic

(CTL) formulas. The proposed methodology uses a model-checking based formalism

technique to check a set of privacy requirements against a new information-sharing

attempt, usually described as a CTL query. This step is achieved by exhaustively

searching a system’s state space to determine if a given query is satisfied or not, in

real-time. If the CTL query does not get satisfied, then the verification engine warns

users of a potential violation of their privacy rules. However, even before performing

the formal verification step, this engine requires essential inputs from another com-

ponent. In other words, when a user attempts to share private information in the

form of text data, a tool first decides whether or not that piece of text contains pri-

vate information. If it includes someone’s private information/situation, this action is

then parameterized (e.g., information type, recipient) and passed to the verification

engine. Therefore, in this dissertation, we represent custom models to detect privacy

disclosure through natural language processing. We discuss this component in the

following section.
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1.5 Analysis of Communication Data

Humans use natural language to communicate with each other in the form of text or

voice, which has a vibrant structure with different levels of ambiguities [28]. Despite

that, the first step towards building privacy systems is to develop a component that

can accurately detect users’ privacy disclosure through automated text analysis. Re-

searchers from the area of natural language processing have been intensively working

to develop different techniques for identifying privacy disclosure [134, 27, 2]. A wide

range of methodologies such as dictionary utilization, information theory, statisti-

cal models, and machine learning have been shown significant results in identifying

private information in textual data [31, 59, 27].

However, most of the existing methods solely rely on the existence of keywords in

the text and disregard the underlying meaning of the utterance in a specific context.

Hence, in some situations, these methods fail to detect disclosure or produced results

are missclassified. In the context of user-centric privacy systems, the task is more

crucial than just spotting sensitive keywords. Instead, this is about identifying the

actual occurrence of someone’s privacy disclosure that may happen through a piece of

text. In other words, considering the data subject, actors’ (sender, receiver) involve-

ment, sentiment, and grammatical structure to classify texts as a privacy disclosure.

Moreover, as we mentioned in the earlier section, it is essential to extract parame-

ters (e.g., information type, recipient) from the text data to generate and validate

the privacy properties. Therefore, to help build complete usable privacy tools, we

present multiple NLP models in this dissertation that can precisely recognize privacy

disclosures through text by utilizing semantic and syntactic analysis, hidden pattern

of sentence structure, tone of the author, and metadata content.
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1.6 Objectives and Contributions

The main goal of this research is to lay the foundation for developing personalized

privacy tools for the end-users of various communication platforms. The key contri-

butions are as follows:

• Objective 1: Analyzing and Modeling of User’s Situational Privacy

Decision-making Process

– How do people make the decision towards disclosing their privacy under

different circumstances, and what are some influential factors behind the

choice?

– How does this process could be explained by utilizing and extending the

theory of planned behavior (TPB)?

– How do users’ subjective perceptions of TBP constructs differ in different

informational situations?

– How do situational perceptions affect users’ intent to disclose information?

• Objective 2: Detecting Privacy Disclosure Occurrence through Nat-

ural Language Processing (NLP)

– Exploring the importance of semantic and syntactic representation of nat-

ural language text data.

– Utilizing transfer-learning, linguistics, and metadata to train deep-learning

models for precisely detecting privacy disclosure occurrences.

– Evaluating the performance of the models on human-annotated ground-

truth dataset.
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• Objective 3: Modeling of Personalized Privacy Disclosure Behavior

through Formal Method Approach

– Model-based analysis of personalized privacy disclosure behavior.

– Formulating personalized privacy policies

– Detecting and reasoning about unwanted disclosure behavior.

– Validating the proposed model-based approach and demonstrating its prac-

ticality.

1.7 Integration of the Research Objectives

As mentioned already, this dissertation consists of different modular research goals,

from understanding human behavior and their decision-making process, developing

text analysis models, and designing a formal method based verification engine. Al-

together, this dissertation lays the foundation for developing personalized privacy

tools while sharing extensive amounts of experimental results and contributing sev-

eral insights to the area of user-tailored privacy modeling and personalized privacy

systems. Figure 1.1 depicts the overall implications of the research while representing

the relationship among the research objectives.

A verification engine is the front-end tool of a potential privacy management sys-

tem that observes users’ privacy behavior and later assists them in maintaining good

privacy practices based on their rules and policies. This engine warns, budges, and

helps the user whenever a privacy-violating sharing action happens. This component

refers to research objective 3 in this dissertation. This component, however, relies

on the parameters and disclosure detection results from the text analyzer. In other

words, the verification engine needs to know whether the user is about to disclose
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their privacy by analyzing the text they want to share. This goal is achieved through

the work referred in research objective 2. Nevertheless, to allow the privacy manage-

ment system to be more personalized and behavior-oriented, it should be designed

and developed based on the privacy behavior of the user. Therefore, analyzing and

modeling the privacy behavior of humans is also very important, referring to research

objective 1 of this dissertation.

Figure 1.1: Integration of the Research Objectives.

1.8 Dissertation Outline

This dissertation starts by representing a detailed analysis of the effects of situational

factors on users’ privacy perceptions and plans in chapter 3. This is done by studying

users’ situational privacy decisions through a scenario-based survey with 401 partici-

pants, each responding to several of 48 different hypothetical scenarios. We perform a

path analysis to model participants’ privacy perceptions and plans, taking into consid-

eration their attitudinal evaluations on subjective norm, perceived behavioral control,

and attitude by manipulating three situational factors: information type, recipient

role, and trust source. The results from the analysis reveal how users make privacy

decisions in various situations, and how the situational factors have significant effects

on users’ perceptions of privacy factors and intention to disclose potentially private
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information.

Next, in chapters 4, 5, and 6, we represent the novel architectures of three different

NLP models and their evaluation reports on ground truth datasets that can precisely

recognize privacy disclosures through text by utilizing state-of-the-art semantic and

syntactic analysis, the hidden pattern of sentence structure, tone of the author, and

metadata from the content. Chapter 4 contains the detail of our first model that

applies off-the-shelf natural language processing tools to derive linguistic features such

as part-of-speech, syntactic dependencies, and entity relations. From these features,

a multi-channel convolutional neural network is trained as a classifier to identify

short texts that have privacy disclosures. Later in 5, an updated version of the

previous model is represented that takes into account the authorship and sentiment

(tone) of the content alongside the linguistic features and techniques. Eventually,

chapter 6 represents the detail of yet another multi-input, multi-output hybrid neural

network that utilizes transfer-learning, linguistics, and metadata to learn the hidden

patterns, and better classify disclosure/non-disclosure content in terms of the context

of situation. This chapter also includes the evaluation of this sophisticated model on

a human-annotated ground truth data-set. Each of the proposed models is considered

as the supporting plugin to help build usable privacy tools.

Chapter 7 represents a methodology to formally model, validate, and verify per-

sonalized privacy disclosure behavior based on the analysis of the user’s situational

decision-making process. In this chapter, by utilizing a model checking tool named

UPPAAL, users’ self-reported privacy disclosure behavior is represented by an ex-

tended form of finite state automata (FSA), and reachability analysis is performed

for the verification of privacy properties through computation tree logic (CTL) for-
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mulas. Chapter 8 contains the notable limitations of this work, following chapter 9

that summarizes the material presented in this dissertation, makes closing remarks,

and discusses future research directions.
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CHAPTER 2:

BACKGROUND AND RELATED WORK

Analyzing humans’ privacy behavior and the decision-making processes, building text

analysis models, and designing a formal method based verification engine are all part

of this dissertation’s objectives. Therefore, the literature review in this section is

further segmented into several sub-sections based on the research objectives. Section

2.1 briefly describes the study about analyzing users’ privacy-decision making process

and details associated related works. Then in section 2.2, we review the related

research works and state-of-the-art techniques for detecting privacy disclosure through

text analysis that refers to research objective 1. Later in this chapter, section 2.3

contains a brief literature review regarding different formalism techniques to model,

validate, and verify personalized privacy policies.

2.1 Analyzing and Modeling Users’ Situational

Privacy Decision-making Process

In this section, we first briefly introduce the theory of planned behavior which is the

basis of our analysis method for analyzing situational privacy behavior. In the follow-

ing subsections, we review the related research that uses this theory to model users’

privacy decision-making process. We also briefly review the research that models

users’ contextual privacy decisions.
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Attitude

Perceived Behavioral
Control

Subjective Norm Intention Behavior

Figure 2.1: Theory of planned behavior and its core components[7].

2.1.1 Theory of Planned Behavior (TPB)

According to the TPB, people’s behavior is directly determined by their behavioral

intentions, which are in turn influenced by their attitude, perception of the subjective

norms, and perceived behavioral control. Also, the perceived behavioural control can,

together with intention, be used to explain the actual behavior. In the literature

[18, 60] these constructs are defined as follows:

• Attitude (A) is defined by the positive or negative evaluation of the decision

(e.g., how well the participant understands the value of an action).

• Subjective norm (SN) is defined as a culturally appropriate and desired behavior

that is generally expected of a person with in his/her social group (e.g., how a

participant’s closest relatives act on similar situation).

• Perceived behavioral control (PBC) is defined by the perceived ease or difficulty

that the individual addresses to perform the behavior.

The theory states that these constructs or components together shape an individ-
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ual’s behavioral intentions. Thus, it provides a model to capture humans’ behavioral

intention (Figure 2.1). Theory of planned behavior is used in many research areas and

has demonstrated its effectiveness in predicting human behavior in various fields such

as privacy [60, 159], use of the internet [172], health [34], environmental psychology

[100], etc.

2.1.2 Modeling Users’ Privacy Decisions Using TPB

In spite of the dynamic nature of privacy behavior [68, 141] and the fact that pri-

vacy paradox shows that users’ intentions and attitudes may not always result in

privacy-protective behaviors [4], studies have used TPB to investigate and model

the most important factors that influence users’ privacy decision-making process [7].

Heirman et al. [60] analyzed the impact of the TPB factors (i.e., attitude, subjective

norm, perceived behavioral control) on the disclosure of private information through

a structured survey. A similar TPB-based approach was utilized by Saeri et al. to

investigate Facebook users’ privacy protection tendency based on descriptive norms,

risk, and trust [133]. Yao et al. extended the TPB to model users’ intention to adopt

an online privacy protection strategy [172]. Their analysis showed that “the intention

to adopt online privacy self-protection is a function of one’s attitude towards pro-

tective strategies, the subjective norm of adoption, and the perception of behavioral

control”. Lwin et al. combined Laufer and Wolfe’s multidimensional approach to

privacy [92], and an extended version of Ajzen’s theory of planned behavior [7] to

study the privacy behavior of online users [99]. They partially used a TPB inspired

conceptual framework to investigate the reasons behind users’ intention to disguise

their identities (i.e., private information). While TPB is normally used for grounding

designs and analyses related to any type of human behavior towards an action [159],
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researchers have successfully used TPB for in-depth analysis of privacy attitudes and

privacy behavior [62, 20, 25] with ample justifications [45].

All of the above-mentioned works have one common limitation: they assumed

the users’ privacy perceptions (TPB construct measures) to be stable and did not

take into account the potential impact of contextual factors. The way contextual

dimensions influence TPB remains underexplored.

2.1.3 Modeling Users’ Contextual Privacy Decisions

Many researchers have studied modeling users’ decision-making process in the context

of various types and recipients of the information. [83], while exploring the design

parameters of social network site’s privacy-settings UI (user interfaces), discovered

about how the type of information and their specific recipients have significant effect

on user’s sharing tendency. In their study participants were asked to set their privacy

settings on a custom made privacy settings UI of an imagined Facebook-like social

network site by indicating which of their profile information they would share with

whom. At the end of the study, they measured the users’ interpersonal privacy con-

cerns using a post-experimental questionnaire. In another user study, [84] validated

the primitive idea of users’ privacy calculus (i.e., costs vs benefits which measures the

benefits of privacy allowances and the resulting costs [46]) and how it led them to dis-

close different types of information to different types of websites in a purpose-specific

manner. They found that the perceived risk and perceived relevance of the disclosure

depends on the interaction between the type of the information and the type of the

website/recipient, and that this perceived risk and relevance decreases and increases

disclosure, respectively. While both studies show how the perceived relevance and

risk of the information—as well as the disclosure activity or intention—depend on the
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type and recipient of the information, neither of these studies takes into consideration

the impact of ephemeral situations (i.e., scenarios or contexts) on the participants’

behavior.

In a contextual setup, [95] investigated the relative effects of the information re-

cipient and the situation towards information disclosure. They conducted a study

with 130 participants by providing them with two hypothetical situations (working

lunch, social evening) and four inquirers/recipients (spouse, employer, stranger, mer-

chant). They asked each participant to imagine using a mobile phone which is capable

of collecting and sharing profile and location information to the requesting parties.

Through a web-based questionnaire, they analyzed the user’s preferences and found

that “identity of the information inquirer is a stronger determinant of privacy pref-

erences than is the situation in which the information is collected.” However, they

found that the situation is also an important determinant but only when the informa-

tion inquirer is an employer. Even though they incorporated scenarios and recipients’

roles in the study, the characteristics of the scenarios were unchanged and represent

only two static situations. In this regard, their contextual behavior analysis is lim-

ited to these two situations only. Nevertheless, the above-mentioned work and other

similar works have demonstrated the influence of various contextual factors on users’

privacy behavior [123, 120].

2.1.4 Representing Contexts with Scenarios

One way of contextualizing a survey is to introduce various scenarios to the partic-

ipants and ask them to respond to questionnaires linked to each of those scenarios

[95]. However, one challenge in this regard is to create proper scenarios with an

appropriate level of detail. Researchers from the area of the scenario-based surveys
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have introduced many different approaches to create hypothetical scenarios using

text, graphics, games, app interfaces, etc. [48, 89, 168, 174]. Among all of these,

text-based scenarios are preferred in the case of surveying the participants. A set of

methods have been well-established for the development of such scenarios, especially

in the privacy survey domain, such as the factorial method, storytelling method, and

claim analysis. The factorial method involves creating scenarios “based on a set of

predefined factors that describe all or a subset of possible combinations seen in a sit-

uation or decision problem” [22]. These factors could be socioeconomic, behavioral,

or clinical issues, defined as categorical variables with two or more levels. However,

the number of factors and their levels are subject to be decided carefully. Otherwise,

the number of combinations of factor categories increases very rapidly, which in turn

increases the total number of unique scenarios. On the other hand, the storytelling

method suggests creating a few illustrative scenarios, usually based on the experience

of the members of the research team. In our work, we adopt the former method to

create the scenarios while keeping the number of factors and their categories low.

2.2 Detecting Privacy Disclosure through

Natural Language Processing (NLP)

In this section, we review the research works from the area of natural language pro-

cessing and privacy that are focused on privacy disclosure detection [29, 67, 104, 13].

Traditional research carried out in this area mostly utilize lexicon based technique

to leverage the linguistic resources such as a privacy dictionary to automate the con-

tent analysis of privacy-related information. Existing automated content-analysis tool
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such as LIWC1 is used with a specific set of privacy dictionaries. Vasalou et al. sug-

gest such a method that utilizes a dictionary of individual keywords or phrases which

are previously assigned to one or more privacy domains [160]. To create the dictio-

nary, they sample from a wide range of privacy domains such as self-reported privacy

violations, health records, social network sites, children’s use of the Internet, etc.

However, their technique solely relies on the predetermined sensitive keywords/terms

which classify both a medical article (public) and someone’s medical condition (pri-

vate) as a private document. A similar approach was taken by Chakaravarthy et al.

for a document sanitization task, where they represent a scheme that detects sensitive

information using a database of entities [27]. The database contains different entities

i.e., persons, organizations, products, diseases, etc. Each entity is also associated

with a set of sensitive terms e.g., name, address, age, birth date, etc. Thus a set of

terms is considered as the context of the entity. For example, the context of a person

becomes his/her age, birth date, name, etc.

Researchers from the area of information theory leverage large corpus of words

along with computational linguistics to identify sensitive information in text docu-

ments [134]. Information theory provides the necessary formula2 for calculating the

sensitivity score, otherwise known as the IC (Information Content) score of every

term, based on the amount of information it contributes to a corpus. For example, in

a database of employees, a term such as handicapped carries more information than

the common terms such as job, manager, desk, office, etc. All such terms that exceed a

threshold score β are considered as sensitive3. One of the advantages of this technique

1Linguistic Inquiry and Word Count
2ICdatabase(t) = −log2 document counts(t)

total documents
3sensitivet = {ti ∈ document|ICdatabase(t) ≥ β}
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is that a finite collection of named entities is not required for the disclosure detection

to be successful. However, this approach suffers from the same limitation as to the

previous line of work. In other words, it does not consider any semantic information

other than merely relying on the appearance of sensitive keywords. Other popular

techniques such as Named Entity Recognition (NER), also known as entity chunking,

entity identification, or entity extraction have also been used by many researchers to

identify and classify private information in text documents [2]. This line of research

is based on the sub-task of information extraction technique that aims to identify

named entities (medical codes, time expressions, quantities, monetary values, etc.)

and classify them into predefined categories in an unstructured text. Modern NER

systems use linguistic grammar-based techniques, statistical models, machine learn-

ing, etc. Regardless of the underlying method, the NER based disclosure detection

techniques also lack the capability of properly inferring the meaning from a text that

could disclose someone’s private information if a specific named entity is not detected

(see examples 3 in Table 6.1).

Machine learning based techniques such as association rule mining [31], support

vector machines (SVM), random forests [156], boosted Naive Bayes, AdaBoost, latent

Dirichlet allocation (LDA), etc. have also been used to tackle similar tasks. Hart et al.

used a novel training strategy on top of SVM to classify text documents as either sen-

sitive or non-sensitive [59]. Caliskan et al. proposed a method for detecting whether

or not a given text contains private information by combining topic modeling, named

entity recognition, privacy ontology, sentiment analysis, and text normalization tech-

nique [26]. A combination of linguistic operations and machine learning is proposed

by Razavi et al. to detect health information disclosure [128]. They first compile a
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list of keywords related to a person’s health information, and then apply keyword

combinatorial web search. Alongside, they implement a machine learning layer to

detect and learn any possible latent semantic patterns in the annotated dataset. Mao

et al. studied privacy leaks on Twitter by automatically detecting vacation plans,

tweeting under the influence of alcohol, and revealing medical conditions [104]. As

the classifier model, they implemented two machine learning algorithms, Naive Bayes

and SVM, based on the TF-IDF (Term Frequency Inverse Document Frequency) fea-

ture space. Their main research goal was to analyze and characterize the tweets in

terms of who leaks the information and how. Therefore, in the paper, the focus was

less on the architecture and performance of the disclosure detection model.

Bak et al. applied a modified LDA based topic modeling technique for semi-

supervised classification of Twitter conversations that disclose private information

[14]. This technique is also based on the distributions of terms/keywords across

documents and corpus, which again does not consider word meaning inference. The

limitations of most of the above-mentioned techniques are based on the fact that

they solely rely on the existence of keywords and disregard word meaning inference

from the text. We observe through our experimentation that these limitations, in

some cases, result in missclassification. This is because, existence/lack of sensitive

terms/keywords in a piece of text does not always result in disclosure/non-disclosure

of private information.

In order to overcome these limitations, recent research works from the area of

NLP and privacy have considered utilizing semantic meaning along with lexical and

syntactic analysis, while designing and developing deep learning based models [110,

108, 157, 39]. Accordingly, there has been significant progress in the area of language
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modeling through training complex models on enormous amounts of unlabeled data

[161, 43]. All the tailored solutions are being outperformed by these generic mod-

els. Most importantly, the utilization of transfer learning and pre-trained models

has shed light on this area of research. Dadu et al. proposed a predictive ensemble

model by exploiting the fine-tuned contextualized word embedding, RoBERTa (Ro-

bustly Optimized BERT Approach) and ALBERT (A Lite version of BERT). The

authors generated a small labeled dataset, containing Reddit comments from casual

and confessional conversations. Through the ensemble implementation, they achieved

a 3% increment in the F1-score from the baseline model. Therefore, after considering

the importance of transfer-learning and also taking into account the significance of

linguistic features, we propose several multi-input hybrid neural network models that

utilize both transfer-learning and linguistics along with the metadata from the input

text.

2.3 Modeling of Personalized Privacy Disclosure

Behavior through Formal Method

Researchers from the field of privacy, decision-making, and personalization have shed

light on the area of behavior modeling. They have been exploring how the psy-

chological factors of humans relate to their concerns about their information privacy

[166, 3, 96]. Accordingly, many behavioral theories have been established and adopted

in the privacy management domain [7, 16, 58]. Theory of planned behavior (TPB)

tells that people’s behavior is directly determined by their behavioral intentions.

These intentions are in turn influenced by their attitude (positive or negative evalua-

tion of the decision), perception of the subjective norms (generally expected behavior



24

in their social group), and perceived behavioral control (ease or difficulty to perform

the behavior). The theory also states that these constructs together determine an

individual’s behavioral intentions and provide a model to capture humans’ decision-

making behavior. Therefore, researchers from various areas (e.g., privacy, use of the

internet, health, environmental psychology, etc.) have used TPB and demonstrated

its effectiveness in predicting human behavior in terms of privacy decision-making

[60, 159, 172, 34, 100].

Another privacy management theory that is relevant to our work is known as the

theory of contextual integrity (CI) [16]. In the CI theory, privacy is formulated as

an appropriate flow of information that conforms with the contextual informational

norms (i.e., rules governing the flow of information in CI format). An example of

a norm in the context of health could be: a husband usually shares his diagnosis

result with his family doctor, or his wife but not with his friends or on social media.

In this example, the husband is recognized as the data subject, and the sender, the

doctor or wife as the recipient of the information, health as the information type, and

the recipient will hold the information confidentially as the transmission principle.

Based on the theory of (CI) [16], privacy is violated if the information is shared or

transferred with friends or financial advisers, as they are not usually and explicitly

included as part of the ’allowed’ recipients of the information.

Consequently, many researchers have studied modeling users’ privacy decision-

making process in the context of various types and recipients of the information.

Knijnenburg et al. discovered how the type of the information and their recipients

have significant effect on user’s information disclosing tendency [83]. In their study

participants were asked to set their privacy settings on a custom-made privacy settings
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UI of an imagined Facebook-like social network site by indicating which of their

profile information they would share with whom. In another study [46], authors have

examined the idea of users’ privacy calculus (i.e., costs vs benefits) and how it led

the users to disclose their different types of private information to different types of

recipients (websites), in a purpose-specific fashion. Lederer et al. [95] investigated

the relative effects of different recipients and the situations towards users’ information

disclosure intention. By surveying 130 participants, given two hypothetical situations,

they found that situation is an important determinant and highly correlated with the

information recipient.

Despite the existence of many behavioral theories and analyses, only a handful of

works address the issue of personalized modeling of human behavior. Most impor-

tantly, a few of them acknowledge the issue of practical usability and application of

the derived models. Joshaghani et al. extends the concept of CI theory and provide

mathematical models that enable the creations and management of privacy norms by

individual users [70]. They propose and develop a custom formal verification tech-

nique that ensures privacy norms are enforced for every information sharing attempt

by the user. Similar to our transition system based formalism, Lu et al. proposed a

technique that translates the privacy specification or requirements of web services to

LTL formulas [98]. Then they create the privacy policy model by utilizing a privacy

interface automata (PIA) that transforms the messaging structure extracted from the

web service business process execution language into an automaton. Krishnan et al.

propose a semi-formal approach that enforces privacy requirements by leveraging the

role-based access control technique along with LTL formulas [88]. Grace et al. propose

a technique for modeling user-centric privacy management using labeled transition
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systems. The goal of this model is to compare the user’s privacy preferences with the

privacy policies of the cloud service provider [54]. Thus the users ’can be informed

of the privacy implications of the services and warned of potential privacy breaches.

However, they mentioned two limitations— i) the requirement of human intervention

for creating the initial model, ii) limited extensibility and scalability.

In our work, we address many of the above-mentioned limitations and open ques-

tions by representing personalized situational behavior, proposing a technique for

automatic translation of activities to FSM, demonstrating the practical usability,

and describing the scalability of this formal approach.
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CHAPTER 3:

PRIVACY AS A PLANNED BEHAVIOR:

EFFECTS OF SITUATIONAL FACTORS ON

PRIVACY PERCEPTIONS AND PLANS1

To account for privacy perceptions and preferences in user models and develop per-

sonalized privacy systems, we need to understand how users make privacy decisions in

various contexts. Existing studies of privacy perceptions and behavior focus on over-

all tendencies toward privacy, but few have examined the context-specific factors in

privacy decision-making. We conducted a survey on Mechanical Turk (N=401) based

on the theory of planned behavior (TPB) to measure the way users’ perceptions of

privacy factors and intent to disclose information are affected by three situational

factors embodied by hypothetical scenarios: information type, recipients’ role, and

trust source. Results showed a positive relationship between subjective norms and

perceived behavioral control, and between each of these and situational privacy atti-

tude; all three constructs are significantly positively associated with intent to disclose.

These findings also suggest that, situational factors predict participants’ privacy de-

cisions through their influence on the TPB constructs.

1Nuhil Mehdy, M. Ekstrand, B. Knijnenburg, H. Mehrpouyan, ”Privacy as a Planned Behavior:
Effects of Situational Factors on Privacy Perceptions and Plans,” 2021 29th Conference on User
Modeling, Adaptation and Personalization (UMAP 21), ACM
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3.1 Introduction

Users’ decision to share their personal information, and the perceptions of risk that

inform this decision, vary from situation to situation. Situations consist of various

factors such as the information type, recipient of the information, and the trust source

behind the motivation for sharing. Past research has not paid much attention to how

these factors can be used to model and predict users’ contextual privacy concerns

and decisions. This is an important shortcoming, as decision research suggests that

users’ privacy preferences are malleable rather than stable and that privacy behavior

may vary based on situational and contextual factors [68, 141, 81]. Moreover, an

individual’s privacy expectations depend on the contexts in which the user is sharing

information [111, 124, 108, 70].

In order to understand, model, and possibly predict human privacy behavior in

various situated environments, there have been several factors and parameters docu-

mented to influence users in their privacy decisions. The theory of planned behavior

(TPB) [7], an extension of the theory of reasoned action [158], is a behavioral theory

that helps modeling users’ perceptions and plans. However, most privacy research

based on this theory has either studied single situations, or has considered a very lim-

ited set of situational factors [60, 133]. As a result, understanding the characteristics

and impact of various situational factors on users’ privacy decisions is still an active

area of research.

In this work, we study users’ situational privacy decisions, through a scenario-

based survey with 401 participants, each responding to several of 48 different scenar-

ios. Each data point consists of responses to a set of questionnaires that measure

participants’ attitudinal evaluations of each scenario as well as their perceptions and
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intention to disclose private information under the specified situation. Alongside the

scenario-specific questions, participants responded to a set of general attitude ques-

tions to elicit their general attitude towards information disclosure. We perform a

path analysis to model participants’ privacy perceptions and plans, taking into consid-

eration their attitudinal evaluations on subjective norm, perceived behavioral control,

and attitude by manipulating three situational factors: information type, recipient

role, and trust source. The results from the analysis reveal how users make pri-

vacy decisions in various situations, and how the situational factors have significant

effects on users’ perceptions of privacy factors and intention to disclose potentially

private information. This paper is the first to our knowledge to combine the Theory

of Planned Behavior with a contextual approach to privacy modeling. This study

also contributes several insights to the area of user-tailored privacy modeling and

personalized privacy systems [81], through the following research questions:

1. How do users’ subjective perceptions of TBP constructs differ in different infor-

mational situations?

2. How do situational perceptions affect users’ intent to disclose information?

3. How do users’ situational perceptions and intents relate to their general privacy

attitudes?

3.2 Survey Methodology

The overall flow of our experiment can be divided into three main steps: i) recruit-

ment and consent ii) capturing scenario-specific perceptions and planned decisions

iii) general attitude survey (Figure 3.1). After consenting to the study, a participant



30

Recruitment 
and 

Consent Scenarios

Perceptions 
and 

Planned Decisions

General Attitude
Survey

Figure 3.1: Overview of the experimental flow.

is assigned a set of 8 random hypothetical scenarios and asked to respond to those

scenarios one after another. Each scenario gives the participant a situation in which

he/she must decide whether or not to share a piece of information. This incorporates

the situational factors on which participants might have a degree of reliance for their

perception and decision towards disclosure intention (see Section 3.2.1). A partici-

pant has to read a given scenario and respond to all of the corresponding questions

before proceeding to the next assigned scenario.

In the next step, the participant takes a short survey to capture their general

privacy attitudes independent of any particular scenario. This step is designed to

capture such perceptions that are assumed to be stable over time and do not usually

change based on any situation. There is another final step for collecting the demo-

graphic information of the participants, in which participants are asked to optionally

input their gender, age group, country of residence, and the duration of residence in

that country. It is worth mentioning that the presented scenarios are hypothetical;

none of the participants’ personally identifiable information is collected in any step

of the survey, explicitly or implicitly.

3.2.1 Factor Manipulation

We manipulate 3 situational factors in order to measure their effect on participant

response:



31

Information Type (IT) The general category information that may be disclosed.

Each scenario is about one of three categories: health, finance, or relationship.

Recipient’s Role (RR) The kind of recipient the information may be disclosed to,

with their relationship to the participant. We use four roles: family, friend,

colleague, and online (e.g., discussion forum).

Trust Source (TS) Where the idea of disclosing this information to this recipient

came from. We test four trust sources: family, friend, expert (e.g., physician or

financial adviser), and online (e.g., searching the web).

This choice of factors is partly inspired from the theory of contextual integrity (CI)

[118, 16]. The CI theory provides the ground of informational norm where, norm is

formulated as a tuple of access permission (ρ, τ), environmental conditions (ψ), and

transmission principle (η). Hence, a norm, n is represented as: n = ((ρ, τ), ψ, η)

where, n = Informational norm, ρ = Recipient’s Role, τ = Information type, η =

Transmission principle. These factors yield a total of 48 (3*4*4) unique situations.

Every situation and the associated questionnaire is intended to measure the situ-

ational privacy perceptions of the participant through 3 constructs: i) attitude ii)

subjective norm iii) perceived behavioral control

3.2.2 Scenario Generation

For each combination of situational factors, we wrote a scenario in which a trust

source encourages the participant to share information with a recipient. To minimize

extraneous variability, we made each scenario as similar as possible while presenting

the combination of factors in a natural and coherent manner. As an example, the

scenario for health as information type, friend as trust source, and family member as
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recipient’s role is:

Your doctor called and told you that your lab results came back positive

for a disease. One of your friends suggested discussing the situation with

a family member and asking their support, saying it could be helpful.

Changing the trust source from friend to family and recipient’s role from family to

online yields another scenario:

Your doctor called and told you that your lab results came back positive

for a disease. A family member suggested asking other patients and doc-

tors on an online discussion forum, saying they have found it helpful for

dealing with their similar condition.

In this study, the domains of the scenarios are health, finance, and relationship.

This means, we have generated 3 sets of scenarios for these three types of information.

Each of these sets contains 16 different scenarios (i.e., 4 RR x 4 TS values) resulting in

a total of 48 scenarios. For each scenario, the participants answered a set of questions

to measure their perception of TPB constructs in that scenario and indicated whether

or not they would share the information.

3.2.3 Scenario Randomization

As discussed earlier, every participant is assigned a set of 8 random scenarios with

associated questionnaires. To ensure a minimum level of variability within each user’s

situations (and therefore responses), we used rejection sampling to require that each

user’s 8 scenarios covered all 11 distinct factor levels at least once. Redrawing a

fresh, independent set of 8 scenarios if a user’s initial assignment excludes a level

ensures maximal statistical independence subject to our inclusion requirement. We
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further randomly order scenarios for each participant to avoid order effects. Also, we

implicitly account for the variability of judgements of the questions and scales across

the participants by setting random per-user intercepts while doing the analysis.

3.2.4 Testing the Experiment

We piloted the experiment and surveys with 6 colleagues from our research lab. Their

feedback helped fix issues in the survey application, user-experience/user-interface,

and clarity of the scenarios and questions. We then soft-launched the survey on Ama-

zon Mechanical Turk with an initial round of 10 participants to collect information

on the average time needed to complete the survey and estimate total survey cost.

3.2.5 Participants

We recruited the participants for the final survey via Amazon Mechanical Turk, an

online crowd-sourcing marketplace. We filtered for Workers from the USA with a

good reputation (i.e., at least 95% HIT approval rate and 50 hits approved) who are

at least 18 years old. We paid $2.00 per survey based on pilot trials indicating Turkers

could complete it in about 15 minutes.

3.2.6 Data Collection and Cleaning

We employed a number of filters to ensure the quality of the data. First of all, we

capture the time a participant spent on each scenario step and removed the data

points (i.e., responses associated with a specific scenario) from our analysis if the

spent time was too low (less than 15 seconds per scenario) to be realistic. Secondly,

we embedded attention check questions randomly in between survey questions on two

surveys per participant, and removed 9 data points for failing the attention check.

Since participation is anonymous and therefore a participant could potentially submit
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several responses, we restricted this incident by setting a browser cookie for 3 days

after a successful submission.

We converted the 5-point scale responses to TPB questions (ranging from Strongly

Disagree to Strongly Agree) into a numeric format (1 to 5). We represent the Share

and Not Share options for the final decision question in logical numeric form, 1 and

0. We dummy-coded categorical variables for the situational factors. We then com-

puted a standardized scale-score for each TPB construct by taking the mean of the

responses on its questions (see Section 3.3.2), after inverting negative questions, so

that 5 represents the opinion most in favor of sharing for each question.

3.3 TPB-Based Questionnaire and Path Model

As previewed in Section 2.1.1, we designed our survey to measure participants’ behav-

ioral intention and their situational perception of three constructs from TBP: attitude

(A), subjective norm (SN), and perceived behavioral control (PBC). We followed the

scenario-specific questionnaires with a short survey to assess participants’ general at-

titude towards privacy. We integrated the TPB constructs, manipulated factors, and

general privacy attitude into an initial path model shown in Figure 3.2. The col-

ors on the figure follow the convention of Knijnenburg et al.’s evaluation framework

[82], where purple = manipulations, green = subjective evaluations, red = personal

characteristics, and blue = behavior. We evaluate this path model through a causal

modeling technique called path analysis to determine if our causal model fits the sur-

vey data well. Note that path analysis is “not intended to discover causes but to shed

light on the tenability of the causal models that a researcher formulates” [125]. We

apply this technique to examine the relationships between the observed variables in

terms of the strength and direction of the path beta coefficients.
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Figure 3.2: The initial path model.

3.3.1 Model Specification

The dummy variables representing the three scenario parameters—information type,

recipient’s role, and trust source—comprised the exogenous variables (variables that

have arrows outbound from them and not caused by any other variables of the model

[147]) in the preliminary path model, together with general attitude. Trust source

was eliminated from the final model because of its non-significant association with

the TPB constructs. In our initial model, the exogenous variables were causally re-

lated to attitude, perceived behavioral control, and subjective norm, although some

of these relations (e.g., from information type to perceived behavioral control) were

removed due to a lack of significance. Relationships among attitude, perceived be-

havioral control, and subjective norm were also modeled. Finally, all variables were

causally related to disclosure intention, although only the attitude, perceived behav-

ioral control, and subjective norm were found to be significant. The final model has a
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total of 27 free parameters, and 28 fixed parameters whose values are estimated from

the data.

We fit the model with Mplus, a statistical analysis tool for conducting the analysis

as well as constructing the diagram of our path model [116].

3.3.2 Questionnaire

The survey contains two sets of questions - i) scenario specific questions (12 in total)

ii) general attitude questions (4 in total). The first set of 12 questions are repeated for

each of the 8 assigned scenarios to each participant. The second set of questions are

presented at the last step of the survey. The scenario-specific questionnaire is inspired

by [60], which operationalized the constructs in the theory of planned behavior [7].

The second set of questions is inspired by prominent privacy research [24, 3].

The following questions were asked once per scenario:

1. Attitude (Cronbach’s alpha: 0.68)

(a) I would benefit from sharing this situation. (Scale: Completely disagree

(1) to Completely agree (5))

(b) I am concerned about where this information would be stored or recorded

if I shared it with $recipient. (1-5, reversed)

(c) I do not expect any significant risks if I share this situation. (1-5)

(d) I have concerns about who will learn about this situation. (1-5, reversed)

2. Subjective Norm (Cronbach’s alpha: 0.79)

(a) I think my friends or family would share in this situation. (1-5)
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(b) A friend or family member would likely suggest that I disclose this situa-

tion. (1-5)

(c) My friends would approve of me disclosing this situation. (1-5)

(d) Some people in my life would disapprove if they knew I shared this situa-

tion. (1-5, removed from the scale)

3. Perceived Behavioral Control (Cronbach’s alpha: 0.66)

(a) I have control over how my information will be used after I share it in this

situation. (1-5)

(b) I trust the recipient of my information to honor my wishes if I ask them

to keep my situation a secret. (1-5, removed)

(c) Sharing this situation would put me at risk. (1-5)

4. Disclosure Intention

(a) What would you do in this scenario? (Scale: Not share (0) or Share (1))

The following questions were asked once per participant:

1. General Attitude (Cronbach’s alpha: 0.68)

(a) In general, I am concerned about threats to my personal privacy. (1-5,

reversed)

(b) I am generally concerned about my privacy while using the internet. (1-5,

reversed)

(c) I believe other people are too concerned about online privacy issues. (1-5,

removed)
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(d) I think I am more sensitive than others about the way my contacts handle

information I consider private. (1-5, reversed)

We performed Cronbach’s alpha test to measure the items’ scale reliability. Thus,

item (d) was removed from the subjective norm scale because of its negative effect on

the alpha score. We removed item (c) from perceived behavioral control, and item (c)

from general attitude because of the same reason. Items (b) and (d) in the attitude

scale were reversed while calculating their score because of their negative phrasing.

All items in the general attitude scale were reversed to align this factor with the

context-specific attitude.

3.4 Results

This section describes the path analysis results in detail. First, we talk about the

descriptive analysis and the quality of the model fit. Then we describe the direct

and indirect effects of the factors and constructs in subsequent sections. Figure 3.3

depicts our final path model.

3.4.1 Descriptive Statistics

Table 3.1 reports the demographic information of the participants. We share this

information not because these are relevant factors in this context but for those who

may attempt to reproduce these results with a similar setup. Figure 3.4 reports the

differences in attitude, subjective norm, perceived behavioral control, and disclosure

intention between the different value of the scenario parameters “information type”

and “recipient role”, including standard error bars. For example, we can see how

the participants perceive a higher level of behavioral control when the recipient is a

family member or friend than that of a colleague or online platform.
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Online: Baseline
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3

Figure 3.3: Path model results. Paths that are non-significant (p > .05)
are removed from the model.

Table 3.1: Demographic information of the participants.

Constructs Distribution

Gender Man: 252
Woman: 144
Not Answered: 3
Non Binary: 1
Woman,Man: 1

Age 18-30: 108
31-40: 148
41-50: 75
51-60: 49
60+: 19
Not Answered: 2
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3.4.2 Model Fit

Figure 3.3 depicts the final results of the path model analysis in detail. The model

fits the data very well with χ2
11 = 12.017, p = 0.3623, CFI = 1.0, TLI = 0.99,

SRMR = 0.008, RMSEA = 0.005, 90% CI = 0.000 to 0.020. A non-significant χ2

value (p > .05) is indicative of a path model that fits the data well [137]. Also, the

comparative fit index (CFI) and Tucker-Lewis index (TLI) values, which range from

0 to 1 show near-perfect scores. Moreover, the relationships in the model explain

38.4% (R2 = 0.384) of the variance in disclosure intention, 35.2% of the variance

in attitude, 6.5% of the variance in subjective norm, and 40.1% of the variance in

perceived behavioral control.

3.4.3 Effect of the Scenario Parameters on TPB Constructs

This section describes the significant effects of the scenario parameters (recipient role

and information type) on the TPB constructs (the privacy perceptions of the user).

These effects are measured by the paths from the purple (square) boxes to the green

(rectangular) ones in Figure 3.3.

1. The recipient’s role in the scenario has a significant influence on perception of

behavioral control. Compared to “people online”, participants are estimated to

perceive significantly more control when the recipient is a colleague (0.201 SD

higher), a family member (0.298 SD higher) or a friend (0.257 SD higher).

2. Likewise, the recipient’s role in the scenario has a significant influence on atti-

tude. Compared to “people online”, people are estimated to have significantly

more positive attitude toward disclosure when the recipient is a family member

(0.201 SD higher) or a friend (0.138 SD higher), but more negative attitude
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when the recipient is a colleague (0.113 SD lower).

3. The recipient’s role in the scenario has a significant influence on subjective

norm. Compared to “people online”, participants are estimated to believe that

individuals close to them would be more likely to agree with the scenario when

the recipient is a family member (0.327 SD higher) or a friend (0.256 SD higher),

but less when the recipient is a colleague (0.109 SD lower).

4. The information type in the scenario has a significant influence on subjective

norm. Compared to “relationship information”, participants are estimated to

believe that individuals close to them would be more likely to agree with the

scenario when the information type is health (0.202 SD higher) but less reliance

when the information type is finance (0.131 SD lower).

3.4.4 Effects between General Attitude and Situational Per-

ceptions

We now turn to the relationships between constructs, both situational TPB constructs

and the influence of general attitude on these constructs. The following effects refer

to the paths among the green (rectangular) boxes and between the red (rectangular)

box and the green ones in Figure 3.3.

1. The participants’ perceived subjective norm regarding the scenario is positively

associated with their perception of behavioral control. A 1 SD difference in sub-

jective norm results in an estimated 0.610 SD difference in perceived behavioral

control.
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2. Participants’ subjective norm is also positively associated with their attitude

towards disclosure. A 1 SD difference in subjective norm results in an estimated

0.301 SD difference in attitude.

3. The perception of behavioral control of the participants regarding the scenario

is positively associated with their attitude towards disclosure. A 1 SD difference

in perceived behavioral control results in an estimated 0.248 SD difference in

attitude.

4. The participants’ general attitude is positively associated with their situational

attitude towards disclosure. A 1 SD difference in general attitude results in an

estimated 0.320 SD difference in attitude.

5. General attitude is also negatively associated with perceived situational subjec-

tive norm. A 1 SD difference in general attitude results in an estimated -0.119

SD difference in perceived subjective norm.

3.4.5 Effects of Situational Perceptions on Disclosure Inten-

tion

This section briefly describes the significant effects between the situational TPB con-

structs (the privacy perceptions of the user) and users’ disclosure intention. The

following effects refer to the paths between the green (rectangular) boxes and the

blue (rectangular) one in Figure 3.3.

1. Participants who perceived a higher level of behavioral control were more likely

to engage in the disclosure described in the scenario. Particularly, the odds of
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disclosure of participants who have a 1 SD higher level of perceived behavioral

control are estimated to be 11.4% higher.

2. Participants who have a higher level of perceived subjective norm were more

likely to engage in the disclosure described in the scenario. Particularly, the

odds of disclosure of participants who have a 1 SD higher level of perceived

subjective norm are estimated to be 11.7% higher.

3. Participants who have a more positive attitude were more likely to engage in

the disclosure described in the scenario. Particularly, the odds of disclosure of

participants who have a 1 SD higher level of attitude are estimated to be 16.2%

higher.

Although not directly comparable, it’s worth mentioning a comparison with the

results from [60] in this section while showing the relationships between the TPB

constructs and disclosure intention. According to their analyses which take into ac-

count only the stable factors, an individual’s intent to disclose is influenced primarily

by a subjective norm and subsequently by attitude, not significantly by perceived

behavior control. In contrast, our study shows the order of significant influence of the

TPB constructs to disclosure intention as, attitude > subjective norm > perceived

behavioral control. It should be noted that in our study, the TPB constructs are

already affected by the situational factors.

3.4.6 Total Effects of the Scenario Parameter on Disclosure

Intention

All effects of scenario parameters on disclosure intention were fully mediated by per-

ception of TPB constructs—that is, after controlling for scenario effects through TPB
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constructs, there were no statistically significant residual effects of scenario param-

eters on disclosure intention. This section describes the total significant (indirect)

effects of the scenario parameters on the users’ disclosure intention. The following

effects do not refer to any direct paths between the purple (square) boxes and the

blue (rectangular) one in Figure 3.3. Rather, they refer to the paths from the leftmost

boxes to the rightmost box via the mediator rectangular boxes in between. These

total effects describe how users’ intention changes from one scenario to another; the

mediating TBP factors provide an explanation for why. The latter may help with

future generalizability.

1. With regard to the recipient’s role in the scenario, compared to the recipient

“people online”, the odds of disclosure were estimated to be 16.6% higher when

the recipient was a family member and 12.9% higher when the recipient was

a friend. Both of these differences were significant (p = 0.000 and p = 0.000,

respectively). There was no significant difference between the recipient “people

online” and a colleague.

2. With regard to the type of information, compared to relationship information,

the odds of disclosure were estimated to be 3.1% lower when the scenario in-

volved financial information and recipient was a family member and 5.1% higher

when the scenario involved health information. Both of these differences were

significant (p = 0.007 and p = 0.000, respectively).

3.5 Discussion

The results from our path analysis show how users make privacy decisions in various

situations: the situational factors have significant effects on users’ perceptions of pri-
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vacy factors, which in turn have an effect on their intention to disclose their private

information. Unlike most existing studies of privacy perceptions and behavior mod-

eling, we developed a set of unique scenarios by manipulating parameters to imitate

various situations and used a TPB-based model to introduce mediating factors that

explain the effects of these situational factors on participants’ disclosure intentions.

This situation-specific extension of the TPB fulfils our initial goal of understanding

users’ contextual privacy decision-making process.

This study reveals that the recipient’s role in the scenario has a significant influence

on peoples’ perception of behavioral control, their attitude, and subjective norm

(RQ1). People are estimated to perceive a higher level of behavioral control when

the recipient is a family member, a friend, or a colleague than when the recipient is

people online (e.g., social media, forum, etc.). Likewise, people are estimated to have

a more positive attitude toward disclosure when the recipient is a family member

or a friend than people online, but a less positive attitude when the recipient is a

colleague. Users’ subjective norm also shows similar order of perceptions. As a result

of these effects, people are more likely to disclose their information to friends and

family than to colleagues or people online.

The information type in the scenario also has significant influence on participants’

subjective norm. The model shows that people believe that individuals close to them

would be most likely to agree with the scenario when it involves health informa-

tion, followed by relationship information, and finally financial information. These

differences propagate to small differences in disclosure intentions as well.

The results from the analysis also show that participants’ perceived subjective

norm regarding the scenario is positively associated with their perception of behav-
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ioral control and attitude towards intention to disclose (RQ2). In other words, one

can make a hypothesis that when users perceive an expectation to share, they also

expect that sharing to be respected? Likewise, their perception of behavioral control

is a good predictor of their attitude. Moreover, from the results, we can see the posi-

tive effects of these three constructs on users’ disclosure intention. Users’ attitude has

the strongest effects on their disclosure intention relative to the other two constructs.

Participants with a higher level of positive attitude were more likely to engage in the

disclosure described in the scenario. Section 3.4.5 contains specific detail of these

effects. Additionally, our results reveal the significant influence of general attitude on

some TPB constructs (RQ3). Participants’ general attitude is positively associated

with their situational attitude towards disclosure. In contrast, general attitude is

negatively associated with perceived situational subjective norm.

Most importantly, our study demonstrates that the effects of the contextual pa-

rameters (the recipient’s role and information type) on the users’ disclosure intention

was fully mediated by participants’ attitude, subjective norm, and perceived be-

havioral control. As such, these TPB constructs serve as significant and sufficient

mediators explaining why users disclose more information in some scenarios than in

others. These findings contribute important insights to the area of user-tailored pri-

vacy modeling and personalized privacy systems by providing a quantitative analysis

of the privacy decision-making factors.

3.5.1 Limitations

Even though path analysis is often referred to as a causal inference technique [15],

readers should be advised that this model reveals the predictive properties between

the factors and constructs. These properties are measured in terms of path coeffi-
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cients. Therefore, our path analysis shows how the hypothesized model fits the survey

data which in turn aims to explain users’ privacy decision-making process. We also

acknowledge that we are only manipulating a few levels per factor in our study, and

there could be much more granularity in the information type, recipient’s role, and

trust source factor; future work should explore this. Additionally, since the results

reveal significant relationships between situational factors and disclosure intention,

we feel the necessity to integrate additional factors in future studies.

We also note that our scenarios had a hypothetical nature, and hence did not mea-

sure actual disclosure but rather users’ intention to disclose their private information.

This is a limitation that our work shares with many other privacy studies [172], espe-

cially in light of the “privacy paradox” which shows a discrepancy between disclosure

intentions and behaviors, as behaviors tend to be influenced by extraneous factors

like default settings and choice framing [9]. Arguably, though, the absence of such

extraneous influences makes users’ disclosure intentions a more honest representation

of their privacy preferences.

3.6 Conclusion

In this paper, we have presented the results of a scenario-based survey to understand

users’ situational privacy perceptions and disclosure intentions. These results con-

stitute a contextualized understanding of users’ privacy behaviors, connected to the

Theory of Planned Behavior, and provide new insights that can help build future

user-tailored privacy models. The impact of various situational factors on users’ pri-

vacy decision is still an active area of research; one particular need is more study of

the gap between users’ intention versus reported and actual behavior. In future work,

we plan to bridge the gap between intention and behavior by incorporating reported
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or actual behavior in the model. We also plan to evaluate the predictive power of

the current path analysis by surveying a new sample of users. Moreover, we plan to

increase the sample size significantly and employ machine learning based algorithms

along with the statistical approaches, as a means to compare various analysis methods

for explaining contextual privacy behavior. For now, we can advise the user-modeling

community to take the recipient and information type into account when modeling

users’ situation-specific privacy concerns, and to perhaps build these models not as a

uni-dimensional construct, but to include aspects of behavioral control, social norms,

and attitude, as suggested by the Theory of Planned Behavior.
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CHAPTER 4:

PRIVACY DISCLOSURES DETECTION IN

NATURAL-LANGUAGE TEXT THROUGH

LINGUISTICALLY-MOTIVATED ARTIFICIAL

NEURAL NETWORKS1

An increasing number of people are sharing information through text messages,

emails, and social media without proper privacy checks. In many situations, this

could lead to serious privacy threats. This paper presents a methodology for provid-

ing extra safety precautions without being intrusive to users. We have developed and

evaluated a model to help users take control of their shared information by automat-

ically identifying text (i.e., a sentence or a transcribed utterance) that might contain

personal or private disclosures. We apply off-the-shelf natural language processing

tools to derive linguistic features such as part-of-speech, syntactic dependencies, and

entity relations. From these features, we model and train a multichannel convolu-

tional neural network as a classifier to identify short texts that have personal, private

disclosures. We show how our model can notify users if a piece of text discloses per-

1Nuhil Mehdy, C. Kennington, H. Mehrpouyan, ”Privacy Disclosures Detection in Natural-
Language Text Through Linguistically-motivated Artificial Neural Network,” 2019 2nd EAI In-
ternational Conference on Security and Privacy in New Computing Environments (SPNCE 19)
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sonal or private information, and evaluate our approach in a binary classification task

with 93% accuracy on our own labeled dataset, and 86% on a dataset of ground truth.

Unlike document classification tasks in the area of natural language processing, our

framework is developed keeping the sentence-level context into consideration.

4.1 Introduction

In this era of global communication, individuals often share stories, news, and infor-

mation with each other. It is not easy for these users to keep track of what information

they have shared, whether or not that information was a private disclosure, and to

whom they shared that information. While the importance of user-centric privacy

management systems is widely studied [101, 102, 113], only some of these works are

concerned with real-time text analysis and identifying text that contains private infor-

mation. An important step in constructing an effective privacy management system

is to concentrate on identifying and discriminating private information from public

information.

For example, a very common medium of social communication between people is

messaging using text; e.g., email, SMS/text messages, chat, social media, etc. While

interacting, people sometimes disclose personal and sensitive information, uninten-

tionally. For example, a sentence, Let’s meet at the Joe’s Coffee Shop tonight at

seven is disclosing someone’s meeting place along with the time. Whether or not

these disclosures are intentional, it could potentially be an unwanted security threat

and cause for alarm–or for harm. This example illustrates a common problem in a

multitasking environment where users are simultaneously using in both public and

private communication mediums. Our approach serves as an automated privacy check

in these kinds of situations, warning individuals regarding risky communications in
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both private and public contexts. This framework could also be effective while pro-

cessing large amounts of off-line text documents. An example case study could be

filtering out all the privacy disclosures from a batch of documents that belongs to a

person before its disposal or archival.

Privacy concerns exist wherever personally identifiable information (e.g., name,

address, age) or other sensitive information (e.g., health, finance, mental status)

is involved [87]. Therefore, improper disclosure control can be the root cause for

many privacy issues and the negative consequences of disclosing information could be

immense [32]. A recent data scandal involving Facebook and Cambridge Analytica

shows how personally identifiable information of up to 87 million Facebook users

influenced voter opinions [143, 61].

The requirements for privacy measures to protect sensitive information about

organizations or individuals have been researched extensively [24, 103, 139, 69]. One

approach to protect the disclosure of private information is to detect them in textual

data. However, automating the process of classifying private information prior to

their disclosure is challenging [2]. One of the difficulties results from the volume of

textual data that would need to be processed, and further the automation process

is complicated even more by the number of real-time requirements that need to be

analyzed [6, 142]. Moreover, it remains a challenge to analyze and dissect the details

of private information from the text data due to the ambiguities that arise from

natural language [56].

In this paper, we identify a potential approach that brings this challenge within

reach: recognizing disclosures in a piece of text, which could be a short phrase (i.e.,

a sentence) within a longer content (i.e., a paragraph or document). Specifically, we
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focus on identifying whether or not sentences have disclosures in them. Our approach

enriches text data with linguistic features such as part-of-speech tags, syntactic depen-

dency parse information, and entity relation information using off-the-shelf language

processing tools. We then use these features to train a Convolutional Neural Network

(CNN) to learn a mapping from the features to a binary label: disclosure/non-

disclosure. This is a structured approach to train a machine learning model for

detecting privacy disclosures and then automating that knowledge to classify certain

types of privacy breaches.

The contributions of this paper can be summarized as follows-

• Sentence level privacy disclosure identification: While there exist similar

techniques for classifying an entire document as private (i.e., confidential) or

public, most of these approaches rely only on the existence of the privacy-

related keywords in a document regardless of their semantics. In this paper, we

consider detecting privacy disclosure at a sentence level, which is based on not

only the existence of privacy-related keywords (i.e., disclosure related entities)

but also on the valid grammatical structure of each sentence. This reduces false

positive results by verifying the construction of a statement.

• Disclosure Related Entity recognizer: A Disclosure-Related Entity Recog-

nizer (DRER) is developed by extending a trainable Named Entity Recognizer

(NER) model. The developed DRER is later utilized to prepare a unique la-

beled dataset as well as to provide tagged entities for learning word embedding

(i.e., similarities among disclosure related entities).
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• Case study and performance comparison: We represent a comparison of

the efficiency of different neural network architectures to detect privacy disclo-

sure. Further, the proposed framework was evaluated to other similar datasets

for a baseline comparison.

4.2 Methodology

In this paper, we leverage a multichannel convolutional deep neural network (DNN)

to utilize lexical and sentence-level features. Our model takes all of the word to-

kens, part-of-speech tags, and dependency parse tree information of a sentence as

input. First, lexical analyses are done at sentence-level. Then, the tokens are trans-

formed into word vectors by learning word embeddings. Later, these features are

concatenated to form the final feature vector. Finally, sentence-level structure, and

privacy-related keywords are learned using the convolutional approach.

In this paper, privacy-related keywords are defined as disclosure related entities

(DREs). These fall into the super set of all possible named entities (NE) but contex-

tually different (i.e., not all Named Entities are Disclosure Related Entities by our

definition). We develop a DRE recognizer by extending an off-the-shelf NE recognizer

tool to assist the proposed model.

Definition 1 (Disclosure Related Entities) - Let sentence S be a set of words,

S = {w1, w2, · · · , wn}. A word wi is considered to be a DRE if it indicates private

information such as the name of disease, amount of debt, location of meeting, time

of outing, etc.

However, dis-joined existence of such entities in any random part of a sentence

does not always prove the occurrence of a valid disclosure of private information (e.g.,
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My son nothing morning no sense makes spoofing not $100 dollars). A sentence has

to carry a reasonable meaning after being constructed by disclosure related entities

(DRE) (e.g., We are planing to leave for Paris on 31st December in early morning).

Moreover, non-machine learning methods seemed to perform well based on rules and

reference datasets, but they are not scalable and adaptable when the time comes

to analyze large amount of data. In order to overcome these challenges, this paper

employs a framework which is based on typical convolutional neural network with ex-

tended capabilities. It first looks for disclosure related entities in a sentence, retrieves

syntactic information, identifies grammatical validation, learns semantic information,

and then determines the occurrence of disclosure or non-disclosure of information.

4.2.1 Data

The proposed framework consists of a neural network model that requires labeled

data to learn patterns of disclosure and non-disclosure sentences from text data. Un-

fortunately, no particular data set with ground truth (i.e., set of sentences labeled as

disclosure/non-disclosure) is available so far to work with. Therefore, after collecting

textual data, we use a state-of-the-art Natural Language Processing (NLP) Toolkit

named Spacy [63] to conduct a preliminary labeling (i.e., labeling raw dataset for

training) of the dataset as well as to pre-process before feeding into the DNN model.

The left section of Figure 4.3 demonstrates the usage of the NLP Toolkit for both

data labeling and pre-processing; the following subsections describe the process in

detail.

4.2.2 Data Collection

In order to collect data from different domains, we consider online platforms where

people post reviews, ask questions, post tweets, and discuss from a first-person
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perspective. Online forums like medical, psychiatric, and relationship communities

mostly contain private information through users’ conversations. However, we also

wanted to see whether private information is disclosed by a user unintentionally in

public forums (e.g., Stackoverflow, Amazon). This is why we introduce domain di-

versity here to give the model more generalized data. We sampled the same number

of user posts from each domain, such as medical forums, social sites, food reviews,

place and service reviews etc. All of the domains are selected randomly. This is sum-

marized in Table 4.1. All the posts are written in the English language, and each of

them is comprised of 4 to 15 sentences. The average sentence length throughout the

whole data set is 9 words. As this research requires data that are related to privacy,

we carefully avoided any sensitive resource that could have caused privacy violation.

Anonymity has also been assured while collecting these data sets from reliable public

sources.

Table 4.1: Summary of data sources.

Source Amount of Posts

Medhelp Forum Posts [171] 3000
Amazon Product Reviews [41] 3000
Amazon Food Reviews [106] 3000
Hotel Reviews [40] 3000
Place of Interest Reviews [51] 3000
Psychriatic Forum Posts [114] 3000
Twitter Posts [122] 3000
Stack Overflow Questions [50] 3000

Total 24000

In each of the above-mentioned domains, people shared their views, feedback, or

comments in a set of sentences (i.e., a product review, a twitter status, a question

regarding health). Thus they expressed their overall opinions about a product, lo-
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Table 4.2: Example disclosure and non-disclosure sentences

Text Is Disclosure

1 I have been living in W Boise Avenue for last few months Yes
2 I got unexpected divorced after 2 years of relationship Yes
3 1 pound is equivalent to 1.41 dollars No
4 My company lost $1 million dollar revenue in last quarter Yes
5 Spending $100 dollars for a lunch in restaurant is too bad No
6 Our meeting will be at 3pm in the US Bank building Yes

7
Yesterday to garbage keywords am nothing Houston more
keywords

No

8 I got the Flu Yes

9
My son nothing morning no sense makes spoofing not
$100 dollars

No

10
We are planing to leave for Paris on 31st December
in early morning

Yes

11 Houston is a very populated city to live in No

cation, situation etc. Our focus is to analyze each piece of content, and evaluate

whether or not an individual is disclosing private information through any of the

sentences while expressing his pronouncements. Some examples of private disclosures

and public information can be found in Table 4.2.

4.2.3 Data Labeling

As mentioned above, no ready-made labeled dataset is found for our experiment

where various types of sentences are marked as discloser or non-discloser. Both the

privacy policy of available data sources and complexity in classification of such textual

data, might be the cause. Yet, this is the most important factor from the model’s

perspective which learns in a supervised fashion. So, our collected dataset is labeled

using an algorithm that is built upon the idea of rule-based approach used by [148,

160], and obeying the following definitions.
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Definition 2 (Disclosure Related Entity Type) - Each DRETf is a set of DREs

that belong to a type f , where f ∈ F = {Person, Location, Money, Health, Date,

Time, Interpersonal Relationship, Business Information}. Having D as an infinite

set of all possible DREs then

∀DREd ∈ D @ i, j ∈ F where i 6= j,DREd ∈ DRETi ∩DRETj

By applying an entity and relation extraction tool [63], we implemented the fol-

lowing formal definition of disclosure to classify the dataset:

Definition 3 (Disclosure) - Let sentence S be a set of words, S =

{w1, w2, · · · , wn}. S is disclosing if it satisfies the following condition:

∃wi, wj ∈ S where i 6= j, wi ∈ DRETPerson ∧ wj ∈
⋃
f∈F

DRETf

In order to label a sentence as disclosure (Definition 3), we examine the sentence.

If it contains one or more entities (i.e., mention of a person, place, location, etc.,

explained below) and if one of those entities is of type person, then it’s labeled as

disclosure. This is a simple, yet effective rule which allows us to label our data set with

disclosure/non-disclosure classes. A more structured guideline for manual labeling is

given below:

1. Start with an example sentence

(a) Look if that contains one or more DRE (by Definition 1) which falls into

the set of DRET (by Definition 2).
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(b) If Count of DRE > 1 AND at least one of the DREs is type of PERSON

go to Step 2 otherwise label it as a Nondisclosure sentence.

2. Is it a grammatically valid sentence?

(a) If YES go to Step 3 otherwise label it as a Nondisclosure sentence.

3. Label the sentence as Disclosure and return to step 1.

This produced 5000 disclosure sentences and 5000 non-disclosure sentences from

the collected dataset (Table 4.1), that yields proper labeled information with ground

truth. Human evaluation on the labeled examples (i.e., 20% of the data) was also

done for the verification of the applied techniques. We use this data to train our model

which we hypothesize will generalize to new data, that we show in our evaluation.

Although, those 24,000 posts contained more than 100,000 sentences, we picked only

those with disclosure related entities in it. Hence, the final quantity becomes lower

after eliminating most of the sentences with non-disclosure content.

At this stage of our work, we consider the following entity types while discriminat-

ing sentences with privacy disclosure: Person (e.g., I, He, Robert), Location (e.g.,

Starbucks, Airport, Main Street), Money (e.g., $100, 1 million), Date (e.g., Tomor-

row, 31st December), Time (e.g., 7pm, Evening), Interpersonal Relationships

(e.g., Married, Divorced), Health Information (e.g., Flu, Pregnant), and Business

Information (e.g., Revenue, Loss, Profit). It’s worth mentioning that the types

mentioned above are just a few from all possible categories that might be related to

privacy and security. The number of considerable categories could be extended or

reduced as per problem domain.
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4.2.4 Data Pre-processing

As can be seen from the examples in Table 4.2, many DREs (e.g., I, divorce, 3pm,

$100 dollar, Houston) can be used in both private disclosures and in public posts.

This makes the problem particularly challenging because we cannot simply rely on

the lexical items in the text; we have to consider the intent of the author of the

text, and somehow determine if the intent was for the text to be public (i.e., DRE

used in a public statement) or private (i.e., DRE used in personal context). To this

end, we do special tokenization and enrich our data with additional information using

linguistic details such as part-of-speech tags and syntactic dependency relations. We

make use of the NLP toolkit Spacy [63] for all of our data pre-processing. This tool

is also used for feature enrichment by creating synthetic features (e.g., dependency

tree, POS tags) out of existing features (i.e., word tokens, sentences).

Tokenization In many text-based natural language processing tasks, the text is

pre-processed by removing punctuation and stop words, leaving only the lexical items.

However, we found that the way people punctuate their texts helps give the clues as to

whether or not it is a valid private or public information. That is, we considered tokens

from an example sentence like Ok... I will meet you; tomorrow morning,, in-front of

the Coffee Shop!... :) are [“Ok”, “I”, “will”, “meet”, “you”, “tomorrow”, “morning”,

“,”, “in”, “front”, “of”, “the”, “Coffee”, “Shop”]. Therefore, we use the NLP Toolkit

to tokenize the sentences in a customized way that ignores redundant tokens such as

“,,”, “;”, “!”, “:)” but keeps the important ones. This step of considering all the

valid sequential tokens helps our model learn important arrangement of tokens for

validating relationships of entities. This is somewhat in contrast to other text analysis
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literature where clearing off all the punctuation tends to improve task performance.

However, keeping the punctuations showed better performance than removing them,

throughout our experiment.

Syntactic Structure Present linguistic theory, classifies certain formal properties

of language as “purely stylistic.” That is, two sentences can have different forms but

express the same meaning [132, 49]. For example, a sentence with the structure subject

verb direct-object preposition object is semantically equivalent to subject verb object

direct-object, though they are syntactically different. Also, as per our experiments,

dependency parse information, and parts of speech tags are two synthetic features

that improved the performance of the neural network model. This helps the model

to observe the common sequence of tokens as well as co-occurrence of dependency

tags. We use a Dependency Parser (DP) Toolkit [63] to extract the syntactic relation

information (which is different from, but in some ways similar to, entity relation

information). This allowed us to enrich our data with dependency parse information.

Parts-of-Speech Even though we use syntactic structure, we also include parts

of speech as a slightly less structured representation of the input text that is also

non-lexical. (We found, however, that including Parts-of-Speech did not dramatically

increase the performance of our model.)

Figure 4.1 shows an example of the linguistic feature enrichment for the example

sentence Me and Steve will meet you tonight for parts-of-speech (which appear below

the words) and the dependency parse tree. Figure 4.2 shows the entities with their

tagged entity types.

In summary, our data set is comprised of the original tokenized text enriched with
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Figure 4.1: Parts-of-speech and dependency parse tree of an example sen-
tence.

Figure 4.2: Recognized entities in an example sentence.

parts-of-speech, tagged entities, and syntactic information.

4.2.5 Model and Approach

Our model composes together multiple channels of a convolutional neural network to

perform the disclosure/non-disclosure classification task, where each channel refers to

different representations (i.e., word tokens, dependency parse tree, parts-of-speech

tags) of the same candidate piece of text. All the channels use similar hyper-

parameters (e.g., input/output dimension, activation function, dropout) applied to

them to keep computational consistency. Shared input layers are combined together

at the first stage of the neural network which is described in this section.

4.2.6 Neural Network Architecture

The primary task is a supervised optimization problem while minimizing the error of

classifying disclosure/non-disclosure sentences. An overview of our proposed frame-
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Figure 4.3: The bigger picture of the whole framework combining linguis-
tics and neural network stages.

work, along with the core model, is represented in Figure 4.3. We explain most of

the important constituents of the system below.

Word Embedding Layer Word embedding represents words as a dense vector

representation in high-dimensional space [35] [154, 73]. Unlike the typical bag-of-

words model, where words are represented as very sparse high-dimensional (e.g., 1-

hot) vectors, in word embeddings, words are represented by dense vectors where a

vector represents the projection of the word into a continuous vector space. The

most important benefit of utilizing word embedding is that the position of a word or

token within the vector space is learned from text and is based on the words that

surround the word where it is used. This is useful because words that have similar

semantic meanings are close (in terms of Euclidean distance) to each other; which is

more semantically useful than one-hot encodings, in which all words are semantically
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equidistant from each other.

In the proposed neural network architecture, we apply word-embedding as the first

layer of the model to learn embeddings through training. Specifically, three separate

embedding layers are used as the first hidden layer of each of the multichannel input

of the network. We prefer this technique of learning embeddings because we did not

observe better accuracy while using pre-trained word vectors like GloVe [112], rather

it caused computational overhead. Glove, for example, contains 800 billion of tokens

which in turn incorporate 800 billion of word vectors. On the other hand, these

embedding layers learn semantic relationships from DREs, words, and tags from our

data throughout the process. This is particularly crucial, as we apply embeddings not

just to words, but also to three types of derived linguistic features: parts-of-speech,

entities, and dependency parse, as explained in Section 4.2.1). We observed better

performance while implementing this approach.

Convolution Layer CNN is a neural network architecture which is useful in map-

ping ’togetherness’ of information (i.e., image of objects, sentence of tokens) onto

class labels. These are feed-forward neural networks that became popular in image

processing by work of LeCunn et al. [94]. While traditional CNNs used in image pro-

cessing are 2D, 1D CNNs can be successfully used for sequence processing [93, 86].

This is because, text data (e.g., a sentence of tokens) have a strong 1D (sequential) lo-

cality that can be successfully extracted by convolution. LSTM neural network seems

a good fit for this task in the first place, these networks are more computationally

intensive than CNN-based networks. In this work, sequences of tokens in-between

entities is observed deeply by utilizing one-dimensional convolution with smaller ker-

nel for learning about valid syntactic structure among entities in a way where one or
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more entities are modifying other entities.

Another challenge that makes the problem of validating sentence structure difficult

is that the sequences (i.e., the input sentences and accompanying linguistic features)

can vary in length. Sequences could be short as 2-3 words in length or, as long as

8-10 words. It’s obvious that the model needs to learn the co-occurrence of tokens

or dependencies between symbols in the input sequence. Unlike two-dimensional

convolution in an image processing area which focuses on spatial visual structure, a

one-dimensional convolution suits perfectly in this approach for looking into sentences.

As with the word embedding layers, there is a convolution layer for each channel–one

for each linguistic feature type.

Following each convolution layer, we introduce a dropout layer, a pooling layer

and, a flatten layer before going into the concatenation layer where inputs from dif-

ferent channels are merged.

Concatenation In this layer, the three channels are brought together. Our final

goal is a single, composed neural network that uses the three linguistic feature types

then performs a single binary classification task. Concatenation is the simplest form

of bringing these different channels together by simply representing the output layer

of the respective CNNs from each channel as a single input into the following layer.

Fully Connected Layer After concatenation, we apply several densely connected

network layers. These hidden layers are comprised of one hundred neurons in the

input, then ten neurons in the hidden layer and, finally an output neuron for binary

classification at the end. We implemented the well-known Rectified Linear Unit
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(ReLU) neurons for the first two layers and Sigmoidal neuron in the output layer.2

Our final resulting model is depicted in Figure 4.3 where three separate channels

take in three different linguistic feature sequence types, each channel begins with an

embedding layer, followed by a CNN layer; those three layers are concatenated, then

a three-layer feed-forward network made up of dense layers (using standard ReLU

and sigmoid activations) outputs a distribution over a binary class.

In summary, the model is not only learning about the private information but also

learning about the correct grammatical structure of such sentences. We train it with

words themselves as well as with two other representations (i.e., parts of speech and

dependency tree) of the example sentences. This helps the machine learning model

to learn both privacy-related tokens and the pattern of a correct sentence.

4.3 Experiment

This section and the subsequent portions contain details about the experimental

environments and tools, along with the implementation of the proposed model in the

processed data set and results from an off-line evaluation.

4.3.1 Data Preprocessing

In the data pre-processing step, we applied Spacy [63] to derive the linguistic features

of each sentence. This tool comes with several features to analyze natural language

text. Parts of speech tagging, deriving syntactic structure, and tokenization are done

by this toolkit. The reasons behind selecting Spacy include - its trainable statistical

model (we trained its existing NER model), dependency parser, tokenizer, noun chunk

separator in a single toolkit. Two peer-reviewed papers in 2015 confirm that spaCy

2It is worth mentioning that we get little fluctuation in the accuracy value while changing the
number of neurons in these layers. It seems obvious because this layer might have needed more
neurons for better non-linearity understanding when it sees relatively more data.
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offers the fastest syntactic parser in the world and that its accuracy is within 1% of

the best available. It also contains a statistical entity recognition model in it, but does

not have an entity recognizer for more specific types in which we are interested, such

as Interpersonal Relationships, Health Information and, Business Information. The

default model identifies a variety of named and numeric entities, including companies,

locations, organizations and products, falling somewhat short of identifying some

additional entities according to our problem scope.

For example, out of the box, it can not identify flu as a disclosure-related entity,

whereas it should be identified as a Health Information type entity as a task of the

first step toward the whole disclosure recognition system. We were, however, able

to leverage Spacy’s model extension provisions [63], resulting in an extended entity

recognizer model that was trained to identify Interpersonal Relationships, Health

Information and, Business Information such as divorce, marriage, flu, cancer, fever,

loss, profit, etc. as valid recognizable entities. An annotator tool by Spacy called

Prodigy [145] is used to train the NER model further for identifying these new types

of entities. Prodigy has a loop model architecture by which it shows relevant keywords

based on the annotation of previous steps.

After this, text encoding is done using Keras [78]. At the end of integer encoding,

post padding with zeros is also done for all the sequences or sentences to a certain

value which is the maximum length of a sentence in the whole training data set. The

post padding is needed to make all the input sequences the same length, which is

required by the later neural network architecture.
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4.3.2 Neural Network Implementation

For implementing the word embeddings we use the Embedding layer of Keras [73] that

turns positive integers into dense vectors of fixed size [73]. As per its requirement, the

integer encoding of all text data is completed in the earlier stages. In the beginning,

the embedding layers are initialized with random weights and then learn embeddings

for all of the words in the training dataset.

For the Convolution layer, we use the Conv1D layer of Keras. To avoid the over-

fitting problem of this neural network, we applied 20 percent dropout rate after each

convolution layer using Dropout layer of Keras. This is a common practice which

means setting the values of 20% input units to 0 at each update during each iteration

of the training life cycle. A pooling layer is also added just after the dropout layer

by utilizing Pooling followed by a Flatten layer of Keras.

The Keras functional API provides some methods to define complex model struc-

ture such as multi-input and or multi-output models that best suits our case. The

concatenate method of Keras takes all the output vectors from the convolution lay-

ers and merges them into a single vector which then acts as the input to the later

fully connected layers [74].

4.3.3 Model Hyper Parameters

This section describes all the needed model hyper-parameters and the intuition behind

the selection of those parameters and associated values. First of all, random seeding is

used for maintaining reproducibility while experimenting with different architectural

values. For the Input layers that define the shape for each of the three multi-channel

inputs, are determined by the length of the longest sentence (by tokens).

In each of the three embedding layers, all the mandatory parameters are chosen as
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follows: input dimension is the vocabulary size and, output dimension that describes

the size of output vectors where words are embedded is 100 and increased to 200

while working with more than twenty thousand sentences.

Convolution layers are comprised of 32 filters with kernel size of 4, and relu as the

activation function, keeping all other parameters to default values as determined by

Keras. Some default parameters are worth mentioning such as, valid (no padding)

as padding type, 1 as the strides and dilation rate, zeros as bias initializers, with no

kernel regularization (regularizers allow to apply penalties on layer parameters during

optimization).

Pooling layers are responsible for the max pooling operations on the temporal data

which are comprised of 2 as pooling window and, strides for downscaling. This layer

uses valid as the padding type by default. To prepare the data for concatenation,

we flatten all the multi-channel inputs separately after the max pooling.

We use ReLU (Rectifier Linear Unit) as the activation function for all the neurons

in the dense hidden layers, whereas Sigmoid is used as the activation function in the

only neuron of the output layer where we get a probability value towards disclosure

or, non-disclosure. The model is trained using 50 epochs, with a batch size of 100.

4.3.4 Model Summary

A high-level summary of the multi-channel convolutional neural network goes as fol-

lows - each embedding layer produces 100-dimensional word embeddings, and con-

nected to the earlier input layers. Also, each of the convolution layers contains 32

filters with no padding. After the convolution, dropout layers and pooling layers are

employed. Later, three separate flatten layers are used. Eventually, a concatenation

layer merges all the input vectors into a single one, and forwards to the fully con-



70

nected layers. Finally, the output layer that contains a single neuron produces the

probability score for the desired binary classification.

4.3.5 Task and Procedure

Our task is a binary classification task of identifying whether a piece of short text

contains a personal disclosure or not. We compare our model (as described above)

to several other known classification models after the data pre-processing step (i.e.,

all models had the same inputs). The procedure of applying those models and their

outcomes are described below.

Simple Convolutional Neural Network A simple CNN with only word tok-

enization is first applied for identifying disclosure and non-disclosure events. This

simple network also uses a word embedding layer along with 32 filters with kernel size

of 3 by maintaining same padding for convolution, max pooling of 2, using binary

cross-entropy as loss function and, ReLU as the activation function. This network

serves as our baseline.

LSTM Recurrent Neural Network We also compare to a recurrent neural net-

work, LSTM, because LSTMs have been shown to produce good results in sequential

language processing tasks. We use a word embedding, LSTM (with 100 neurons),

and dropout (20%) layer.

CNN with LSTM Network We also compare to a combination of the CNN and

LSTM models as they are explained above. This allows the model to combine the

benefits of the sequential LSTM and filters from the CNN in a single model. The

data of this experiment contains one-dimensional spatial structure in the sequence of
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words in conversational text and the CNN (Convolutional Neural Network) tries to

pick out invariant features for disclosure and non-disclosure events. These learned

spatial features are then treated as sequences by the subsequent LSTM layer. This

combined neural network shows a very good improvement in accuracy but going

through an obvious computational overhead.

The Multichannel CNN Eventually, our proposed multichannel convolutional

neural network is applied for the classification of disclosure and non-disclosure sen-

tences by providing word tokens in one channel, dependency parse tree to another

channel, and parts of speech tags to the third channel. This is the final model we

integrate into the proposed framework (after the data simplification stage) because

of its ideal performance. It’s worth mentioning that, a multichannel LSTM recurrent

neural network was also applied for the classification of the data set, just like the

final multichannel CNN. This network also gets different data representations into

different channels but could not beat the final model. Even though, LSTM based

network seems best suit for learning patterns from sequential data, our convolutional

network makes best use of learning togetherness of tokens on the pre-processed data

and outperformed all of our other experimental models.

4.3.6 Metrics

Classification accuracy (Equation 4.1), F-Measure, and Receiver Operating Charac-

teristic (ROC) are used as the evaluation metrics. We consider these different types

of evaluation metrics because we take it as a binary classification task where accuracy,

precision, recall, and diagnostic ability of disclosure identification are equally impor-

tant. We use labeled data to train our model in a supervised fashion, and evaluation
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is also based on similarly labeled data-set (actually a split from the original data set

by 30%). The remaining 70% of data was used as the training and validation set,

containing 50% and 20% in each group, respectively.

Accuracy(ACC) =

∑
Truepositive+

∑
Truenegative∑

Totalpopulation
(4.1)

For observing the precision and recall of our final model, we consider F-Score as

per the following equation (Equation 4.2). We try to look at how precise our model is

while identifying disclosure sentences as well as its capability of pulling out disclosure

sentences as much as possible from the test data set.

F1 =
2

(TP+FN)
TP

+ TP+FP
TP

=
2TP

2TP + FP + FN
(4.2)

A ROC curve is used to evaluate the association of true positive rate against the

false positive rate to examine the sensitivity, and fall-out of the model. We also

calculate the AUC (area under curve) value of the ROC curve.

4.3.7 Results

For experimenting with different models to achieve a strong classification result, the

model variants described above with different architectures are applied in the same

data set. Each variant gets the same simplified and entity-marked data.

The simple convolutional neural network that uses only word tokenization shows

69.2% accuracy in identifying disclosure and non-disclosure occurrence. Simple LSTM

network shows 70.6%, and the combined neural network of convolution and LSTM

layers shows 74.1% of accuracy. The multi-channel LSTM neural network model

achieved 81% accuracy.
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Figure 4.4: Comparison among different models

Our proposed model that uses multi-channel inputs and convolution layers along

with word embeddings shows 93.72% accuracy on the data set of labeled disclosure

and non-disclosure sentences. Also, it shows significant learning improvement on the

amount of training data set. Figure 4.4 shows the comparison of accuracy among all

the experimented models along with the final proposed one. Accuracy is measured on

the test data that is basically a split of the whole data set and unseen to the model

while training.

The model shows 0.94 F-Score on disclosure label and, 0.93 on non-disclosure

with an overall weighted F-Score of 0.93. Figure 4.5 shows the ROC curve that is

generated as per the predicted labels and, true labels of the test data set. We find a

significantly large area under the curve that is 0.98 that clearly indicates the strength

of the classification model. The ROC curve tells us where we can reliably set the
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Figure 4.5: Receiver operating characteristic curve

model to disallow false negatives. It’s important to know because in this particular

task, the system should notify users about information disclosure in a lower threshold

(i.e., positive if prediction beyond 0.40) to be strict in information leakage.

These are overall positive results. They show that, despite a lack of large amounts

of labeled data, we can train a classifier that goes beyond simple keyword spotting

and uses linguistic features to determine if a text contains a disclosure or not with a

useful degree of accuracy.

Table 4.3 shows how we get different accuracy scores on the same data set based

on the effect of different input channels.

These results, however, are only applied to learning the automatically labeled data.

We further evaluate on 200 manually labeled data (i.e., English sentences which may



75

Table 4.3: Impact of using multichannel data.

Channel Accuracy %

Single Channel with Word Tokens 70.6
+ Dependency Parse Tree Information as Second Channel 87.4
+ Parts of Speech Tags as Third Channel 89.0
Multi-channel Input 93.7

or may not have the same characteristics required for our labeling rule, as described

above) yielded 86.4% accuracy in disclosure identification. This dataset of ground

truth was labeled by the human who had no idea about the working principle of

this model. Those were evaluated from the natural perspective of the human agents.

This experiment simulates one of the many possible case studies of the developed

disclosure identification system.

In order for the proposed framework to be integrated into a global solution for

the end users’ privacy management problem, a web browser extension is developed to

detect privacy disclosures as users are typing their text messages. The implementation

is based on a server-based request-response architecture. The client (i.e., Browser

Extension) captures user-side text and sends it to the server for classification where

the trained model is already deployed. If any sentence contains privacy disclosure

then the color of that text changes to red, as depicted in Figure 4.6. On the other

hand, as represented in Figure 4.7, the color of the text does not change, since no

disclosure is detected.

This implementation of the proposed framework is one of the many possible use

cases. It is also important to note that we recognize the limitation of the developed

tool, since sending personal data to a remote server for a classification purpose might

result in users’ privacy violation. For the future version of this tool, we will implement
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Figure 4.6: Information disclosure marked as red automatically by the
browser extension.

Figure 4.7: Non-private information keeps default color.
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an architecture based on a pre-trained model stored in the client side (e.g., Using

TensorflowJS). Source code of this implementation (i.e., the web browser extension

and the API server) along with other resources regarding this work are made available

for interested researchers 3.

4.4 Discussion and Analysis

For a baseline evaluation and assessment of the generalizability of the proposed frame-

work, a dataset that was created by Schrading et al. and Choudhury et al. [136, 42]

is utilized to detect privacy disclosures in Reddit users’ posts and comments. This

dataset was created mainly to analyze and study the dynamics of domestic abuse in

electronic social media (i.e., Reddit). This dataset is comprised of posts and comments

from Reddit users under several sub-reddits such as abuseinterrupted, domesticvio-

lence, survivorsofabuse, casualconversation, advice, anxiety, anger, relationships, and

relationship advice. All the posts and comments are labeled with one of the above

classes.

For the purpose of creating a comparable result, we divided the posts into two

classes of Disclosure or Non-disclosure. Submissions under the sub-reddits - abu-

seinterrupted, domesticviolence, suervivorsofabuse, and relationship are considered as

Disclosure class and casualconversation, and advice as Non-disclosure (Table 4.4).

With this new binary classification, the proposed framework was able to detect each

post or comment as a disclosure or non-disclosure with an accuracy of 95%.

Further analysis revealed that even if a post is labeled as an Abuse, not all the

sentences in the post represent the labeled class and that is the limitation of the work

by [136, 42]. However, the framework proposed in this paper is able to classify text at

3https://anonymous.4open.science/repository/3c84ab7b-02ce-4fd7-b982-f278d6f3c4f4/
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a sentence-level and provide a more detailed analysis. Therefore, in order to be able

to compare the result of our classifier with the work of [136, 42], we implemented a

rule that if at least 70% (i.e., 7 out of 10 sentences of a submission) of the sentences

of a post are classified as disclosure, then that entire post is classified as a disclosure.

The result of the classifier was assumed correct if that same post was classified as

abuse by [136, 42].

From all our experiments and the evaluation explained in this section, we have

been able to recognize that with considering each sentence as the unit piece of informa-

tion, the proposed framework faces some limitations while working on conversational

context. At the moment, discourse information that spans beyond sentences cannot

be handled in the way the system works. For example, a chat conversation like - :How

is your son? ..., :Bad ..., Got flu ... can mislead the whole system for identifying

both the disclosure and the actual nominal subject of this context. Whereas the un-

derstandable and rephrased version of the sentence is actually My son got the flu and

is certainly a disclosure. One possible workaround is to implement the exact same

procedures with an extended lookup window. For example, an information extraction

step can be implemented in a sliding window style where each window will contain

more than one phrase or utterance. Thus, it might be able to find the semantics, and

the dependency parse tree of the conversation.

Another limitation of this proposed system is related to incorrectly (i.e., gram-

matically) written sentences. People often do not care about sentence structure while

texting (which is more like speech than standard text) with close friends, and family

members. On the other hand, this system moderately depends on sentence structure,

specifically structure in-between entities.
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Table 4.4: Summary of the Reddit dataset.

Sub-reddit Class Quantity Target Class

abuseinterrupted Abuse 1653 Disclosure
domesticviolence Abuse 749 Disclosure
suervivorsofabuse Abuse 512 Disclosure
relationship Relationship 8201 Disclosure

Total - 11,115 -

casualconversation Not-abuse 7286 Nondisclosure
advice Not-abuse 5913 Nondisclosure

Total - 13,199 -

4.5 Conclusion and Future work

A practical model of privacy protection is in dire need by users in the era of social

networks that results in activities such as posting online, chatting, text messaging,

blogging, and playing online games, etc. Therefore, the development of algorithm and

tools that helps users to identifying privacy disclosure in textual data is important.

While many research studies in this area mainly focus on classifying textual data

as public or private at the document or paragraph level, only a few of those are

concerned with the privacy detection at the sentence-level analysis. Hence, these

approaches can not be used for managing privacy for users, and they are mostly

designed for the privacy protection of organizations and corporations.

To address this limitation, this paper proposes a privacy disclosure identification

framework, comprised of a neural network model with linguistics. The proposed

framework is capable of: I) detecting disclosure related entities more effectively by

utilizing natural language processing techniques rather than relying on random key-

words from an unbound set of tokens, II) conducting disclosure detection analysis
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only on sentences with correct subject-verb agreement to increase performance time.

For the proof of concept, we conducted several experiments, examining various

machine learning based algorithms (Figure 4.4) with the different types of data pre-

processing techniques, and parameter tunning approaches, while experimenting with

various neural network architectures. Throughout this process it was proven that

the entity-based evaluation, and enriching the input data with additional underlying

features helped improving the performance of the model. Convolution over the feature

vectors resulted in learning about the sentence structure as well as to overcome the

computational overhead.

The future work will concentrate on extending the number of Disclosure Related

Entity Types (DRET) to improve the disclosure detection process. Further, the pro-

posed framework will be made more intelligent to be able to infer from the text

analysis the interpersonal relationship (i.e., relationship among friends, family mem-

bers, colleagues, and public), the context in which the disclosure occurs, and the

timing of disclosure to provide an effective privacy management tools an algorithms

for users. In order to achieve this objective, inter-annotator agreement measures and

annotation guidelines will be used to ensure consistent annotations while developing

a generalized dataset that will include human annotation through crowdsourcing.
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CHAPTER 5:

A USER-CENTRIC AND SENTIMENT AWARE

PRIVACY-DISCLOSURE DETECTION

FRAMEWORK BASED ON MULTI-INPUT

NEURAL NETWORK1

Data and information privacy is a major concern of today’s world. More specifically,

users’ digital privacy has become one of the most important issues to deal with, as

advancements are being made in information sharing technology. An increasing num-

ber of users are sharing information through text messages, emails, and social media

without proper awareness of privacy threats and their consequences. One approach

to prevent the disclosure of private information is to identify them in a conversation

and warn the dispatcher before the conveyance happens between the sender and the

receiver. Another way of preventing information (sensitive) loss might be to ana-

lyze and sanitize a batch of offline documents when the data is already accumulated

somewhere. However, automating the process of identifying user-centric privacy dis-

closure in textual data is challenging. This is because the natural language has an

1Nuhil Mehdy, H. Mehrpouyan, ”A User-Centric and Sentiment Aware Privacy-Disclosure Detec-
tion Framework based on Multi-input Neural Network,” 2020 PrivateNLP @13th ACM International
WSDM Conference
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extremely rich form and structure with different levels of ambiguities. Therefore, we

inquire after a potential framework that could bring this challenge within reach by

precisely recognizing users’ privacy disclosures in a piece of text by taking into ac-

count - the authorship and sentiment (tone) of the content alongside the linguistic

features and techniques. The proposed framework is considered as the supporting

plugin to help text classification systems more accurately identify text that might

disclose the author’s personal or private information.

5.1 Introduction

Privacy is an ancient concept concerning human values that could be “intruded

upon”, “invaded”, “violated”, “breached”, “lost”, and “diminished”[151]. Each of

these analogies reflects a conception of privacy that can be found in one or more

standard models or theories of privacy. Users’ privacy has been defined as “the right

to be left alone” or being free from intrusion by the seclusion and non-intrusion

theory[163, 55]. Even though privacy varies from individual to individual and each

user may have different views of privacy, there is an imperfect societal consensus that

certain information (e.g., personal information, situation, condition, circumstance,

etc.) is more private than the others (e.g., public statements, opinion, comments,

etc.)[26].

Recent advances in communication technologies such as messaging applications

and social media [151] have resulted in privacy concerns [127] about analogous in-

formation amongst the users. In this era of digital communication, an increasing

number of users are sharing information through text messages, emails, and social

media without proper awareness of privacy threats and their consequences. Moreover,

in the context of the information society, historical documents of entities (e.g., peo-
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ple, organization) are needed to be made public and shared among authorities every

day [135]. In such cases, improper disclosure 2 of a user’s information could increase

his/her security/privacy vulnerabilities, and the negative consequences of disclosing

such information could be immense [32].

A recent data scandal involving Facebook and Cambridge Analytica reveals how

personally identifiable information of up to 87 million Facebook users influenced

voter’s opinions [143, 61]. Likewise, millions of data breach incidents are reported

all over the world, and unfortunately, most of them expose users’ personal data [146].

Therefore, user-centric targeted attacks by exploiting the victim’s Personally Identi-

fiable Information (PII) has become a new kind of privacy threat in the present-day

[162]. It’s worth mentioning that the United States is the number one destination

for such user-centric targeted attacks based on recent statistics [150]. That being

the case, users’ data privacy has become one of the major concerns of today’s world,

and the requirements for privacy measures to protect sensitive information about

individuals have been researched extensively [70, 71, 24, 103, 139, 69].

As part of this efforts, researchers in the area of Natural Language Processing

(NLP) have focused on developing techniques and methodologies to detect, classify,

and sanitize private information in textual data. However, most of these works tend

to solve these tasks by just detecting set of keywords, leveraging dictionaries of terms,

or applying regular expression patterns. These types of detection do not consider the

context and the relationship of the keywords in the text, therefore they result in a high

amount of false positive (e.g., a doctor’s article about a disease is considered public

and not private). However, it is considered sensitive and private when associated with

2In this work, disclosure is defined as revealing personally identifiable information (e.g., name,
address, age) or sensitive data (e.g., health, finance, and mental status) to others.
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other entities (e.g., a patient himself) in certain ways that yield different meaning and

actually reveals someone’s privacy. Therefore, its equally necessary to look into the

keywords, data subject (i.e., users), authorship, tone, and overall meaning of the

content before classifying it as privacy disclosure (Refer to Figure 5.1). While a few

of the recent works are concerned with disclosure detection techniques by considering

user-centric factors, most of them still omit other important decision-making factors

such as sentiment and authorship of the content. Therefore, this paper aims to review

the existing methodologies and techniques from the area of NLP and proposes a novel

disclosure identification framework by keeping the following factors in mind:

• Considering users-centric circumstances, tone, and authorship of con-

tent: content having - sensitive information but no data subject, sensitive key-

words but public ambience, analytical tone should not be classified as disclosure.

• Checking sentence coherence and grammatical structure: appearance

of random keywords, ambiguous and meaningless information, or invalid utter-

ances should not be classified as disclosure.

The rest of the paper is organized as follows: Section 5.2 describes the dataset

used in this paper. The methodology is described in detail in section 5.3. In addition,

the detail of the deep neural network architecture, data cleaning, pre-processing,

featurization, and the experiment is presented in section 5.4. Lastly, section 5.5

represents the experimental results following the conclusion.

5.1.1 Our Contribution

The limitations of the current studies are based on the fact that they solely rely on

the existence of keywords and neglect the sentence coherence, ignore grammatical
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Figure 5.1: Example of disclosure post, non-disclosure post, and highly
similar to disclosure but actually a non-disclosure post (from top to bottom
respectively).
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validation, and disregard meaning inference in a piece of content. It has been ad-

dressed that these limitations, in some cases, result in missclassification and could be

resolved by integrating parts-of-speech tags, dependency parse tree information, and

word embedding [109]. However, a novel approach is required to take into account

the emotional tone or sentiment of the users that are hidden in the textual contents.

For example, in Figure 5.1, the text from the red box is revealing someone’s pri-

vate (health) information (the patient has cancer), and the text from the green box

is about the Idaho state that represents some public ambiances. It’s quite easy to

distinguish these two pieces of texts based on the keyword spotting techniques [17].

However, in another example, the text from the yellow box (comment from a doctor

about cancer) has similar keywords as the patient’s post, in the red box, containing

valid word sequences and the presence of grammatical subjects (i.e., first person) with

references etc. This piece of text is definitely not revealing private health situation

(i.e., the doctor himself does not have cancer). Hence, it is quite challenging to distin-

guish between the types of contents without taking into consideration the sentiment

of the statements. To this end, this paper focuses on distinguishing highly similar

contents based on the users’ involvement, sentiment, authorship, and grammatical

structure to classify texts containing someone’s privacy disclosure. However, one of

the assumptions of this work is: the proposed model does not solve all the privacy and

security requirements of users by providing an entire threat model, rather it provides

a better NLP tool to be integrated into any comprehensive privacy framework.

5.2 Dataset

We collected 10,000 users’ (patients and doctors) posts from a public online health fo-

rum, based on the observation (inspired from the example of figure 5.1) that, patients’
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Figure 5.2: Bigger picture of the disclosure detection framework.

posts are somewhat disclosing their health status in that forum. Whereas, doctors’

comments on patients’ posts are highly similar content (having similar keywords and

syntactic representation) but usually do not disclose doctors’ health status (doctors’

do not have those diseases). Therefore, we labeled patients’ posts as disclosure (pri-

vate) and doctor’s comments as non-disclosure (public). For this paper, we crawled

5000 posts and 5000 comments and narrow down our privacy domain to health only.

The length of the posts and comments varies from 10 words to more than 100 words

comprised of several sentences.

5.3 Methodology

Combination of both linguistic operations and artificial neural network is the core of

our methodology. A bigger picture of the framework is depicted in Figure 5.2. In this

section, the data pre-processing, representation, and featurization steps are briefly

explained, following the detail of the neural network architecture.
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5.3.1 Featurization and Data Representation

As can be seen from the examples in Figure 5.1 many domain-specific keywords

can be used in both private and public posts. This makes the problem particularly

challenging because we cannot simply rely on the lexical items in the text; we have

to consider the intent of the author of the text, and somehow determine if the intent

was for the text to be public or private. To this end, we do custom tokenization and

enrich our data with additional information using linguistic details such as syntactic

dependency relations.

Tokenization In many text-based natural language processing tasks, the text is

pre-processed by removing punctuation and stop words, leaving only the lexical items.

However, we found that the way people punctuate their texts helps give clues as to

whether or not it is valid private or public information. Therefore, we use NLP

Toolkit to tokenize the sentences in a customized way that ignores redundant tokens

such as “,,”, “;–”, “!!!”, “:-)” but keeps the important ones such as “,”, “;”, “:”, “.”,

“he”, “the”,“in” etc. This step of considering all the valid sequential tokens helps our

model learn important arrangement of tokens for validating relationships of entities.

This is somewhat in contrast to other text analysis literature where clearing off all

the punctuation tends to improve task performance.

Syntactic Structure In the experiments, dependency-parse-tree information is

also utilized as additional underlying features that improved the performance of the

neural network model. This helps the model to observe the common sequence of to-

kens as well as co-occurrence of dependency tags. We use a Dependency Parser (DP)

Toolkit to extract the syntactic relation information (which is different from, but in
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some ways similar to, entity relation information). This allowed us to enrich our data

with dependency parse information.

Supplemental Features In addition to the features mentioned above, more user-

specific features or metadata are prepared and provided to the extended variant of

our models as supplemental input. Some of those auxiliary data are - i) number of

pronouns ii) emotional tone iii) number of negations found in the post etc. This

additional information are supposed to give the neural network model some distin-

guishable features about highly similar contents of different class.

5.3.2 Deep Neural Network Model

After doing all the necessary pre-processing steps, the data is then fed into a multi-

input deep neural network to learn the hidden patterns and features to distinguish

between texts having disclosure and non-disclosure occurrences. It takes lexical (word

tokens) features through one input, syntactical features (dependency parse tree in-

formation) through another input following a merging of those feature vectors. Later

these vectors additionally get merged with supplemental (auxiliary) inputs before

going through a further multi-layer perceptron stage. At the end of the deep neu-

ral network, a single neuron is used to provide the probability toward each of the

above-mentioned classes. More detail about the architecture is depicted in appendix

B.2.

5.4 Experiment

In the data pre-processing step, we apply Spacy [144] to perform the linguistic op-

erations on the text. The Keras functional API is utilized to create the multi-input

architecture [74]. For implementing word embeddings, we use its Embedding [73]
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layer where pre-trained word embedding (glove) is used with the trainable flag set

to true. In another input of the multi-input model, the same type of embedding

layer but without pre-trained vector, is used to learn the embedding space from the

dependency parse tree information. For the Convolution on the information of the

first input channel, we use the Conv1D layer [77] following a pooling layer just after

it.

In the other input of the model, a long short term memory (LSTM) layer is used

over the dependency parse tree information. The concatenate method of Keras then

takes the output vectors from the convolution layer and the LSTM layer and merges

them into a single vector which then acts as the input to the fully connected layers.

At this step, supplemental input, prepared by utilizing IBM Watson Tone Analyzer

[66] are added with the concatenated vector following another stage of dense layers.

Finally, a single neuron with sigmoid activation function outputs the probability

of each class with 0.5 as the cutoff value. As false negatives of the classifier may

bring dangerous consequences, it would be wise to lower this probability cutoff value

towards the negative class, depending on the usage of the model. The detail of the

hyperparameters is listed in appendix B.1.

5.5 Results

Prior to the experiment with the multi-input model, the classification task was ex-

amined using baseline models such as Naive Bayes classifier and simple convolutional

neural network. Figure 5.3 shows in detail the comparison of accuracy among all

the models along with the model which uses user-specific supplemental input. The

results show that, despite a lack of large amounts of labeled data, neural network

based classifier can be trained that goes beyond simple keyword spotting and uses
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linguistic features to determine if a text contains a disclosure or not with a useful

degree of accuracy. Moreover, it is observed that, integration of user-specific meta-

data to the models increases the classification accuracy, significantly (up to 97%).

However, the generalizability of the model has not been well evaluated because of

the lack of data set with similar characteristics (i.e., indistinguishable utterances yet

carrying different meaning).

Figure 5.3: Accuracy of the model as a binary classification.

5.6 Conclusion

A practical model of privacy disclosure detection is in dire need by users in this era

of social networks that result in activities such as online forum posting, emailing,

text messaging, etc. Accordingly, the development of algorithm and tools that helps

identifying privacy disclosure in textual data is important. While many of these

works in this area mainly focus on classifying textual data as public or private at the

document level by just spotting keywords, only a few of those are concerned with the

privacy detection, taking the users’ context into account.
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CHAPTER 6:

A MULTI-INPUT MULTI-OUTPUT

TRANSFORMER-BASED HYBRID NEURAL

NETWORK FOR MULTI-CLASS PRIVACY

DISCLOSURE DETECTION1

The concern regarding users’ data privacy has risen to its highest level due to the mas-

sive increase in communication platforms, social networking sites, and greater users’

participation in online public discourse. An increasing number of people exchange

private information via emails, text messages, and social media without being aware

of the risks and implications. Since a significant amount of data is shared in textual

form, researchers from the area of Natural Language Processing (NLP) have focused

on developing tools and techniques to detect, classify, and sanitize private information

in text data. However, most of the detection methods solely rely on the existence of

pre-identified keywords in the text and disregard the inference of underlying meaning

of the utterance in a specific context. Hence, in some situations, these tools and

algorithms fail to detect disclosure or the produced results are missclassified. In this

1Nuhil Mehdy, H. Mehrpouyan, ”A Multi-input Multi-output Transformer-based Hybrid Neu-
ral Network for Multi-class Privacy Disclosure Detection,” 2021 2nd International Conference on
Machine Learning Techniques and NLP (MLNLP 2021). (Pending Notification)
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paper, we propose a multi-input, multi-output hybrid neural network which utilizes

transfer-learning, linguistics, and metadata to learn the hidden patterns. Our goal

is to better classify disclosure/non-disclosure content in terms of the context of the

situation. We trained and evaluated our model on a human-annotated ground truth

data-set, containing a total of 5,400 tweets. The results show that the proposed model

was able to identify both the information type (health, finance, relationship) of the

tweets and disclosed contents with a valuable degree of accuracy (information type

99%, disclosure 76%) by jointly learning for two separate tasks.

6.1 Introduction

Over the years, with the increase in accessibility of the internet and growth of com-

munication platforms and social networking sites, user’s concern about their privacy

has also increased [115, 80]. In order to provide usable tools and algorithms for users

to manage the disclosure of their private information, many research has been car-

ried out [117]. Mostly focused on understanding how users are sharing their private

information through emails, text messages, and social media platforms and providing

them with a clear picture of privacy threats and consequences of information sharing

activities [108, 37].

Research in this area is especially important since the aggregated amount of per-

sonal information that individual shares could be exploited by the modern AI (artifi-

cial intelligence) techniques to gain meaningful insights on their private information

which could lead to serious privacy violations [64]. Wang et al. argue that user-specific

targeted attacks are becoming more common by exploiting the victim’s private infor-

mation [162]. Hence, the need to design and develop efficient tools and techniques to

protect individual’s privacy have resulted in researchers focusing on understanding
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the individual’s motive to disclose private information. [69, 103].

Since a significant amount of information is shared in textual form, researchers

from the area of natural language processing (NLP) have focused on developing

automated tools to detect, classify, and sanitize private information in text data

[134, 27, 2]. A usable privacy-disclosure detection tool is dependant on the under-

standing of what constitutes as private information and what defines a disclosure for

an individual user. Different information is considered as private or sensitive across

different domains of human lifestyle [29]. Researchers have also intended to classify

someone’s private information into two main categories: objective (i.e., factual infor-

mation such as age, sex, marital status, health condition, financial situation) and sub-

jective (i.e., internal states of an individual such as interests, opinions, feelings)[156].

As per the scope of this paper, we define privacy disclosure as an occurrence when a

piece of text, which is usually a statement/expression from an author, contains some-

one’s private information/situation. In other words, we focus mostly on the objective

disclosure where users explicitly reveal someone’s privacy. We consider three types of

information disclosure in this research work: health condition, financial situation, or

relationship issues. For example, a disclosure occurs when a user tweets about his/her

economic situation, i.e., the financial crisis he/she is going through, investment de-

tails, etc. Another example of disclosure could be when a patient tweets about his/her

own physical/mental health condition, diagnosis results, medication/drug he/she is

taking, etc. The intuition is similar for the Tweets that are about relationship issues.

Likewise, we define non-disclosure as an event when a piece of text is not disclosing

someone’s health condition, financial situation, or relationship issues. Examples of

non-disclosure information sharing activities are: when an activist tweets about the
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national/global financial crisis, observations about the stock market, tips and tricks

for the new investors, etc. Another example of non-disclosure could be when a doctor

tweets about a disease, its symptoms, health care advice, etc. Therefore, a usable

privacy disclosure tool is required to differentiate between public/private informa-

tion and overcome the difficulties associated with the natural language processing of

context-based textual data.

As part of this efforts, a wide range of proposed methodologies such as dictionary

utilization, information theory, statistical model, machine learning, and deep learning

have shown promising results in identifying privacy disclosure in text data [31, 59, 27].

However, most of the methods are based on the fact that they solely rely on the

existence of keywords/terms/phrases and disregard meaning inference from the text.

We observed through our experimentation that these limitations, in some cases, result

in missclassification. This is because the existence of sensitive keywords in a piece of

text does not always result in a user’s privacy disclosure (please refer to examples 4,5,6

in Table 6.1). Hence, we propose a novel and hybrid multi-input multi-output neural

network based model that overcomes the NLP challenges by precisely identifying

privacy disclosures through tweets by combining knowledge from pre-trained language

model, semantic analysis, linguistics, and the use of metadata. The multi-input,

multi-output model is able to identify both the information type (health, finance,

relationship) of the tweets and the disclosure occurrence by jointly learning for two

separate tasks. We also trained and evaluated our model on a human-annotated

ground truth dataset that contains a total of 5,400 tweets from anonymous users.

Thus, our model could be implemented in the practical and usable fields of data

privacy, information security, natural language processing, etc. A few of the notable
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contributions of this paper includes:

• Presenting a multi-input, multi-output hybrid neural network that utilizes pre-

trained language model, and still make use of traditional linguistics and struc-

tured metadata.

• Evaluating its multi-output capability that jointly learns for solving two sepa-

rate NLP tasks while utilizing a pre-trained language model.

• Sharing the model performance on a ground truth dataset for benchmarking.

The rest of the paper is organized as follows: Section 6.2 describes the dataset used

in this paper along with the detail of the data labeling strategy. The methodology,

data pre-processing, and feature engineering techniques are described in detail in

section 6.3. The detail of the deep neural network architecture is presented in section

6.4, following the experiments in 6.5. Lastly, section 6.6 represents the experimental

results following the conclusion.

6.2 Dataset

The deep learning based methodology proposed in this paper consists of a supervised

neural network model that requires labeled data to learn the patterns of the disclosure

and non-disclosure texts. There might be several reasons why no dataset is available

for this purpose in literature, i.e., the restricted access policies of such data sources

(e.g., emails, SMS, chat records), lack of privacy preserving research strategies, the

complexity associated with the data labeling technique, etc. Therefore, we collected,

and human-annotated a ground truth dataset that contains human expressions, com-

prised of multiple English sentences, through which their privacy might have been
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disclosed. The following two sections detail our data collection and data labeling

steps.

6.2.1 Data Collection

In order to collect diverse and user-centric data from different domains, we use the

online platform Twitter. People tend to prefer this platform to share their personal

opinions, perceptions, issues, and observations through tweets which are comprised

of a few sentences, hashtags, and emojis. We utilized Twitter search API [155] for

mining the required dataset following a set of cleaning and labeling processes. We

limited the data collection to those tweets that are written in the English language and

from anywhere in the world. This allows us to collect a generalized set of data written

in different styles. In addition, the data is limited to the tweets posted between the

year 2019 and 2021. The specific crawling dates in this range are randomly chosen by

the crawler for better sampling. Most importantly, we filtered out the tweets based

on a set of criteria such as i) tweets that contain any links, ii) retweets, iii) replies to

the tweets, iv) tweets that are from verified accounts, v) tweets that are posted by

bots.

A total of 45,000 tweets is collected from three different privacy domains i) health,

ii) finance, iii) relationship. The advanced search query strategies offered by the

Twitter API [155] allowed us to properly identify and collect the tweets from these

three categories. From these sets of tweets, we sampled a set of 6,000 random tweets

based on the stratification of these three information types, selecting 2000 tweets from

each category. This smaller subset of dataset is then used for human-annotation and

model training. In addition, we maintained the anonymity of the tweets by removing

all the metadata excepts the tweet’s date-time, tweet texts, and device-type used to
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Table 6.1: Example of disclosure and non-disclosure tweets (Samples are
taken from the set of 5,400 tweets).

No Text
Information
Type

Disclosure?

1

Ran into two ’mean girl’ ex friends today. They’re still mean. I was
having a bad mental health day too. But I’m choosing to look on it as
a lesson that I was right to cut them off. I was having doubts about
one of them. Not now.

Health Yes

2
stop calling me a homewrecker I’m simply breaking
up a relationship for my own personal gain RANBOO HELLO

Relationship Yes

3
We all 7311 Candidates who passed Beltron Deo 2019 2020 exam want
joining because our financial condition is so poor and all are workless.

Finance Yes

4

Financial abuse is so scary amp it’s very common. It’s why I always
discourage women from being transparent about their finances (he
doesn’t need to know about all your money) or merging finances with a
man and not having her own private accounts.

Finance No

5
Being self aware is sexy. Taking your mental health serious is sexy.
Loving yourself sexy. Pretty face and body fades eventually
but your mind will always keep developing and expanding.

Health No

6
Shout out the teachers who talked about their divorce and personal
problems and just passed us instead of teaching

Relationship No

post these tweets. Therefore, usernames, handles, permalinks, or tweet IDs remained

hidden from the human annotators. We also meet the Twitter Developer Agreement

and Policy 2 by conducting only non-commercial research on this dataset.

6.2.2 Data Labeling

In each of the collected tweets, people tend to share their personal issues, opinions,

perceptions, and advice, etc. It is observed that the authors intentionally or unin-

tentionally disclose their own or someone else’s private information such as health

condition, financial situation, or relationship issues through their tweets. Some ex-

amples of such privacy disclosure and non-disclosure tweets can be found in Table 6.1,

which are randomly sampled from the 6K dataset.

2You may use the Twitter API and Twitter Content to measure and analyze topics like spam,
abuse, or other platform health-related topics for non-commercial research purposes.
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We recruited human annotators from Amazon Mechanical Turk3, an online crowd-

sourcing marketplace to label all of the tweets as either disclosure or non-disclosure.

The detailed instructions along with a set of good and bad examples of labeling were

provided to assist the annotators to understand the task correctly. We specifically

guided them to follow the definitions of disclosure and non-disclosure. We limited

the selected annotators to the USA with a good reputation (i.e., at least 95% HIT4

approval rate) and those who are at least 18 years old. Each annotator was paid $.05

per tweet based on our pilot trials indicating workers could label each tweet within

30 seconds. It is worth mentioning that only the binary labeling of disclosure/non-

disclosure was completed by the human annotators. They were not asked to label the

information types, since we already assigned these labels as a bi-product while crawl-

ing the tweets using the advanced search query API of Twitter. Most importantly,

we employed 3 human annotators per tweet to decide whether or not that post is a

privacy disclosure. This enabled us to select the most voted label for the tweet as the

ground truth.

6.2.3 Data Augmentation

We discovered a moderate level of data imbalance after annotating the dataset. A

total of 807 tweets out of 2000 from the health category and 769 tweets out of 2000

from the finance category were labeled as disclosure class, whereas 799 tweets out

of 2000 from the relationship category were labeled as non-disclosure. Therefore,

we performed a data augmentation step to make the dataset balanced. First, we

randomly sampled the candidate tweets to be augmented from each category. We

3A crowd sourcing website for businesses and researchers to hire remotely located “crowdworkers”
to perform on-demand tasks such as surveys, data labeling, etc.

4Human Intelligence Task
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Table 6.2: Final dataset (balanced) for model training.

Info Type
# of Disclosure
Tweets

# of Non-
disclosure Tweets

Total

Health 900 900 1800
Finance 900 900 1800
Relationship 900 900 1800

Total 2700 2700 5400

sampled 93 disclosure tweets from the health category, 131 disclosure tweets from the

finance category, and 101 non-disclosure tweets from the relationship category. Then

we applied domain-specific paraphrasing and synonym replacement technique to these

tweets as our augmentation strategy. This simple yet effective approach of augmenting

text data has been recommended by researchers and proved to be useful for getting

generalized text data [164]. After the augmentation, we got 900 (800+93) disclosure

tweets for the health category, 900 (769+131) disclosure tweets from the finance

category, and 900 (799+101) non-disclosure tweets for the relationship category. On

the other hand, we re-sampled 900 non-disclosure tweets from the health category,

900 non-disclosure tweets from the finance category, and 900 disclosure tweets from

the relationship category. This resulted in a balanced dataset of 5,400 tweets where

each of health, finance, and relationship categories contained 900 disclosure and 900

non-disclosure tweets (Table 6.2).

6.3 Methodology

The neural network based model proposed in this paper adopts a transformer based

pre-trained model called BERT (Bidirectional Encoder Representations from Trans-

formers). We use this state-of-the-art pre-trained model to develop our custom multi-
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input multi-output model because i) it supports fine-tuning for custom NLP tasks

(transfer learning), ii) it is trained on a huge corpus of unlabeled texts (3,300 million

of words), ii) contains millions of parameters (110M), iv) supports parallelization for

hardware acceleration, etc. The following subsections further detail on this compo-

nent along with the data pre-processing and feature-engineering steps.

6.3.1 Data Preprocessing

As depicted in Table 6.1, both disclosure and non-disclosure tweets could contain

similar keywords, sentence structure, and other syntactic constructs. This makes the

classification problem particularly challenging, because we cannot simply rely on the

lexical items and obvious keywords in the text, like bag-of-word models. Rather, we

are required to discover the hidden patterns and infer the author’s intentions that

are embodied in the text, and to encode the underlying meaning expressed in the

text to better classify the disclosure/non-disclosure activities. Therefore, unlike the

traditional approaches that are mostly based on the bag-of-words technique, we kept

the punctuation and stop words in the text to preserve the syntactic structure. We use

NLP [63] to clean the tweets in a customized way that ignores noisy and redundant

tokens such as “,,”, “;–”, “!!!”, “:-)” and preserves the non-redundant ones such as

“,”, “;”, “:”, “.”, “he”, “the”, “in” etc. This is in contrast to the traditional approach

of text analysis that is based on removing all the punctuation. It is important to note

that we also removed Twitter-specific tokens such as , # and non-unicode special

characters which might have been added by the users’ device.

6.3.2 Feature Engineering

We performed feature engineering on the dataset to produce four new features which

then were fed into the neural network through its multiple input channels. Based on
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Figure 6.1: Dependency Parse Tree Information of a Sentence.

the Dependency Parse (DP) tree information of the texts, the underlying syntactic

relationship of the data was generated. Additional features, i.e., date and time of the

tweets, and the type of device that was used to post the tweets are also fed into the

network as metadata. Below we explain these new synthetic features in more details.

Syntactic Structure

Certain formal properties of the language, such as dependency parse tree information,

are known as “purely stylistic” by theoretical linguistics [132]. In other words, two

English sentences might have different syntactic forms but still express a similar

meaning or vice versa [49]. For example, (I suffered a lot in last few days) with the DP

structure nsubj ROOT det dobj prep amod amod pobj could be semantically equivalent

to another sentence (In last few days I suffered a lot) having the structure prep amod

amod pobj nsubj ROOT det npadvmod, though they are syntactically different. Figure

6.1 depicts the DP information of an example sentence where the DP tags are shown

on the edges. Along with the parts of the speech tags, these types of representation

of the language features enable the deep-learning based models to learn about the

sequential patterns of the sentence constructs along with the arrangements of the word

token themselves [110]. This helps the model. Hence, we used a natural language

toolkit [63] to extract the information to enrich the feature space of the dataset.
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6.3.3 Transfer Learning and Fine Tuning

Most of the NLP tasks such as text classification, machine translation, text generation,

language modeling, etc., are considered sequence modeling tasks. Typical machine

learning models such as bag-of-words, term-frequency inverse document-frequency,

and multi-layer perceptrons are not able to capture the sequential information pre-

sented in the text. Therefore, to capture this important piece of information, re-

searchers have introduced techniques such as recurrent neural network (RNN) and

long short-term memory based network. However, these types of neural networks

introduce new issues in terms of performance and efficiency. For the reason that both

RNN and LSTM based neural network takes one input (token in case of text se-

quence) at a time, they could not be parallelized. This makes the training operation,

time-consuming, especially while handling a large dataset.

This was the case until 2018, when Google introduced the transformer model,

which turned out to be groundbreaking [161]. It is mainly an attention mechanism

for learning contextual relations between words in the text (Figure 6.2). It also

introduced an architecture that supports parallelization and makes use of unlabeled

text data for training. In the following year, BERT has been introduced, which

makes use of the transformer architecture. It is a new language representation model

published by researchers from the Google AI Language team in 2018 [43]. Since then,

all the tailored solutions to various NLP tasks are being outperformed by this generic

transformer based model. Most importantly, BERT supports transfer-learning, which

allows us to develop domain-specific custom NLP models while utilizing the power

of transformer based pre-trained models. Transfer learning is pre-training a neural

network model on an informed task and then using the trained network as the basis



104

of a new purpose-specific model, otherwise known as fine-tuning [153]. Researchers

from the area of computer vision have already shown the significance of this technique

[53], and in recent years, they have been showing how a similar technique could be

useful in natural language tasks as well [131]. Figure 6.3 depicts an abstract view of

BERT’s pre-training and fine-tuning Procedures.

Therefore, we adopt the transfer-learning technique to design and develop our

hybrid multi-input multi-output neural network, which not only fine-tunes a pre-

trained model but also makes use of the linguistic pattern-learning and metadata

utilization. There are different ways of fine-tuning a model: i) the entire architecture

could be further trained on a new dataset which allows the model to update its pre-

trained weights ii) retraining only the higher layers while keeping the weights of initial

layers of the model frozen iii) keeping the all the layers of the model frozen, and add

one or more new neural network layers of our own, where only the weights of the new

layers will be updated during the training phase. In this paper, we utilize the last

technique where we import the pre-trained BERT model as a neural network layer

into our custom neural network architecture. This acts as one of the three main input

channels of our network. The other two input channels provide additional data to

the model that we detail in the following sections.

6.4 Neural Network Architecture

The architecture of the proposed neural network is divided into three main segments:

i) pre-trained BERT model ii) implementation of the linguistic features iii) integra-

tion of structured metadata. The output of this model consists of two different

branches: i) multi-class classification of information types ii) binary classification of

disclosure/non-disclosure information sharing transactions. Figure 6.4 depicts the ar-
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chitecture of the proposed multi-input, multi-output hybrid neural network. In the

following subsections, we describe each component of the model in detail.

6.4.1 Leveraging BERT

BERT model has two inputs: first from the word tokens, and second from the seg-

ment layer following their embedding layers. BERT has a vocabulary of 30,000 dis-

tinct tokens comprised of complete English words and word piece components (e.g.,

embedding for both play and ##ing to work with playing). These tokens are as-

sociated with an initial embedding space known as WordPiece embedding. The two

inputs are added and summed over a third embedding known as position embedding,

followed by the dropout layers and layer normalization. The resulting BERT model

contains 12 multi-headed self-attention layers (encoders), which are identical to each

other. BERT is trained on two NLP tasks: i) the Next Sentence Prediction (NSP),

ii) Masked Language Modeling (MLM). These two tasks are informally called fake

tasks. In other words, when the pre-training of BERT happens, the model learns the

language patterns while solving for these two given tasks. In the end, the trained

model is saved and used for further fine-tuning to solve specific NLP tasks, like one in

this paper (disclosure and information type classification). Please refer to the original

research paper for detailed implementation of the BERT’s architecture [43].

6.4.2 Inputs to the Proposed Network

As mentioned previously, we import the pre-trained BERT model as a layer into

the proposed neural network. Token-ids and attention-masks are fed into the model

through two input channels of the BERT layer. Token ids are the integer encoded

values for each of the tokens of the input text. Attention masks are supporting

vectors that enable BERT differentiate between the actual and padding tokens. We
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Figure 6.4: Bigger Picture of the Model

add a dropout layer after the BERT main layer as suggested by the literature [65].

In addition, a separate input channel was added to the proposed neural network

through which we fed the dependency parse tree information of the same input text.

This input path has its own embedding layer which gets learned during the training

process. Then we added an LSTM layer that learns the sequential information of

the dependency tags. The output of this LSTM layers is then concatenated with the

output of the dropout layer. At this stage, we employ the metadata to the neural

network through another input channel. This input takes the day of the week, hour of

the day, and device type information associated with each input text. A dense layer

is added to reduce the dimensionality caused by the encoding of these categorical

features. This dense layer uses rectified linear unit as its activation function. Finally,

we concatenated the output of this input channel with the output of the previous

concatenation operation (BERT’s output + DP output).
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6.4.3 Outputs from the Proposed Network

Since we aim to solve two parallel tasks through a single neural network model, there

are two separate output layers in the proposed model. In one output layer we add

three neurons that result in a probability distribution of the information type variable.

The predicted probabilities of an input text being any of the three classes: health,

finance, relationship are distributed among these three neurons. The neuron with

the heights probability wins and shows the information type of the input text. The

other output layer is comprised of a single neuron that calculates the probability of

the input text being either disclosure or non-disclosure. In other words, the model

jointly optimizes for a multi-class classification task and a binary-class classification

task. Therefore, we employ different loss functions for these two separate out layers.

The multi-class prediction layer uses categorical cross-entropy and the binary class

prediction layer uses binary cross-entropy with accuracy as the evaluation metrics.

6.5 Experiments

In this section, we describe the implementation detail of the proposed neural network

architecture along with the tools we used. We also talk about the optimizer, loss

functions, metrics, and a set of hyper-parameters in this section.

6.5.1 Tools and Libraries

We utilize the Huggingface’s Transformers package, which is an open-source natural

language processing library developed in Python programming language [169]. This

library lets developers import a wide range (32+ pre-trained models in 100+ lan-

guages) of transformer-based pre-trained models such as BERT, ALBERT, XLnet,

GPT-2, etc. It is also very easy to switch between different transformer based models
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through Huggingface Transformers. Most importantly, it supports interoperability

between PyTorch, TensorFlow, and other deep learning libraries. We use Tensorflow

that comes with Keras pre-built to architect the multi-input multi-output neural net-

work [1]. More specifically, we use the Keras functional API to create the neural

network architecture [74].

We make use of the TFBertModel module from the Transformers package which is

an interface to the Tensorflow library. We import the pre-trained BERT model called

bert-base-uncased using this module. This is a pre-trained model on the English

language, and it is uncased meaning it does not make a difference between the words

playing and Playing [44]. This specific base model consists of 110 million parameters.

The main layer of this pre-trained model is imported as a keras layer into our custom

architecture following a dropout layer. In the other input channel of our model,

an LSTM layer with tanh activation function is used over the dependency parse tree

information by utilizing the keras LSTM layer [75]. Before this layer, we use the keras

Embedding layer to learn the embedding of these dependency tags in a 16-dimensional

vector space [73]. The Keras concatenate method then takes the output from this

LSTM layer and the dropout layer from BERT to merge them into a single vector.

The final input into our custom neural network makes use of a keras Dense layer [72],

and its output is also gets concatenated with the other branch before going through

the final output layers.

For text pre-processing, we applied Spacy [63] to derive the dependency parse

tree information of each tweet. Spacy provides dependency parser, trainable models,

tokenizer, noun chunk separator, etc., in a single toolkit. It offers the fastest syntactic

parser in the world and its accuracy is within 1% of the best available natural language
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toolkit [30]. To perform the data augmentation step, we used another Spacy based

library called spaCy WordNet [129]. It is a custom component for using WordNet

and WordNet domains with spaCy which allows users to get synsets for a processed

token filtering by domain. Text encoding and padding for these tag based sequences

are done using Keras text to sequence and padding methods, respectively [78]. To

tokenize, pad, and prepare the raw texts for the BERT side input, we utilize the

BertTokenizerFast that comes with the Transformer package. This tokenizer converts

the raw texts into BERT compatible format such as adding special tokens ([CLS],

[SEP]), truncating longer sequences, returning token ids and attention masks, etc.

6.5.2 Optimizer, Loss, and Metrics

We use the Adam gradient descent algorithm as the optimization method for the

neural network. It is considered to be computationally efficient and has little mem-

ory requirement [79]. The separate output heads use two different logarithmic loss

functions: categorical cross-entropy for information type classification, and binary

cross-entropy for disclosure detection. The network uses accuracy as the optimiza-

tion metrics for both of the output heads which is evaluated by the model during

training and testing.

6.5.3 Hyper-parameters

In the case of fine-tuning based training, most of the hyper-parameters of the core

model itself stay the same. Therefore, we also retain the hyper-parameters of BERT

as it is. However, readers can refer to the BERT paper which gives specific suggestions

on the hyper-parameters that require further tuning. In this section we only describe

those hyper-parameters which we use for our custom neural network model.

First of all, we consider 55 (mode) as the maximum length of the input text se-
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quences. Since the tweets in the dataset are of varying length, we use truncation and

padding to make all the tweets have this same length. The first custom input that

takes the dependency parse tree information learns an embedding space of length

16 with a vocabulary size of 47. The subsequent LSTM layer is comprised of 32

units which is the dimensionality of its output space. This layer uses tanh as the

activation function with no dropout. All other parameters are kept default from the

keras implementation [75]. The Keras concatenate method takes the output from this

LSTM layer (32 dimensions) and the dropout layer from BERT (768 dimensions) to

merge them into a single vector of 800 dimensions. The other custom input chan-

nel (metadata input) uses a dense layer with 32 neurons and rectified linear unit as

their activation function which reduces its 149-dimensional input to 32. One of the

final output layers that classify the information type uses 3 neurons with softmax

activation. The other output that detects disclosure uses a single neuron with sig-

moid activation. Both of these output layers use truncated normal distribution as

the kernel initializers where the standard deviation is 0.02 for initializing all weight

matrices. This value comes as default from the standard implementation of BERT

by the Transformer library. The parameters for the Adam optimizer are chosen as

follows: learning rate = 5e− 04, epsilon (a small constant for numerical stability) =

1e− 08, clipnorm (gradient norm scaling) = 1.0. Other parameters of this optimizer

are kept as default from the Tensorflow implementation of it [76].

The whole dataset is split into a 90-10 ratio for training and testing respectively.

For the validation purpose, we kept 20% from the training dataset while the model

training process happens. Thus, 10% of the original dataset is used as test dataset

which was never shown to the model. We feed the input data to the model with
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a batch size of 64, and let the model train for 5 epochs. We achieved the best

performance from the model within this amount of iterations. It’s worth mentioning

that, all the above-mentioned hyper-parameters are chosen based on several trials

and outcomes.

6.5.4 Computing Resources

We used Google Colaboratory [52] as the experimentation platform which provided

an Nvidia Tesla T4 GPU with 16GB memory. It took 15 minutes on average to run

a complete training phase given the hyper-parameters that we mentioned already.

Since this platform provides virtual infrastructure and sometimes shares the resources

among the users, the reported time may vary.

6.6 Results

The results show that, by utilizing transfer learning and pre-trained language model,

a multi-input neural network based model can be trained that learns beyond simple

keyword spotting and utilizes linguistic features to classify whether or not a piece

of text contains a privacy disclosure with a useful degree of accuracy. Moreover,

through the experimentation, it is observed that, integration of metadata to the model

increases the performance noticeably (increasing the accuracy by 1.80%). Since our

dataset is balanced, we report receiver operating characteristic (ROC) curve, precision

5 and recall 6 score, f1-score 7, confusion matrix, and accuracy 8 score for both the

binary and multi-class classification task.

In table 6.3 and table 6.4, we describe the classification report for both infor-

5What fraction of predictions as a positive class were actually positive.
6What fraction of all positive samples were correctly predicted as positive.
7The harmonic mean (average) of the precision and recall.
8The fraction of the total samples that were correctly classified.
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Figure 6.5: Confusion matrix for information type classification.

Figure 6.6: Confusion matrix for disclosure classification.
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Table 6.3: Classification report for information types.

Precision Recall f1-score Support

Health 0.99 0.99 0.99 180
Finance 0.99 1.00 1.00 180

Relationship 1.00 0.99 0.99 180

Accuracy 0.99 540
Macro Avg. 0.99 0.99 0.99 540

Table 6.4: Classification report disclosure/non-disclosure.

Precision Recall f1-score Support

Disclosure 0.75 0.77 0.76 270
Non-disclosure 0.77 0.75 0.76 270

Accuracy 0.76 540
Macro Avg. 0.76 0.76 0.76 540

Figure 6.7: ROC curve for information type classification.
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Figure 6.8: ROC curve for disclosure classification.

mation type and disclosure detection respectively. As can be seen from these ta-

bles, the information type classifier achieves an impressive accuracy of 99%. The

disclosure/non-disclosure classifier reaches up to 76% which is 9% more than bag-of-

words and RNN based baseline models. We can also see a good recall score for the

binary classifier which depicts its capability to detect most of the disclosure texts. In

other words, 77% of all the disclosure texts have been identified successfully. Figure

6.5 depicts the confusion matrix for information type classification. It can be seen

that, only a few miss-classifications had occurred, especially when the information

type of the texts was Relationship. Likewise, figure 6.6 depicts the confusion matrix

for disclosure/non-disclosure classification. From this figure, we can see that the event

of miss-classifying non-disclosure texts as disclosure happened more than the event

of miss-classifying disclosure texts as non-disclosure. This insight is also supportive

of our model since the problem domain is privacy, and it’s considered safe when there
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are more false positive alarms than false negatives. In figure 6.7, we show the ROC

curve for information type classification, and in figure 6.8 we show the ROC curve

for disclosure/non-disclosure classification. The binary classifier shows an area un-

der curve (AUC) score of 0.82. Unlike the binary class ROC curve, we render the

multi-class ROC curve by using the one-vs-all technique to properly represent its

performance.

The performance of our model is not directly comparable with other similar

approaches proposed in the literature because of the lack of common and shared

datasets with similar properties. However, the closest and recent work of detect-

ing self-disclosure on the #OffMyChest dataset, which contains Reddit comments,

is worth comparing [39]. In their work, they achieved an accuracy of 74.12% and

74.20% on two different classes of the dataset: information disclosure and emotional

disclosure respectively. Also, the precision and recall scores were 0.710, 0.551, and

0.636, 0.510 respectively. In comparison, the performance of our model is noticeably

better in all the metrics.

6.7 Conclusion

In this paper we have proposed a multi-input, multi-output hybrid neural network

that utilizes the state-of-the-art transformer based pre-trained model called BERT

along with language features and metadata to precisely detect privacy disclosure in

text data. We also evaluate our model on a ground truth dataset that contains

a total of 5,400 tweets from three different privacy domains: health, finance, and

relationship. Unlike the traditional text classification techniques that primarily rely

on keyword spotting, this model focus on underlying meaning and hidden patterns

by leveraging pre-trained language model and classical linguistics. Additionally, our
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proposed architecture shows the capability of solving two separate text classification

tasks within a single model that provides new insights which can help build practical

NLP models. We want to collect a diverse dataset on various privacy domains in

the future, using more sources such as forums, emails, text messages, and so on. We

also plan to integrate the explainability features into the model for its fairness and

trustworthiness.
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CHAPTER 7:

MODELING OF PERSONALIZED PRIVACY

DISCLOSURE BEHAVIOR: A FORMAL

METHOD APPROACH1

In order to create user-centric and personalized privacy management tools, the un-

derlying models must account for individual users’ privacy expectations, preferences,

and their ability to control their information sharing activities. Existing studies of

users’ privacy behavior modeling attempt to frame the problem from a request’s per-

spective, which lacks the crucial involvement of the information owner, resulting in

limited or no control of policy management. Moreover, very few of them take into the

consideration the aspect of correctness, explainability, usability, and acceptance of the

methodologies for each user of the system. In this paper, we present a methodology

to formally model, validate, and verify personalized privacy disclosure behavior based

on the analysis of the user’s situational decision-making process. This work reuses

the same dataset from the chapter 3 survey. We use a model checking tool named

UPPAAL to represent users’ self-reported privacy disclosure behavior by an extended

form of finite state automata (FSA), and perform reachability analysis for the verifi-

1Nuhil Mehdy, H. Mehrpouyan, ”Modeling of Personalized Privacy Disclosure Behavior: A For-
mal Method Approach,” 2021 4th International Workshop on Behavioral Authentication for System
Security (BASS 21) @ARES 21
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cation of privacy properties through computation tree logic (CTL) formulas. We also

describe the practical use cases of the methodology depicting the potential of formal

technique towards the design and development of user-centric behavioral modeling.

This paper, through extensive amounts of experimental outcomes, contributes several

insights to the area of formal methods and user-tailored privacy behavior modeling.

7.1 Introduction

Privacy in the information domain refers to the right of a person to monitor and

control the processing, exposition, and preservation of information about themselves.

[98]. Accordingly, the responsibility is on the user themselves to take control of

what kind of information should be shared with whom, when, and how [166, 109,

70]. However, for an individual, it is quite cumbersome and difficult to manage and

control their information sharing preferences [170]. This is because different devices,

applications, and software require different privacy configurations from the users, and

most importantly, they are not designed to be personalized or assistive. Therefore,

it is important than ever before to develop and provide suitable tools and algorithms

to the users so that they can define, manage, and make the best use of their privacy

preferences with ease. Existing methodologies and protocols intend to tackle this

problem by employing techniques such as access control policies [121, 138], machine-

readable privacy policy languages [38, 10], formal methods [11, 23], machine learning

[36, 152, 108], etc. However, most of the works attempt to frame the problem from

a request’s perspective which lacks the crucial involvement of the information owner,

resulting in limited or no control of policy adjustment. Moreover, very few of them

take into consideration the aspect of personalization and explainability of such tools.

Most importantly, while there is a significant amount of research aimed at design and
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development of privacy management tools and techniques, ’their practical usability

and acceptance remain an important challenge’ [90].

Therefore, this paper applies model-based analysis to personalize privacy behavior

which answers two key research questions: how to model privacy behavior and how to

use this privacy behavior model for analysis. We decomposed this problem into three

subcategories: (I) Identification of relevant privacy behavior and situational factors,

(II) applying proper modeling techniques, (III) validating the models.

As part of model-based approach, we focus on formal methods that are concerned

with modeling, specifying, and verifying any systems using mathematical techniques

otherwise known as model checking [33]. A system could be physical or conceptual

comprised of interconnected components such as processes, states, nodes, etc. Model

checking is an automated approach to verify that a model of a system, usually a

finite-state machine, satisfies a set of desired properties (i.e., requirement specifica-

tions) written in a temporal logic [57]. This is achieved by exhaustively searching a

system’s state space in order to determine if these criteria hold. If there is a violation,

an error trace is produced (i.e., a counterexample). Model checkers take system de-

scription (i.e., formal model) and a set of requirements as input and reason whether

the requirements are satisfied or not. In privacy literature, human decision-making,

in other words, an individual’s intention to disclose private information is also consid-

ered as a process which involves different components, otherwise known as influential

factors [7]. When the number of factors is large, doing manual specifications and

testing of the privacy policies is difficult. It is also possible that subtle conditions

get unnoticed. Again, a way to tackle this problem to a certain extent, is the use of

mathematically-based techniques. Hence, we adopt the analogy of finite state ma-
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chines from the theory of computation and aim to model human privacy disclosure

behavior based on this specific formalism technique.

That being said, to learn user’s privacy behavior towards the development of user-

specific models, it is important to investigate the factors and parameters that influence

users to make dynamic privacy decisions [7, 126, 92, 99]. The decision to exchange

private information, as well as the risk perceptions that drive this decision, differs

from situation to situation. Various considerations, such as the type of information,

the receiver of the information, and the source of confidence underlying the reason

for sharing, all play a role in the decision-making process [68, 141]. Moreover, risk

assessment, potential risks consideration, and alternate exploration are all part of the

process of deciding what to do in a specific situation [165, 5]. Additionally, individual

variations in demographics, personality traits, and decision-making styles as well as

their effect on users’ privacy-related habits must be studied before developing any

behavioral model. Therefore, we work on the dataset from chapter 3 which was

obtained by conducting a custom-designed survey on Amazon Mechanical Turk 2

(N=401) based on the theory of planned behavior (TPB) to measure the way users’

perceptions of privacy factors and intent to disclose information are affected by three

situational factors embodied hypothetical scenarios: information type, recipients’ role,

and trust source.

In this work, we chose to focus on the user’s situational decision-making process

and represent our approach to formally model, validate, and verify personalized pri-

vacy behavior. We represent a scaled-down version of our proposed methodology

where we model each individual’s privacy disclosure behavior where their disclosure

2A crowd sourcing website for businesses and researchers to hire remotely located “crowdworkers”
to perform on-demand tasks such as surveys, data labeling, etc.
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decision merely rely on three factors— information type, recipients’ role, and trust

source. Even though human decisions depend on many more factors, we chose this

level of abstraction because the dataset in hand captures the users’ privacy behavior

based on these three factors. On the other hand, we wanted to evaluate our approach

on top of a ground-truth dataset. Nevertheless, the methodology presented in this

paper depicts the potential of formalism towards the development of privacy manage-

ment tools. This paper is the first to our knowledge to leverage an extended version of

automata-based transitioned systems towards modeling individual’s privacy behavior.

This work provides insight into:

• Model-based analysis of personalized privacy behavior

• Formulate personalized privacy policies

• Detect and reason about unwanted disclosure behavior

• Validate the proposed model-based approach and demonstrate its practicality

7.2 Learning Privacy Preference

In this work, we represent and evaluate our formal method approach to model users’

privacy disclosure behavior based on a dataset that we obtained through a survey.

We captured users’ situational privacy decisions, through a custom scenario-based

survey with 401 participants, each responding to a subset of 48 total unique scenar-

ios. Every data point is referred to the responses to a series of questionnaires that

assess participants’ attitudes toward each situation, as well as their expectations of

and willingness to reveal personal information in the given situation. By manipu-

lating three situational factors: information type, recipient’s role, and trust source,
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we use path analysis to model participants’ privacy perceptions and plans, taking

into account their assessments on subjective norm, perceived behavioral control, and

attitude. This choice of factors is partly inspired by the theory of contextual integrity

(CI) [118, 16]. The findings show how users make privacy decisions in a variety of

contexts, as well as how situational factors influence users’ views of privacy factors

and their willingness to share private information. Most importantly, the results also

reveal how every individual has their own preferences and concerns about disclosing

their private information in certain situations. Therefore, this dataset best suit our

personalized behavioral modeling experiment. The following sections describe the

survey strategy and the data set in more detail.

7.2.1 Survey

After agreeing to participate in the survey, a person is given a series of eight hypo-

thetical scenarios and asked to answer them one by one. Each scenario places the

subject in a position where he or she must choose whether or not to reveal the in-

formation embodied in that scenario. This includes the situational factors on which

participants can place a high degree of confidence in their interpretation and decision

on whether or not to disclose. We manipulate three situational factors to see how

they affect participant responses:

Information Type (IT) The type of the information that is illustrated in the sce-

nario. Each scenario is about one of three information types: health, finance,

or relationship.

Recipient’s Role (RR) The type of the recipient, based on the relationship to the

survey participant, to whom the information may be disclosed. We take into
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account four such recipient roles: family, friend, colleague, and online service

(e.g., facebook, twitter, discussion forum, etc.).

Trust Source (TS) From whom the participant got the motivation of disclosing

the information to the recipient. We consider four trust sources: family, friend,

expert (e.g., physician, counselor, financial adviser, etc.), and self (i.e., searching

the internet).

Different combinations of these factors yield a total of 48 (3*4*4) unique scenarios.

For each combination, we prepare a scenario where a trust source encourages the

participant to share the information with a recipient. We made every scenario as

similar as possible to minimize extraneous variability while incorporating the factors

in a natural and coherent manner in the hypothetical scenario. In other words, we

made sure the framing of the scenarios does not become significantly different from

each other so that only the factors get changed, and a proper parametric analysis is

justified. An example scenario with health as information type, friend as trust source,

and family member as recipient’s role could be:

Your doctor called and told you that your lab results came back positive

for a disease. One of your friends suggested discussing the situation with

a family member and asking their support, saying it could be helpful.

Another unique scenario could be generated by changing the trust source from friend

to family and recipient’s role from family to online:

Your doctor called and told you that your lab results came back positive

for a disease. A family member suggested asking other patients and doc-
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tors on an online discussion forum, saying they have found it helpful for

dealing with their similar condition.

Every participant is assigned a set of 8 random scenarios with associated ques-

tionnaires. A participant has to read a given scenario and respond to all of the

corresponding questions before proceeding to the next assigned scenario. We used

rejection sampling to ensure that each user’s 8 scenarios covered all 11 distinct factor

levels at least once, ensuring a minimal degree of heterogeneity between their circum-

stances and, as a result, responses. To minimize order effects, we also randomly order

the set of 8 scenarios for each participant. In the end, the individual completes a brief

survey in which we intend to capture their general privacy attitudes regardless of any

specific situation. This move is intended to capture expectations that are believed to

be constant over time and do not alter in response to changing circumstances. Partic-

ipants are asked to optionally enter their ethnicity, age group, country of origin, and

period of residence in that country in the final phase of the survey for accumulating

demographic information.

There are two sets of questions in the survey: i) scenario-specific questions (12

total) and ii) general attitude questions (4 total). For each of the eight scenarios

allocated to each person, the first set of 12 questions is repeated. At the end of the

survey, the second set of questions is presented. The scenario-specific questionnaire

is inspired by [60], and the second set of questions is inspired by prominent privacy

research [24, 3]. Appendix C.1 shows a screenshot of the survey system representing 1

of 8 random scenarios given to a participant, and appendix C.2 shows the screenshot

representing the general attitude questions given to a participant at the end of the

survey. Before the main survey, we conducted a pilot test with six of our research lab’s
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colleagues. Their feedback was instrumental in resolving problems with the survey

interface, user experience, and clarity of the scenarios and questionnaires. Later

we used Amazon Mechanical Turk, an online crowd-sourcing marketplace, to find

participants for the final survey. We looked for workers from the United States who

are at least 18 years old with at least 95% HIT (Human Intelligence Task) acceptance

rate3 and 50 hits approved.

7.2.2 Dataset

We employed a number of filters to ensure the quality of the data. First, we capture

the time a participant spent on each scenario step and removed the data points from

our analysis if the spent time was too low. Second, we randomly placed attention

search questions in between survey questions. We also restricted repeated submissions

from the same participant by setting a browser cookie for 3 days after a satisfactory

submission. The answers to the questions were translated into a numeric format

(1 to 5) from the 5-point scale (ranging from Strongly Disagree to Strongly Agree).

For the final decision question, we represent the Share and Not-Share options in

logical numeric form, 1 and 0. In the end, we get 3208 data points, grouped by

401 participants, containing their information disclosure decisions based on different

situational factors.

7.2.3 Path Model for Privacy Behavior Analysis

In one of our earlier works [107], we leveraged the data to measure users’ behavioral

intention and their situational perception of three constructs: attitude, subjective

norm, and perceived behavioral control. These constructs and the path model are

inspired by the theory of planned behavior (TPB) [7]. We also, incorporated the

3whose previous works got approved by 95% of the requesters.
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Figure 7.1: The Path Model for Analyzing Users’ Privacy Decision-making
Process.

scenario factors— information type, recipient’s role, and trust source in our path

analysis to measure the correlation of these factors with the information disclosure

decision of the user. Figure 7.1 depicts the path model. The analysis results show

that the path model fits the data very well with χ2
11 = 12.017, p = 0.3623, CFI = 1.0,

TLI = 0.99, SRMR = 0.008, RMSEA = 0.005, 90% CI = 0.000 to 0.020. Also, the

comparative fit index (CFI) and Tucker-Lewis index (TLI) values which range from

0 to 1 show near-perfect scores.

Among all the path analysis results published in our work, one of the findings

shows that there exist significant (indirect) effects of the scenario factors on the users’

disclosure decisions. In Figure 7.1, they refer to the paths from the purple leftmost

boxes to the blue rightmost box via the mediator green boxes in between. These total

effects describe how users’ intention changes from one scenario to another; the medi-

ating TBP factors provide an explanation for why. A few important findings include

but not limited to— with regard to the recipient’s role in the scenario, compared
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to the recipient “online service”, the odds of disclosure were estimated to be 16.6%

higher when the recipient was a family member and 12.9% higher when the recipient

was a friend; with regard to the type of information, compared to relationship infor-

mation, the odds of disclosure were estimated to be 3.1% lower when the scenario

involved financial information and recipient was a family member and 5.1% higher

when the scenario involved health information, etc. These results indeed proof the

influence of the situational factors towards users’ disclosure decisions and therefore

act as the basic components of our formal privacy behavioral model.

7.3 Formal Modeling

This section describes the approach of developing the formal model of a user’s privacy

disclosure behavior by taking into account the privacy decisions made by that user.

Our approach aims to address the issue of formally modeling the privacy behavior

of a user which could be eventually utilized to develop a personalized privacy man-

agement system. The whole approach is divided into four main stages: i) observing

user’s historical sharing activity, ii) modeling users’ personalized privacy behavior,

iii) validating the model, iv) verifying the model given the privacy properties of the

user. We have already detailed the survey and the dataset in the earlier sections

which refer to the first stage.

7.3.1 Model Assumptions

In this work, one of the main assumptions of the users’ disclosure behavior is that the

user decides to share/not-share a specific type of information with a certain type of

recipient(s) after being advised by a specific trust source. We represent this knowledge

and the decision made by the user in the form of a state model. Transitions between
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states occur with respect to a specific information type, trust source, and recipient’s

role. We also assume that there are no other factors/components involved in the

user’s decision-making process. Additionally, we assume that the user’s behavior

could conceivably be modeled as a finite state machine. This research utilizes finite

state automata (FSA) extended with data variables to model the privacy disclosure

behavior of the users.

7.3.2 Model Paradigm

FSA as a chosen formalism allows for a design and development of well-structured

tools to conduct an automated analysis during the early stages of studying user’s

privacy behavior. Accordingly, there are various tools for designing and verifying such

FSA based formal models, i.e., NuSMV, PVS, Z3, and UPPAAL, are a few examples.

We choose UPPAAL because of its ability to support model checking over a network

of automata using temporal logic [19]. UPPAAL also supports formalism through

parallel compositionality among the automata. This modeling paradigm helps us to

retrieve the traces of the transition while checking for a given query. Therefore, this

modeling paradigm enables us to execute the requirements as temporal logic queries

which in turn exhaustively check the satisfaction of the privacy properties. On the

other hand, counterexamples are provided to reason about privacy properties that

are violated.

7.4 Modeling in UPPAAL

The reason for selecting UPPAAL is because UPPAAL provides a better graphical

user-interface that allows for the development, modification, validation, and verifica-

tion of any system model with drag and drop interface [91]. In UPPAAL, a system is
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Figure 7.2: The Behavioral Model of User 89 Created in UPPAAL

made up of several concurrent processes, each of which is modeled as an automaton.

Each automaton has a set of locations otherwise known as states. Transitions between

these states could be managed by guard and synchronization. A guard imposes condi-

tions on variables and clocks ensuring when the transition is enabled. Synchronization

in UPPAAL enables two or more processes to communicate with each other based on a

hand-shaking synchronization. Two actions are possible while a transition happens—

assignment of variables or reset of clocks. UPPAAL further extends timed automata

with other types of data variables such as integer and Boolean towards developing a

modeling language that is as close as a high-level programming language [91].

7.4.1 Behavioral Analysis and Personalization

To model the privacy disclosure behavior of a specific user, we collect the user’s

responses to the survey questionnaire and observe the information sharing behavior

in different scenarios. For this, we randomly pick a user, for example, number 89 in

our tabular dataset. Table 7.1 contains the 8 random scenarios which were assigned to

this user. Table 7.1 represents that the user agreed to share information in 3 out of 8
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Table 7.1: Disclosure Decisions by the User 89 Captured by the Survey.

No Scenario IT TS RR Share

1

You recently had a very bad argument with
your partner. Your counsellor suggested
sharing and discussing this matter with a
family member, saying they could support you.

Rel Exp Fam Yes

2

Your doctor called and told you that your lab
results came back positive for a disease. A
family member suggested discussing the situation
with a family member and asking their support,
saying it could be helpful.

Hea Fam Fam Yes

3

Your doctor called and told you that your lab
results came back positive for a disease. A
family member suggested asking other patients
and doctors on an online discussion forum,
saying they have found it helpful for dealing
with their similar condition.

Hea Fam Onl No

4

You recently had a very bad argument with
your partner. One of your friends suggested
asking on an online discussion forum they use
to get support from others, saying they have
found it helpful for dealing with their situation.

Rel Fri Onl No

5

Your doctor called and told you that your lab
results came back positive for a disease. You
did some research and found that people often
find it helpful to get support from a colleague.

Hea Sel Col No

6

You received a notice from a collection agency
saying you have a debt which needs immediate
attention. A family member suggested asking on
an online discussion forum they use to get
support from others, saying they have found it
helpful for managing a similar situation.

Fin Fam Onl No

7

You received a notice from a collection agency
saying you have a debt which needs immediate
attention. Your financial advisor suggest
discussing the situation with a friend and asking
their support, saying it could be helpful.

Fin Exp Fri Yes

8

You recently had a very bad argument with your
partner. A family member suggested sharing and
discussing this matter with a colleague, saying
they could support you.

Rel Fam Col No
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(a) Information Type Observer

(b) Trust Source Observer

(c) Recipient Role Observer

Figure 7.3: Observer Models Created in UPPAAL
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given situations (scenarios 1, 2, and 7). Based on that, we model the privacy behavior

by composing them into a data-dependent transition graph (Figure 7.2). This graph

contains a set of states and synchronization operations. When a transition happens

from one state to another, a message is emitted to one or more observer processes

through the synchronization channel. For example, when a transition happens from

the Idle state to state s1, it emits a message titled finance to any listening processes.

This is one of the many useful features of UPPAAL which allows to design network of

FSMs (i.e., parallel composition). The start and end states are marked as “committed

states”, which means there would be immediate transitions from these two states as

soon as the transitions are enabled. In UPPAAL, the committed states take prompt

transitions when the simulation or exhaustive search happens. This feature allows us

to simulate the transitions spontaneously without waiting for any external inputs. It

is worth mentioning that, we only model the positive sharing behavior of each user.

In other words, figure 7.2 only contains a composition of 3 different scenarios where

this user agreed to share the information with the recipients. Hence, if an information

sharing attempt, described as a query, fails to comply with the model in figure 7.2,

then the model checker tells that the corresponding query was not satisfied and also

shows a counter-example trace (if available).

7.4.2 Observer Models

An observer is an add-on automaton that without perturbing the observed system can

detect events. We use 3 such models along with the user’s behavioral model (Figure

7.2) to keep track of the transitions and associated factors. This eventually helps

to prepare and employ descriptive queries for the verification of the model. Figure

7.3 depicts those 3 separate observer models. Figure 7.3 (a) represents the observer
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which keeps track of the information types. It listens for the messages— finance,

health, and relationship whenever a transition in the behavioral model emits one of

these values. For example, if a transition happens from Idle state to the s1 state

in the behavioral model (Figure 7.2) then this observer model transitions from the

Information Type state to the Finance state. The activities of the other two observer

models (Figure 7.3 (b) and (c)) are similar. Model 7.3 (b) listens for the messages

t family, t friend, t expert, and t self to keep track of the trust source. Likewise,

model 7.3 (c) listens for the messages r family, r friend, r colleague, and r online to

keep track of the recipient’s role. All the observer models return to their initial state

once they get a specific message - done from the behavioral model.

7.4.3 Behavior as Systems

The user-specific behavior model along with the observer models creates the network

automata otherwise known as a concurrent system in UPPAAL. This type of com-

position is also known as a parallel composition of processes made of automaton. In

our setup, the user model synchronizes data between itself and the observer models

by leveraging the channel features in UPPAAL. The formal definition of the system

model could be defined as follows:

User||Information Type||Trust Source||Recipient Role

7.4.4 Validation

UPPAAL uses graphical simulation as the model validation strategy [19]. Therefore,

we conduct a simulation step to validate our models by running the system auto-

matically which ensure that the models behave as intended, without any unexpected



135

crash or deadlock. By utilizing the simulation feature of UPPAAL, we manually

conduct some transitions in the behavioral model, and also utilize the random simu-

lation feature to make sure the transitions are taken as expected. Figure 7.4 shows

the UPPAAL simulation control panel where, the button Reset and Next are used

to manually perform some transition operations, and the button Random is used to

start an automatic simulation that can run indefinitely. The simulation also allows us

to make sure that the concurrency operation between the behavioral and the observer

processes is taking place without any system breakdown.

7.5 Verification with Model Checking

In this section, the verification of the user’s privacy disclosure model is explained.

Figure 7.5 depicts a high-level abstraction of the model checking process. In this

approach, a set of desired properties (i.e., specifications) are checked against a model

of a system [21, 47].

7.5.1 Specification Language in UPPAAL

The set of privacy properties (i.e., requirement specifications), which we expect the

formal model to verify, are formulated based on the conducted survey in section

2.1. The specification languages that could be used to express these types of privacy

properties are Linear Temporal Logic (LTL), Computation Tree Logic (CTL), and

Timed Computation Tree Logic (TCTL)[12]. In UPPAAL, the process of verification

operates with a simplified version of TCTL which is a subset of CTL. In TCTL,

temporal connectiveness is expressed as pairs of symbols where the first element

represents one of the path quantifiers and the second element represents one of the

state quantifiers. Likewise, UPAAL query language consists of path formulae and
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Figure 7.4: Part of the Simulation Window Containing the Control But-
tons for Automatic and Manual Transition.
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Model Checking
(UPPAAL)
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Figure 7.5: Model checking approach

state formulae [19]. The path formulae quantify over paths (traces) of the model,

whereas state formulae describe individual states. In UPPAAL, these quantifiers are

expressed as follows:

E = exists a path (E in UPPAAL),

A = for all paths (A in UPPAAL),

F = some state in a path (<> in UPPAAL),

G = all states in a path ([] in UPPAAL),

Example queries could be written as A[]p, A <> p, E <> p, E[]p, and p→ q where p

and q are local properties. In other words, the query E <> p tells that, ’it is possible

to reach a state in which p is satisfied’ or ’p is true in at least one reachable state.

E <> Process.End is the UPPAAL notation for the same temporal logic formula

∃♦Process.End and is understood as ’it is possible to reach the location End in

automaton Process’.
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7.5.2 Personalized Privacy Properties

In order to formulate the privacy properties of user 89, we translate the user’s disclo-

sure decisions that are represented in Table 7.1 in to the following statements: ’if the

information type is health and the trust source is a family member and the recipient

of the information is also a family member, then the user share the information. Sim-

ilar to this specific criteria, every user has their own requirements when they agree

to share the private information based on the situational factors. For each user, we

translate their own privacy disclosure criteria into UPPAAL specification formulas.

These formulas are then checked against his/her behavioral model to ensure the cor-

rectness of it. Since we use observer models (Figure 7.3) along with the behavioral

model (Figure 7.2) to create a concurrent system model, the observers have their own

formal specifications. In Table 7.3, we represent the equivalent expressions of the

scenario factors in UPPAAL’s specification language, while Figure 7.3 visualizes the

state transition graphs of those factors. Thus, the privacy disclosure properties for

user 89 are represented in Table 7.2 that is the transformation of his/her responses

based on the scenarios 1,2, and 3 from Table 7.1. Therefore, property number 1 from

Table 7.2 expresses: there exists a path, eventually where the properties enclosed in

the parenthesis are true.

7.5.3 Reachability Analysis

There are three types of properties that are commonly checked against a formal

model— safety, liveness, and reachability properties. Reachability properties are used

in state-transition systems which helps to examine the type and number of states

that can be accessed through a particular system model [85]. It is the simplest form

of properties that determines whether a given state formula, Φ, possibly could be
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Table 7.2: Requirement Specifications or Privacy Properties of User 89

No Privacy Property

1
E <> (user.share and information type.Health
and trust source.Family and recipient role.Family)

2
E <> (user.share and information type.Relationship
and trust source.Expert and recipient role.Family)

3
E <> (user.share and information type.Finance
and trust source.Expert and recipient role.Friend)

Table 7.3: Scenario Factors’ Properties

No Knowledge Base Property

1 E <> (information type.Health)
2 E <> (information type.F inance)
3 E <> (information type.Relationship)

4 E <> (trust source.Family)
5 E <> (trust source.Friend)
6 E <> (trust source.Expert)
7 E <> (trust source.Self Search)

8 E <> (recipient role.Family)
9 E <> (recipient role.Friend)
10 E <> (recipient role.Colleague)
12 E <> (recipient role.Online Service)
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satisfied by any reachable state. In this work, we verify whether or not the user-

specific privacy properties holds in any, some, or all state of that user’s privacy

behavior model. We prefer reachability analysis over other similar methods (e.g.,

graph matching approach) because it allows us to search all potential paths in which

the properties may or may not be satisfied, in a thorough and automated manner.

Using UPPAAL, we applied reachability analysis to check which privacy properties

were satisfied and which were not. UPPAAL performs the reachability analysis using

either Breadth-First-Search or Depth-First-Search for checking whether a state is

reachable or not. We preferred BFS of DFS to verify our reachability properties

because it is a complete algorithm, ends within a finite time, and considers the fewest

edges while searching. The results of this procedure allow us to examine a user’s

privacy disclosure behavior, and whether or not a new sharing attempt complies with

her existing privacy policies.

Table 7.4 contains a few verification queries that we check against the privacy

disclosure model of user 89. Query 1 indeed gets satisfied since there is a valid

transition in the FSM model (Idle − > s2 − > s5 − > Share) as well as in its CTL

version which is verified by the TCTL formula. Query 2 does not get satisfied since

this user had no history of sharing his Health information to either Friend or Online

even when the trust source was Family. Query 3 does not get satisfied because there

is indeed one path where the property is true, (in Figure 7.2, Idle − > s1 − > s4 − >

Share). We can even see the diagnostic trace when this query is executed (Figure

7.6). Additionally, we can verify that the model will not face any deadlock in it’s

lifespan by executing queries like #4.
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Figure 7.6: Diagnostic Trace of Query 3

Figure 7.7: The Model of User 242 Created in UPPAAL
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Table 7.4: Example of Some Queries to the User 89’s Model and the
Verification Results

No To Verify UPPAAL Query Verification

1

There exists a path where eventually
the user is in Share state and the information
type was Health, trust source was Family,
and recipient’s role was Family

E <>(user.Share and info type.Health
and trust source.Family and
recipient role.Family)

Satisfied

2

There exists a path where eventually
the user is in Share state and the information
type was Health, trust source was Family,
and recipient’s role was either Friend or Online

E <>(user.Share and info type.Health
and trust source.Family and
(recipient role.Friend
or recipient role.Online))

Not Satisfied

3

For all paths, it should never be the
case that the user is in Share state and the
information type was Finance, trust source
was Expert, and recipient’s role was Friend

A[] not (user.Share and info type.Finance
and trust source.Expert and
recipient role.Friend)

Not Satisfied

4
There should not be any states
without successors

E <> not deadlock Satisfied

7.6 Different Use Cases

In this section, we represent the privacy disclosure model of a different user. Similarly,

a user is selected from the dataset randomly and holds the ID 242.In this case, in order

to demonstrate the potential of the proposed behavioral model approach to include

complex privacy properties with additional constraints, we imposed limitations on

the days of the week or the number of times specific information could be disclosed.

For this user, the responses that were received to the randomly assigned scenarios,

we observed that this user agreed to share the information in 6 out of 8 situations.

Therefore, we model his/her disclosure behavior in terms of a transition system (i.e.,

finite state machine) which is depicted in Figure 7.7. As mentioned already, we added

two guard conditions on two edges of the FSM: I) the day of the week for information

sharing has to be between Monday to Friday (encoded as 1-5) to make the path- Idle

− > Expert − > Family − > Share enabled, II) Health type information could be

shared Online no more than twice through the path Idle − > Health − > Family
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− > Online. However, while verifying the model, we find a deadlock by querying

E¡¿ not deadlock to the model checker. This property does not get satisfied depicting

that there is indeed a deadlock. This happens because of the counter guard which

was imposed on the path, Idle − > Health − > Family − > Online. Since a query

is checked exhaustively, by running/simulating the model for hundreds of iterations,

UPPAAL reaches this deadlocked state after simulating through this path twice. In

other words, the counter becomes 1 and the path becomes disabled from the state s5

to Share. However, we then resolve that deadlock in the model by creating a path

from s5 to Idle (colored in yellow). Thus, whenever the model checker tries to go

through this path more than twice and faces a guard in state s5, it can then safely

get back to the initial state without blocking the simulation operations.

In some other cases, incorporating additional decision-making factors or adding

subcategories to the existing ones may result in a more complex network of automata

with added granularity. For example, the information type health could have two

subcategories: mental health and physical health. A user might want to share physical

health condition with family but mental health condition with both family and friends.

Representing this sort of scenario is also quite feasible in our proposed technique.

7.6.1 Syntax and Semantics of the Models

Each of the models in a system consists of a set of control nodes otherwise known as

states. In addition to these control states, a composed model uses integer variables,

simple channels, and broadcast channels. The edges of the automata contain two

types of labels: guards and synchronization. The guards express the conditions on the

values of the integer variables. These conditions need to be satisfied in order for the

edges to be taken for transitions. In our models (e.g., Figure 7.7), we add guards on
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transitions to ensure the traversal of the paths that represent the desired information

sharing activity of the user. We also add synchronization variables in the models

which enable the communication between the behavioral model and the observer

models. In Figure 7.2 and Figure 7.7, all the variables marked with an exclamation

character “!” represent message transmission. Similarly, the observer models contain

synchronization variables marked with a question mark “?” (Figure 7.3) that represent

message reception. For example, whenever a transition happens from the state Idle

to the state s1, on the behavioral model (Figure 7.2), it transmits a message finance

which is then received by the “Information Type” observer model through the finance?

path. The simple channels (e.g, finance!, finance? t family!, r friend!) help the

observer models to keep track of the scenario factors and the broadcasting channel

(i.e., done! ) helps the observers to get back to the start position once an iteration

(i.e., sharing activity) is completed. The model also consists of urgent (as soon as the

transition is enabled, the current state will change to the next state) and committed

locations. Since the information sharing behavior is assumed to be a non time-

dependent process, we make the states urgent so that the transitions happen as soon

as the flags are available. It’s worth mentioning that, in time-dependent systems, the

use of urgent locations reduces the complexity of the analysis by reducing the number

of clocks.

7.7 Application and Usability

In this section, we briefly describe the application and usability of our proposed

methodology. In the following section, we describe a process of creating the baseline

model from the user’s historical sharing activities.
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Figure 7.8: The DFA of the User 89

7.7.1 Automatic Translation of Activities to DFA

Formal modeling, formal verification and validation approaches are mostly used in the

area of physical systems (e.g., industrial control systems, and cyber-physical systems).

In this context, the process is mostly completed by human domain experts. Once a

model is developed, validated, and verified; it is then used as the foundation of any

downstream tasks such as hardware assembly, resiliency test, etc. In contrast, in

the user-specific behavioral study, the formal modeling part has to be an automatic

process that translated the user’s desired privacy properties into formal specifications.

This is because the end-users of an application will not have sufficient expertise to

create the mathematically based model which is a core requirement to the model

checking technique. Therefore, we utilize an existing tool [119] to automatically

translate a user’s historical sharing activities, manifested as regular expression, into

deterministic finite automata (DFA).

First, we generate a regular expression string for every shared activity. We get

three such strings— rCa, hAa, and fCb from the sharing activity (i.e., survey re-

sponse) of the user 89 (Table 7.1). Where, h,f , and r represent the information

types— Health, Finance, Relationship respectively. A,B, C, and D represent the

trust source— Family, Friend, Expert, and SelfSearch respectively. a,b, c, and d
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represent the recipient’s role— Family, Friend, Colleague, and OnlineService re-

spectively. Then we combine the strings together with the regular expression’s choice

character + to get

(rC + hA)a+ fCb

Finally, we use the tool [119] to generate a minimized DFA that accepts the regular

expression (i.e., model the shared activities in terms of finite automata). Below is the

formal Definition of the DFA:

Set of state, Q = {idle, s1, s2, s3, s4, s5, Share}

Alphabet, Σ = {h, f, r, A,B,C,D, a, b, c, d}

Initial state, qo = idle

Set of final states, F = {share}

Transition function, δ = Q× Σ→ Q

Figure 7.8 is the result of the translation which acts as the foundation of the UPPAAL

model depicted in Figure 7.2. This preliminary automation step could be later taken

over by another downstream automation tool (discussed later) to eventually develop

a UPPAAL acceptable formal model.

7.7.2 Standalone Privacy Management Tool

Normally, the verification engine of UPPAAL is by default executed on the same

computer as the user interface, but it can also run on a more powerful server which
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allows hosting a complex behavioral model. Another supporting utility named verifyta

is able to accept .ta, .xta, and .xml files as an input and use high-level programming

language (e.g., Java)) API to perform the modeling, simulation, and model checking

through a pragmatically native environment. This API makes it possible to interpret

user’s historical sharing activities and then develop a UPPAAL compatible formal

model. The API could additionally be utilized to validate the developing model and

verify it against a set of queries.

7.7.3 In Software Design and Development

One of the many advantages of formal modeling is its ability to allow for an early

assessment of the model [173, 8]. In other words, it is possible to design, validate, and

exhaustively verify user’s privacy behavior model and think of it as the algorithm of

his allowed behavior. Later on, programmers can leverage this model as the template

for coding a function (e.g., shouldShare()) for that user in their software system. This

process will enable the programmers to write a function which is already exhaustively

tested, and therefore, no need to conduct typical unit testing on the program. An

existing software can also integrate the privacy management tool by interacting with

the verification engine through high level API. Thus the software can achieve a proper

privacy management component inside its ecosystem.

7.7.4 User-Interface (UI) of the Privacy Settings

The user-interface of any software, mobile-app, or web-app plays an important role

in providing its users with more flexible privacy settings. Users of the communication

platforms are found to be less careful about properly setting their privacy preferences

offered by the apps [105, 96, 97]. This is because of the generic and ’one fits all’ nature

of the privacy preference pages. Therefore, user-specific formal modeling can help with
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the UI/UX designers and programmers are better equipped to provide personalized

privacy settings pages to their users by utilizing their underlying behavioral model.

7.8 Conclusion

Users’ ability to better manage their data-sharing practices is limited due to the lack

of suitable user-centric privacy management tools and techniques. Moreover, very few

of the existing methodologies take into consideration the aspect of personalization,

correctness, and explainability. Most importantly, their practical usability and accep-

tance remain a significant challenge. In this paper we have presented an approach to

formally model, validate, and verify personalized privacy disclosure behavior based on

the analysis of user’s situational decision-making process. The proposed methodol-

ogy demonstrates a privacy formalism and verification technique based on UPPAAL

which is a tool for modeling, validation, and verification of automata-based systems.

Most importantly, the methodology depicts the potential of formalism towards the

development of user-centric privacy management tools. In future work, we plan to

extend the user’s privacy behavior model to incorporate additional decision-making

factors towards more granularity. We also plan to develop an end-to-end framework

on top of UPPAAL to fully automate the process of transforming the historical shar-

ing activities into a UPPAAL compatible network of automata.
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CHAPTER 8:

LIMITATIONS

This dissertation has potential limitations that might have an impact on the results

and findings. Therefore in this chapter, we identify and discuss the limitations of the

methodologies and the research questions. In the subsequent chapter, we talk about

the alternatives and potential approaches to minimize those limitations.

The work in chapter 3 is based on a survey that uses hypothetical scenarios.

We acknowledge that those scenarios did not measure the actual disclosure behavior

but rather users’ intention to disclose their private information. This is certainly a

limitation of our work, especially in light of the “privacy paradox” which shows a

discrepancy between disclosure intentions and actual behaviors. In other words, the

survey might not have captured the actual privacy behavior of the participants since

they were asked to only share their intent, not actually share their private information.

We also acknowledge that we only manipulate a few levels per factor in the study,

and there could be much more granularity in the information type, recipient’s role,

and trust source factor. Moreover, in this quantitative analysis the situational factors

are assumed to be the most influential ones while analyzing users’ privacy decision-

making process. However, there could be other factors with greater correlations

with the disclosure intention. This is another limitation worth mentioning. Lastly,

our analysis method (path analysis) which is often referred to as a causal inference
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technique, reveals the predictive properties between the factors and constructs. These

properties are measured in terms of path beta coefficients. Therefore, readers should

be advised that this model only shows how the factors and constructs are correlated

with the disclosure intention, not the actual causation.

The NLP models from chapter 4, 5, and 6 also have potential limitations in terms

of assumptions, dataset, and evaluations. We collected the data from online plat-

forms such as forums and social media. Users of these platforms might already have

the mindset about the potential reach of their posts. Therefore, these texts might

not represent all the different writing styles and ambiances that people follow while

communicating through private mediums such as emails and text messages. Also, the

human-annotated ground truth dataset from chapter 6 contains shorter texts (tweets)

which might have an impact on the models’ learning goals. In other words, the NLP

models could have easily found the predictive ingredients in these short-length texts.

Whereas, in the case of long-length texts (emails), a disclosure could happen at any-

where of the text. Therefore, our models may struggle to learn and predict from the

whole body of the text. Most importantly, the diversity of the data source is subject

to improvement.

Later in this dissertation (chapter 7), we represented the formal method based

technique to develop the privacy verification engine, which also has notable limita-

tions. Firstly, the approach depicts a scaled-down version of our proposed methodol-

ogy. Therefore, the core design principle that relies on deterministic finite automata

is not well evaluated. In other words, the potential state explosion problem is not

investigated in this work. Additionally, since this work also uses the dataset from

chapter 3, it inherits the limitations that are associated with the dataset. Most im-
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portantly, the assumption of “human as a finite being” is worth mentioning, which

we believe is another limitation of the proposed methodology.
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CHAPTER 9:

CONCLUSION AND FUTURE WORK

In this chapter, we discuss the implications and summary of the results from each

of the earlier chapters of this dissertation. Additionally, we discuss the future work

directions.

9.1 Summary and Conclusion

The research works in this dissertation focus on three main objectives; first we an-

alyze and model users’ situational privacy decision-making process based on survey

data, then we develop and evaluate several deep-learning models that are capable of

identifying privacy disclosure occurrences in human-annotated text data, finally we

propose and demonstrate a methodology to formally model, validate, and verify per-

sonalized privacy disclosure behavior based on the analysis of the users’ situational

decision-making process.

The work in chapter 3 presented the results of a scenario-based survey to under-

stand users’ situational privacy perceptions and disclosure intentions. Through path

analysis, the work shows how users make privacy decisions in various situations. It

also reveals how the situational factors have significant effects on users’ perceptions

of privacy factors, which in turn have an effect on their intention to disclose their

private information. A few notable findings include but not limited to - i) people
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are estimated to perceive a higher level of behavioral control when the recipient is a

family member, a friend, or a colleague than when the recipient is online platforms,

ii) people are estimated to have a more positive attitude toward disclosure when the

recipient is a family member or a friend than the online platform, iii) people believe

that individuals close to them would be most likely to agree with the scenario when

it involves health information, followed by relationship information, and finally finan-

cial information. These results constitute a contextualized understanding of users’

privacy behaviors, connected to the Theory of Planned Behavior. These results also

provide new insights that can help build future user-tailored privacy models. As a

matter of fact, these findings and observations are the basis of the privacy verification

engine which we presented in chapter 7.

The work in chapter 7 presented a practical approach to formally model, vali-

date, and verify personalized privacy disclosure behavior based on the dataset from

chapter 3. It demonstrated a privacy formalism and verification technique based on

UPPAAL, a model checking tool, and depicts the potential of formalism towards the

development of personalized privacy management tools. A scaled-down version of

the proposed methodology shows the process of modeling individual’s privacy dis-

closure behavior where their disclosure decision relies on various situational factors.

The proposed methodology also shows how users’ privacy behavioral model could be

represented as a network of automata which in turn acts as a privacy verification

engine to govern the flow of information. The work also describes various ways of

implementing the verification engine for practical usage and explains its correctness,

explainability, usability, and acceptance. In practice, the verification engine along

with a text analysis tool can warn the users while they attempt to share private in-
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formation in the form of texts. Consequently, this dissertation also contains relevant

research works that represent the novel architectures of multiple NLP models.

In chapters 4, 5, and 6, we represented the neural network based architectures of

three different NLP models and their evaluation reports on a ground-truth dataset.

The models developed on these architectures can precisely recognize privacy disclo-

sures through text by utilizing state-of-the-art semantic and syntactic analysis, the

hidden pattern of sentence structure, tone of the author, and metadata from the

content. They show that, despite a lack of large amounts of labeled data, we can

train neural network based models that go beyond simple keyword spotting and use

linguistic features to determine if a text contains a disclosure or not with a useful de-

gree of accuracy. Unlike the traditional text classification techniques that primarily

rely on keyword spotting, the model in chapter 6, for instance, focus on underlying

meaning and hidden patterns by combining pre-trained language model and classical

linguistics.

Altogether, this dissertation contributes several insights to the area of user-tailored

privacy modeling and personalized privacy systems through extensive amounts of

experimental results. The dissertation also lays the foundation for developing a new

set of verification tools, algorithms, and interfaces that enable secure, effective, and

unobtrusive management of users’ private information.

9.2 Future Work

The research presented in this dissertation has the potential to lead to new research

directions. Also, addressing the limitations discussed in chapter 8 could help improve

the methodologies presented in the dissertation. Currently, the work in chapter 3

relies on users’ intended behavior based on hypothetical scenarios, failing to capture
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the actual privacy disclosure behavior. Future work can bridge this gap between

intention and behavior by incorporating reported or actual behavior in the model.

This can be done by developing and deploying a communication app for a certain

group of participants and observing the sharing behavior. Also, the sample size of the

participants and their diversity could also be increased for more generalized insights.

Likewise, the number of manipulating factors and their levels could be increased to

more granularity. Additionally, the predictive power of the current path analysis

model can be investigated by surveying a new sample of users. Most importantly, the

quantitative research from chapter 3 can lead to a qualitative study and modeling of

privacy disclosure behavior.

Likewise, the users’ privacy behavior model presented in chapter 7 can be extended

by incorporating additional decision-making factors, constructs, and constraints re-

sulting in a robust privacy verification engine. Currently, the proposed methodology

contains manual translation of users’ historical privacy preferences into a form of de-

terministic finite automata. Hence, there are scopes to fully automate the process of

transforming users’ information sharing activities into network of deterministic finite

automata. An interesting extension of the proposed formalism technique could be

using probabilistic finite state machines, which in a sense lie between deterministic

and non-deterministic state machines. Similarly, there are improvement scopes in

the works presented in chapters 4, 5, and 6. The learning and predictive perfor-

mance of the NLP models can be evaluated on a diverse dataset by taking samples

from different data sources. In addition, introducing model explainability, performing

privacy-preserving text analysis, testing the integration with end products could also

be future works.
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Most importantly, an immediate future direction of the research could be devel-

oping a privacy management software by integrating all the components (e.g., NLP

models, verification engine) and deploying it to a group of participants. Later, the

users’ interactions with the privacy framework in terms of accepting or rejecting the

warnings could be analyzed to evaluate the practicality and usability of such privacy

tools.
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A.1 Model Fitness

Table A.1: R2 values of the fitted model.

Observed Variable Estimate S.E. Est./S.E. P-Value

Disclosure Intention 0.384 0.022 17.454 0.000
Attitude 0.352 0.029 12.101 0.000
Subjective Norm 0.065 0.012 5.602 0.000
Perceived Behavioral Control 0.401 0.032 12.472 0.000
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A.2 Path Analysis Output

Table A.2: Output of the model’s effects.

Constructs Estimate S.E. Est./S.E. P-Value

Attitude
Recipient’s Role (Baseline: Online)

Colleague -0.113 0.043 -2.645 0.008
Family 0.201 0.051 3.928 0.000
Friend 0.138 0.046 3.022 0.003

Subjective Norm 0.301 0.039 7.819 0.000
Perceived Behavioral Control 0.248 0.040 6.181 0.000
General Attitude 0.320 0.026 12.372 0.000

Subjective Norm
Information Type (Baseline: Relationship)

Finance -0.131 0.048 -2.740 0.006
Health 0.202 0.047 4.338 0.000

Recipient’s Role (Baseline: Online)
Colleague -0.109 0.049 -2.243 0.025
Family 0.327 0.048 6.793 0.000
Friend 0.256 0.046 5.587 0.000

General Attitude -0.119 0.041 -2.921 0.003

Perceived Behavioral Control
Recipient’s Role (Baseline: Online)

Colleague 0.201 0.037 5.409 0.000
Family 0.298 0.045 6.659 0.000
Friend 0.257 0.043 5.972 0.000

Subjective Norm 0.610 0.026 23.264 0.000

Disclosure Intention
Attitude 0.151 0.011 13.780 0.000
Subjective Norm 0.111 0.013 8.822 0.000
Perceived Behavioral Control 0.108 0.012 9.350 0.000
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B.1 Model Hyperparameters

Some hyperparamters worth mentioning are: pre-trained embedding with glove 100

dimensional embedding matrix having the capability of adjusting weights through

the training iteration. Convolution with 32 filters with kernel size of 4. These layers

have rectifier linear unit as activation function and followed by global max pooling

technique. The LSTM layer contains 32 neurons with all the default settings as per

the keras documentation. The first stage of dense layers after the first concatenation

contains 128 and 64 neurons with rectifier linear unit as activation function. The

second stage of dense layers contains 64, 32, and 16 neurons with same kind of acti-

vation function following a single output neuron with sigmoid as activation function.

We train the model for 20 epochs providing the batch size of 32. The model also uses

binary cross entropy as the loss function and rmsprop as the optimizer.
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B.2 Neural Network Architecture

Figure B.1: Architecture of the Neural Network (Automatically Rendered
by the Keras Plotter).
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CHAPTER 7
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C.1 Survey Interface 1

Figure C.1: Screenshot of the Survey System Representing 1 of 8 Random
Scenarios Given to a Participant.
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C.2 Survey Interface 2

Figure C.2: Screenshot of the survey system representing the general at-
titude questions given to a participant at the end of the survey.
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