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ABSTRACT 

Molecular beam epitaxy (MBE) enables the growth of semiconductor 

nanostructures known as tensile-strained quantum dots (TSQDs). The highly tunable 

nature of TSQD properties means that they are of interest for a wide variety of 

applications including for infrared (IR) lasers and light-emitting diodes (LEDs), 

improved tunnel junction efficiency in multijunction solar cell technology, quantum key 

encryption, and entangled photon emission. In this project, I focus on one of the most 

technologically important materials, germanium (Ge). Ge has a high gain coefficient, 

high electron mobility, and low band gap: all excellent properties for optoelectronic 

applications. Until recently, these technological advantages were unattainable for light-

emitting purposes due to Ge’s indirect band gap. 

Placing Ge under tensile strain changes this semiconductor’s fundamental 

electronic structure by turning its indirect band gap into that of either a direct band gap 

semiconductor or a semimetal, depending on the choice of surface orientation. However, 

it is extremely difficult to use bulk Ge, because the propensity for dislocation formation 

and strain relaxation is high under the tensile strains required for this band gap transition. 

In contrast, we can store large amounts of tensile strain in TSQDs without detrimental 

effects on the crystal quality. The primary objective of this dissertation is therefore to 

explore whether we can use tensile-strained self-assembly to synthesize Ge TSQDs under 

large tensile strains, and in doing so, transform the fundamental properties of this 

technologically important element.  
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In this project I used TSQD self-assembly to create Ge TSQDs on two non-

traditional (i.e. non-(001)) surface orientations: (111)A and (110). My research explores 

the first known Ge TSQDs on these systems. Because of this, I wrote much of this 

dissertation trying to understand the impact of MBE parameters on Ge TSQD 

growth/formation and how the properties of Ge TSQDs compare to other quantum dot 

(QD) systems. I focus on this, because TSQD self-assembly is one of the only ways in 

which we can induce the very large tensile strains needed for dramatic changes to Ge’s 

band structure without producing crystalline defects, making it a new and exciting area of 

study. Additionally, TSQD self-assembly is a recent advancement, leaving this area of 

science relatively unexplored. For the first time, I am able to report light emission from 

tensile-strained Ge(110) TSQDs, suggesting that we have transformed this important 

semiconductor into a direct band gap material with efficient light emission. 

In Chapter 1, I provide the background needed to understand the work within this 

dissertation. I describe the motivation for the work, the basics of MBE growth, the 

characterization tools I employed, the relevant crystallography of these structures, the 

mechanisms for TSQD self-assembly, and finally the optoelectronic background needed 

to better understand Ge TSQDs. 

In Chapter 2, I expand on many of the concepts from Chapter 1. Chapter 2 was an 

invited paper, wherein we wrote a tutorial-style guide for quantum dot (QD) growth by 

MBE and provide methodologies for many different QD self-assembly systems 

commonly investigated in literature. We discuss the premise for QD development, where 

it fits into quantum applications, how QD self-assembly works, how to grow various 

compressively strained systems, and finally how to grow tensile-strained systems. This 
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particular paper was designed as an introduction to new QD growers, helping them by 

giving all the information they would need to start growing QDs in general, but 

particularly TSQDs. Since TSQDs are still a relatively new field, gathering all the 

information about how to grow several different materials systems all in one place and 

providing clear, step-by-step instructions about how to grow them is valuable. This 

Chapter is thus a guidebook for other researchers. 

In Chapter 3, I apply this background information and use it to create the first 

self-assembled Ge TSQDs on InAlAs(111)A. I provide a comprehensive study of how 

the structural properties of Ge/InAlAs(111)A TSQDs change with growth parameters, 

providing a robust platform for future work in embedded, low-resistivity tunnel junctions 

and contacts. I discovered an extremely unusual phase transition for these 

Ge/InAlAs(111)A TSQDs from a Stranski-Krastonov (SK) growth mode at low 

temperatures, to a Volmer-Weber (VW) growth mode at higher temperatures. This 

characteristic is highlighted in the paper, because this work provides the clearest evidence 

to-date of the ability to switch between different growth modes for quantum dot self-

assembly based simply on MBE parameters. Being able to choose between mixed one-

and three-dimensional (3D) quantum confinement (e.g., from the wetting layer and QDs 

in the SK growth mode) or just 3D quantum confinement (e.g., QD-only VW growth) 

with a high degree of tunability opens up the door to new electronic device applications. 

In Chapter 4, I compare Ge/InAlAs(111)A TSQDs to an analogous purely III-V 

TSQD system: namely GaAs/InAlAs(111)A TSQDs. These two TSQD systems, while 

seemingly similar from both a surface (InAlAs(111)A) and a strain perspective (both 

have ~3.7% tensile strain), have entirely different shapes, nucleation behaviors, and areal 
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densities. We use potential energy surfaces, radial distribution scaling, and island scaling 

analyses to compare the two TSQD systems. In the process, we obtain a much deeper 

understanding of the kinetic behavior during self-assembly for both Ga and Ge adatoms 

on an InAlAs(111)A surface. This will allow us to more effectively tailor these TSQDs 

for specific optoelectronic applications. 

In Chapter 5, I demonstrate growth of the first Ge(110) TSQDs grown on InAlAs. 

The (110) surface is essential to this project, because theory suggests that tensile strain 

should produce a direct band gap transition in the Ge, transforming it into an efficient 

light-emitting semiconductor. I use a variety of experimental techniques and surface 

symmetry/diffusion anisotropy arguments to explain the unusual shapes of the resulting 

TSQDs. Initial photoluminescence data indicates strong light emission from Ge(110) 

TSQDs for the first time, indicating that a strain-driven indirect-to-direct transition has 

occurred. This breakthrough could enable the future use of these nanostructures for an 

entirely new type of IR light emitter. 

In Chapter 6, I discuss several avenues for researchers to continue this project. 

The light emission I report in Chapter 5 needs to be investigated in greater detail. Once 

we learn more about the light emission properties of Ge(110) TSQDs, we can make LED 

and lasing devices out of them, optimizing their growth for these purposes and test their 

overall performance. We can also investigate the possible topological insulating 

characteristics of Ge/(111)A TSQDs and test how they change tunnel junction efficiency. 

Additionally, there are several other surface orientations that could work for defect-free 

tensile-strained Ge growth, either from the point of known, successful surface 

orientations (i.e. (111)B) or from the perspective of antiphase-domain (APD)-free 
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capping on (211) surfaces. Tensile-strained self-assembly on miscut (111)B surfaces 

often leads to quantum wire formation, which in the case of Ge would enable novel 

quantum wires for embedded semimetallic tunnel junctions, contacts, and even 

topological insulators. Meanwhile, the tensile-strained self-assembly on the (211) surface 

is entirely untouched, remaining a vast area for exploration in tunable, tensile-strained 

self-assembly for the development of novel electronic devices. 

I discovered proper growth conditions for the first-ever reported Ge TSQDs 

grown on InAlAs(111)A and (110). During this process, I not only found an unusual 

growth mode transition for Ge/(111)A TSQDs, but I also increased the body of 

knowledge on the fundamental kinetics behind their growth. This knowledge will be a 

boon for future electronic device development using semimetallic Ge TSQDs. I also 

proved efficient, direct band gap light-emission from Ge(110) TSQDs and provided a 

robust methodology for their successful growth. 
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CHAPTER ONE: BACKGROUND & MOTIVATION OF GERMANIUM TENSILE-

STRAINED QUANTUM DOTS 

1.1 Motivation 

The electronics industry is undeniably a powerhouse in today’s economy; the 

consumer electronics market alone was valued at $1 trillion US dollars in 2019 and is 

expected to increase 7% by 2026.1 The existence of this industry is only possible because 

of semiconducting materials, which are materials that contain a relatively small energy 

gap of <2 eV between the valence and conduction bands.2,3 There are two types of 

semiconductors: direct and indirect band gap semiconductors.3 

In a direct band gap semiconductor, the conduction band minimum and valence 

band maximum align in momentum (k) space (Figure 1.1).4,5 This means that no 

momentum change is needed for electrons to transition between the conduction and 

valence bands.4,5 Therefore, the absorption or emission of a photon is sufficient for an 

electron to transition from the valence to the conduction band or vice-versa.5 

In contrast, electrons in an indirect band gap semiconductor require a change in 

both energy and momentum to move between the valence and conduction bands.4,5 This 

is due to a k space offset between the conduction band minimum (L or X valley) and the 

valence band maximum (Figure 1.1).4,5 Photon absorption or emission allows us to 

change the electron energy, but a transition from the conduction to valence band also 

requires interactions with phonons (quantized lattice vibrations) to change electron 

momentum.3 The probability of this “three-particle” process occurring is  
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Figure 1.1 Computationally-derived band structures for (left) strained and 

(right) unstrained Ge. From Reference 6. 

extremely small and so indirect band gap materials, like silicon (Si) and germanium (Ge), 

are very inefficient light-emitters.5,7 Ge is a technologically important semiconductor 

widely used in industry for transistors and infrared detectors.7 Ge works well for these 

devices due to its high gain coefficient, high electrical mobility, and narrow band gap.7 

However, its indirect band structure means that Ge is not useful for optoelectronic 

devices such as lasers and light-emitting diodes. 

Computational modelling suggests a possible solution to this problem: bulk Ge 

should become a direct band gap semiconductor when grown on (001) and (110) 

surfaces, under ~1.6% and ~3% biaxial tensile strain respectively (see also Figure 

1.2(a)(b)).4,6,8,9 The band gap of (111)-oriented Ge should shrink to zero at ~4% tensile 

strain, turning it into a semimetal (Figure 1.2(c)).4,8 In each case, the tensile strain causes 

dramatic changes to Ge’s band structure, producing band gaps lower than that of 

unstrained, bulk Ge.4,6 These changes to the band structure have important implications 

for optoelectronic applications that seek to take advantage of Ge’s high gain coefficient 

and low band gap, or as a possible route to future topological materials based on 

conventional semiconductors.6,8,10,11  

Researchers have adopted a number of different approaches for inducing tensile 

strain in Ge, ranging from nanomembranes, microdisks, and nanowires under mechanical  
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Figure 1.2 Band minima points as a function of biaxial strain on the (a) (001), (b) 
(110), and (c) (111) surfaces for Ge. The red, starred points indicate the calculated Γ 
valley band gap while the blue, open points indicate the L valley band gap. Green, 

solid points indicate the X valley band gap. Conceptually, wherever the red, starred 
points are below the green and blue points is where there is a direct band gap. From 

Reference 4. 

stress, to self-assembled Ge/InAlAs and Ge/AlAs nanocomposites.12–16 Although these 

are all ingenious methods, mechanically straining bulk Ge to the required tensile strains 

can cause plastic (irreversible) deformations in the material.12,14 The self-assembled 

nanocomposite approaches rely on phase separation, which reduces the amount of control 

in the system.13,16 Therefore in terms of scalability and future device compatibility, a 

simple, tunable technique that can accommodate large tensile strains without generating 

defects would be preferable.  

Recent research has provided just this solution: self-assembled tensile-strained 

quantum dot growth. Tensile-strained self-assembly is a device-compatible, scalable, 

tunable, one-step process that produces defect-free structures with large tensile strains.17–

19 As a proof of concept, we extended this self-assembly growth technique to create  
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Figure 1.3 Lattice constants vs. band gap energy/wavelength for several common 

III-V and group IV semiconductors. From Reference 20. 

highly tensile-strained, defect-free GaAs quantum dots under 3.7% tensile strain on 

In0.52Al0.48As(111)A and (110) surfaces.21–25 Figure 1.3 shows the similarities between 

GaAs and Ge lattice constants, which means that replacing GaAs with Ge in 

In0.52Al0.48As (lattice-matched to InP) is a direct substitution.20,26 Recently, researchers 

used tensile-strained self-assembly to grow Ge tensile-strained quantum dots (TSQDs) on 

InAlAs(001) lattice-matched to InP, resulting in successful light emission.27 Tensile-

strained self-assembly is therefore essential to this research, and a detailed discussion of 

how this process works is provided in Section 1.2.4.2 and Chapter 2 in this dissertation. 

1.2 Background 

I use this background section to discuss the basics of molecular beam epitaxy 

(MBE); characterization techniques for this project; zinc-blende and diamond cubic 

structures, including their impact on antiphase domains; heteroepitaxial growth and self-

assembly; and band structure, quantum confinement, and tensile strain effects. 



5 

 

I designed and carried out experiments to deconvolve the effects of growth 

temperature, growth rate, and capping to understand their contributions to Ge tensile-

strained quantum dot (TSQD) nucleation and growth on each substrate orientation. We 

created comprehensive matrices of samples to ensure that we mapped out the growth 

parameter phase space (i.e. temperature, growth rate, and deposition amount) to help us 

easily interpret how changes impact TSQD growth. In other words, certain aspects of the 

growths (i.e. temperature, growth rate, and deposition amount) acted as independent 

variables. For example, we designed experiments that kept the same growth temperatures 

and rates but varied the deposition amount, allowing us to reliably discern growth effects.  

1.2.1 Molecular Beam Epitaxy (MBE) 

MBE is an important tool for precise sample growth in both research and industry. 

It uses a pristine environment consisting of an ultra-high vacuum (<10-9 Torr) and ultra-

pure (>99.999%) elemental sources. The ultrahigh vacuum and source purity in the MBE 

chamber is essential for minimizing impurities. This is because background levels of 

unwanted atoms/molecules in the chamber and source impurities can incorporate into the 

growing crystal, creating point defects.28 These impurities act as scattering centers or 

charge carrier traps,28 reducing the electronic and optical properties of the material we 

grow. For this reason, we use ion gauges and a residual gas analyzer to monitor the 

chamber pressure and elemental partial pressures, respectively, and identify any leaks. 

Figure 1.4 illustrates a simplified MBE machine with many of the same 

components discussed in this section. The MBE we use is slightly different than the one 

depicted in Figure 1.4. We use a Veeco Gen 930 model MBE, and the following source 

elements are available: Ge, Ga, Al, In, As, Sb, Si, Be, and GaTe, many of which are  
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Figure 1.4 Simple schematic of a typical MBE machine. From Reference 29. 

While the MBE used in our lab is different (there is no Quadrupole Spectrometer or 
extra shutter in front of the substrate), the key components (i.e. Knudsen effusion 

cells, cell shutters, RHEED gun, etc.) are similar. 

essential for this project. Effusion cells containing these molecular/atomic sources are 

temperature-controlled by heaters and thermocouples. The hotter the effusion cell, the 

more atoms/molecules evaporate, creating a beam of atoms/molecules directed at a 

heated substrate. These atoms move across the substrate surface until they find a low 

energy bonding site, at which point they bond to the substrate and the crystal grows, one 

layer of atoms at a time. Before sample growth, we measure the flux of each relevant 

source using a retractable ion gauge to measure beam equivalent pressures (BEPs) in 

front of the substrate. To calibrate BEPs, we determine growth rates as a function of 

effusion cell temperatures. MBE growth rate is low (μm/hour or monolayers (ML) or 

bilayers (BL) per second). With low growth rates and pneumatic shutters that control the 

amount of time the substrate is exposed to the beam of atoms/molecules, we precisely 

control layer thickness down to the atomic scale. 

We monitor substrate temperature with a thermocouple and an optical pyrometer, 

calibrated against known temperatures where the crystallographic surface reconstruction 
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changes for a given substrate. We detect these changes using reflection high-energy 

electron diffraction (RHEED). For example, some of the important transition points that 

we look at on GaAs(001) substrates are the thermal desorption of the native oxide at 580 

°C and the transition between the (2 × 4) and c(4 × 4) surface reconstructions at 525 °C.30 

1.2.2 Characterization 

Here I describe the various experimental techniques that I used during the course 

of my project to understand the growth rates for each source and the structural and 

optoelectronic properties of Ge TSQDs. 

1.2.2.1 Growth Rate Determination 

This section investigates the methods used to determine source growth rates. I 

used reflection high-energy electron diffraction (RHEED) to find the growth rates of the 

In, Al, and Ga sources, while I used transmission electron microscopy (TEM) and 

ellipsometry to determine the Ge growth rate. In future work, I recommend using 

ellipsometry over TEM for determining the Ge growth rate, since it is faster, cheaper, and 

simpler to use compared to TEM without sacrificing accuracy. 

1.2.2.1.1 Reflection high-energy electron diffraction (RHEED) 

A high energy (~14 kV, 1.4 A) electron beam diffracts off the sample at a low-

angle of incidence during MBE growth. A phosphorescent screen captures the resulting 

RHEED diffraction pattern, which is digitized using a high-resolution camera for  

software analysis. Streaks, also known as reciprocal lattice rods or “rel-rods,” appear on 

the screen, indicating a smooth surface.31 The brightness of a streak in the RHEED 

pattern can be measured at the onset of growth.31,32 During growth, the streak’s intensity 

will oscillate (see Figure 1.5(b)).31,32 When the surface is smooth (i.e. when there is one  
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Figure 1.5 (a) These diagrams are cross-sectional surface representations 

showing the growth progression of a single monolayer, with the RHEED beam 
(initial and reflected) represented as solid black arrows and the surface coverage 
amount, θ. These show the relationship between surface coverage and reflected 
electron beam (b) These plots are the accompanying RHEED intensity for each 

diagram in (a). From Reference 33. 

complete layer of growth with minimal-to-no island formation) (Figure 1.5(a)), the 

brightness is at its highest (Figure 1.5(b).31,32 When half a monolayer is complete, there 

are many islands that scatter the electron beam, so brightness is at its lowest (see Figure 

1.5).31–34 The oscillation period of the RHEED intensity is hence a direct measure of the 

time taken to grow a complete atomic monolayer (ML) on the sample.31–34 This means 

that the growth rate of a material in ML/s can be accurately measured during MBE 

growth using RHEED.31,32,34 If we know the lattice constant, we can convert the units 

from ML/s either to nm/s or μm/hr. We also use RHEED to see how the surface 

morphology reconstructs with changing conditions (i.e. substrate temperature, oxide  
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Figure 1.6 Cross-sectional TEM image showing Ge layers of different 

thicknesses, separated by darker AlGaAs layers. The white arrow shows the growth 
direction. In this diagram, t is the layer thickness and Tcell is the Ge cell 

temperature. 

desorption, quantum dot deposition).31 RHEED thus allows the grower to know the 

surface conditions in real time so that they can adjust growth accordingly. 

1.2.2.1.2 Transmission Electron Microscopy (TEM) 

Unlike other elements in our MBE system, Ge does not easily form RHEED 

intensity oscillations.26 This is why we used TEM in Chapter 3 to determine the growth 

rate.26 

TEM uses the diffraction of an electron beam through a mechanically thinned 

sample (<100 nm thick) to image the internal crystal structure of a sample at the atomic-

scale.35 To measure Ge’s growth rate, we deposited multiple Ge layers between ~10 nm 

AlGaAs marker layers on GaAs(001) (Figure 1.6). Each Ge layer was grown for an hour 

at a different effusion cell temperature. Then a cross-section of the sample was imaged by  
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Figure 1.7 Diagram of an ellipsometry setup. The diagram shows how light, 

reflected off a sample can change its polarization direction, in this case, represented 
as the light’s transverse electric field, E (red), changes direction. This gives us 

information about film thickness. From Reference 36. 

TEM (Figure 1.6). We used ImageJ software to measure the average thickness and 

standard deviation for each Ge layer in these images. ImageJ is useful for this calculation, 

because it measures lengths in pixels which we converted to either nanometers or 

monolayers based on the scalebar. 

1.2.2.1.3 Ellipsometry 

 Although we started the project using TEM to calibrate the Ge growth rate, we 

discovered we could save time and effort by instead using ellipsometry. We grew three 

different Ge samples on GaAs(001) for an hour each and used the ellipsometry results to 

calculate the Ge growth rate. One of the advantages of ellipsometry is that it can measure 

film thicknesses in the range of 1 nm up to 10 mm.37 Our samples fit within this range as 

they were approximately 30 nm thick. Ellipsometry measurements are highly thickness- 

and material-dependent,37 which makes it an ideal tool for quickly measuring Ge thin 

films. Ellipsometry works by beaming a laser at a thin film and measuring the change in 

light polarization (Figure 1.7).36,37 This technique is sensitive enough to measure layers 

thinner than the laser’s wavelength.37 
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1.2.2.2 Structural and Chemical Characterization 

Once I know the growth rates for each source, I can then grow buffer calibration 

and TSQD samples with precise layer thicknesses and compositions. In this section, I 

discuss the tools needed to characterize structures after growing them. We use x-ray 

diffraction (XRD), high-resolution scanning TEM (STEM), electron energy-loss 

spectroscopy (EELS), energy dispersive x-ray spectroscopy (EDS), Raman spectroscopy, 

and atomic force microscopy (AFM) to characterize the sample composition, QD 

location, QD strain, and QD shape/size. 

1.2.2.2.1 X-Ray Diffraction (XRD) 

XRD provides information about lattice constants and hence structural 

composition.2 Bragg’s law (Equation 1.1) says that the incident light will diffract off the 

material’s lattice at specific, allowed angles.2  

Equation 1.1    𝑛𝑛𝑛𝑛 = 2𝑑𝑑ℎ𝑘𝑘𝑘𝑘sin (𝜃𝜃) 

In Equation 1.1, we define the variables as follows: λ is the x-ray’s wavelength, θ 

is the angle of diffraction, dhkl is the distance between (hkl) planes, and n indicates an 

integer multiple of λ.2 We can hence calculate lattice constant from the angular position 

of XRD peaks.2 Figure 1.8 shows an example of how we analyze peak fitting of an XRD 

spectra. To determine the composition for a ternary alloy, such as the buffer and barrier 

layers we use (e.g. InGaAs and InAlAs), we use Vegard’s law, which assumes a linear 

interpolation of lattice constant between the binary end-point compounds.38 XRD also 

provides information about the lattice strain or relaxation, which helps us calibrate the 

growth conditions needed to get compositions required for lattice-matching different 

materials. 
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Figure 1.8 XRD spectra showing a peak fitting analysis of an InAlAs(111)A 

calibration sample, 2θ is twice the diffraction angle, θ. The black spectrum is the 
original data, the red line fits the InAlAs(111)A peak, the green line fits the 

InP(111)A substrate, and the blue line is the cumulative peak fit from both the red 
and green lines. I analyzed this particular sample with a Pseudo Voigt (PsdVoigt1) 

peak fit, for which the fitting parameters are given in the inset table. 

1.2.2.2.2 Scanning transmission electron microscopy (STEM) 

STEM, while nearly identical to TEM, is different in that it uses a highly focused 

beam that scans across a sample, producing a serial signal stream correlated with the 

beam’s position.35 This technique results in high-resolution images where atoms and 

defects can easily be seen.35 STEM has a high enough resolution to see atoms,26,35 

making it a useful tool for analyzing the crystal quality of Ge TSQDs. We also used 

STEM to image individual dislocations and determine defect type, density, angle, and 

location. See Chapter 3, Figure 3.2 and Figure 3.5 examples of how we used STEM 

imaging to analyze our TSQDs.  
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1.2.2.2.3 Electron Energy-Loss Spectroscopy (EELS) 

EELS is used within a STEM and works by plotting the spectrum of energy loss 

against electron counts.39 The electrons in the beam lose energy when they interact 

inelastically with the sample.39 Inelastic energy loss is caused by electron interaction with 

inner-shell valence electrons, which occurs at specific loss energies for a given element.39 

We can therefore use EELS with STEM to map a sample’s elemental composition with 

sub-nm resolution.39 I refer the reader to Figures 3.2 and 3.5 for a good representation of 

how we used STEM in combination with EELS for our samples. 

1.2.2.2.4  Energy Dispersive X-ray Spectroscopy (EDS) 

Like EELS, EDS is used within a TEM/STEM for elemental composition 

mapping.40 EDS works by using the electron beam to stimulate the emission of x-rays 

from atoms within a sample.40 This emission is caused by ejecting an inner-shell electron, 

causing a higher energy electron to fall into the inner shell, emitting x-rays characteristic 

of a specific element.40 An EDS spectrometer measures the energy of the emitted x-rays 

and plots the intensities of each emitted x-ray as a spectrum or a map with nm 

resolution.40 EDS is preferred over EELS for quick scans of elemental distribution in a 

sample.40 EELS has higher resolution, and thus is preferred for precise diffusion and 

TSQD studies.39 I refer the reader to Figure 3.2 for a good representation of how we used 

STEM in combination with EDS for our samples. 

2.2.2.5 Atomic Force Microscopy (AFM) 

I employed tapping mode AFM to image my sample surfaces and confirm the 

presence of Ge TSQDs. In AFM, a nm-scale tip oscillates across the surface in a raster 
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scan at the cantilever’s resonant frequency.41 The piezoelectric cantilever adjusts the tip 

height according to the resulting force displacement in the oscillations.41 These  

 
Figure 1.9 Simplified schematic showing a typical AFM setup.  

From Reference 42. 

oscillations are detected by reflecting a laser off of the top of the probe’s tip (Figure 1.9) 

into a photodetector, which sends signals to a computer, resulting in an image.41,42 This 

allows a researcher to measure sub-nm differences in height on the sample surface,41 

which is critical for understanding Ge TSQDs. AFM images reveal qualitative and 

quantitative information about symmetry, height, diameter, and areal density of uncapped 

(i.e. uncovered) quantum dots.22,26,43 AFM shows where TSQDs prefer to nucleate, and 

how much deposition is needed to trigger nucleation, telling us about TSQD growth 

kinetics and thermodynamics.43 Additional computational analysis, like radial distribution 

scaling (RDS), is used on AFM images to understand the preferred TSQD separation 

distance.  
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1.2.2.2.6 Raman Spectroscopy 

Once Ge TSQD growth was confirmed using the previous structural 

characterization techniques, we used Raman spectroscopy to determine the amount of  

 
Figure 1.10 Raman spectra showing Ge(110) TSQD peak identification. A more 

thorough analysis of this spectra, with bulk Ge peak position and InAlAs peaks 
identified, is provided later in Chapter 5. 

strain in our TSQDs. We can do this, because Raman spectroscopy is an optical technique 

that is highly sensitive to crystal bonding and thus tension or compression between 

atoms.44 

Raman spectroscopy relies on the inelastic scattering of light, typically from a 

laser in the visible or ultraviolet range.44 Incident light interacts with the crystal’s 

vibrations and changes the energy of the scattered light.44 An energy shift reveals 

vibrational information in a crystal,44 such as biaxial tensile strain.26 Strain is measured 

by a negative or positive peak shift from the bulk value.26,45 With this information and 

with Ge’s strain coefficient (found in literature), we can calculate the tensile strain within 
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our Ge TSQDs.26,45 A representative spectra for Raman spectroscopy of Ge TSQDs is 

shown in Figure 1.10. The data in Figure 1.10 is presented in a different format in 

Chapter 5 and is explained in detail there. 

1.2.2.3 Band Gap Characterization: Photoluminescence Spectroscopy (PL) 

 
Figure 1.11 Diagram showing the basic principles of PL: electron excitation from 
the valence band, non-radiative relaxation to the conduction band, and finally the 

emission of a photon with the semiconductor band gap’s energy. From Reference 46. 

After confirming the presence of Ge TSQDs, we analyzed the optical properties 

of buried TSQDs. A wider band gap InAlAs layer above the TSQDs acts as a potential 

barrier to provide 3D quantum confinement of carriers within the Ge TSQDs (see also 

Figures 1.2 and 1.3 for a comparison of Ge and In0.52Al0.48As band gaps).47 In PL, laser 

light with an energy larger than the band gap of a sample is absorbed and reemitted at a 

characteristic wavelength corresponding to the semiconductor band gap (Figure 1.11).48–

50 The incident light excites electrons from the valence to the conduction band, leaving 

behind a hole in the valence band.2,50 The electron and hole recombine across the band 

gap and emit a photon (Figure 1.11).2,50 Measuring the wavelengths of the light emitted 
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gives us information about sample composition, quantum confinement within TSQD 

nanostructures, and overall band structure.9,21,48–50 PL requires a defect-free sample, 

because defects such as dislocations or impurities create non-radiative recombination 

centers that suppress PL emission.28 Overall, PL is a really useful way of identifying 

whether or not I transformed Ge’s band structure from an indirect band gap to a direct 

band gap, because indirect band gaps do not emit light efficiently whereas direct ones do 

(see Section 1.1). 

1.2.3  Sample Structure and Crystallography 

Now that I have described how we calibrate our InAlAs/InGaAs layer 

compositions and analyze the sample properties, I want to take the time to describe the 

physical and chemical properties of the relevant materials, Ge, InAlAs, InGaAs, InAs, 

and GaAs. In this section, I discuss the zinc-blende and diamond cubic crystal structures 

as well as the challenges related to growing zinc-blende on diamond cubic crystals. 

1.2.3.1  Zinc-blende and Diamond Cubic Structures 

The zinc-blende (ZB) structures of interest are InAlAs, InAs, and InGaAs, which 

we use as the buffer and/or capping materials.26 The substrate that we grow our samples 

on, InP, is also ZB.51 GaAs TSQDs, which we use to compare to Ge TSQDs throughout 

this dissertation but especially in Chapter 4, are also ZB crystals.43,51 The specific 

combinations of In0.52Al0.48As and In0.53Ga0.47As that I used are calibrated to be lattice-

matched to the InP substrate.52 We embed the Ge TSQDs, which have a diamond cubic 

(DC) structure,51 within InAlAs barrier layers. We use InAlAs to encapsulate Ge TSQDs, 

because InAlAs has a larger band gap than Ge, which should allow for charge carrier (i.e. 

electrons and/or holes) confinement within the TSQDs.20–22,26,47 
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The DC structure consists of two interpenetrating face-centered cubic (FCC) 

lattices of the same elemental species, offset by (¼, ¼, ¼) (see Figure 1.12(a)).51 The 

atoms form tetrahedral polygons covalently bonded at each corner.51 Since there is no 

charge difference between atoms, the DC crystal structure is nonpolar, meaning there is 

no electrostatic charge difference between atoms.53 The ZB structure is a derivative of the  

 
Figure 1.12 (a) Diamond cubic and (b) zinc-blende structures. The thin black lines 

in each diagram represent one cubic unit cell. I used Vesta Crystallography 
software to make this diagram. 

DC structure.51 Instead of having all one elemental species, the two interpenetrating FCC 

sublattices consist of either group III or group V elements (see Figure 1.12(b)).51 Due to 

their similar electronegativities, these elements bond covalently into tetrahedral polygons, 

however electron donation creates a small ionicity.2,53 This ionization results in a slight 

structural polarity, since ionic bonding leads to a difference in electrostatic charge 

between atoms, the atoms will have a slightly positive (group III) or negative (group V) 

charge.2,53,54  
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1.2.3.2 Monolayers or Bilayers— The Nomenclature Stems from Crystallography 

Throughout this dissertation, we use the term “monolayers (ML)” or “bilayers 

(BL)” depending on the crystal structure and surface orientation used. Figure 1.13 

illustrates this concept. For ZB structures, both a group III and group V element make up 

each monolayer, but for a DC structure, monolayers or bilayers are formed exclusively by 

a group IV element.51,53  

When growing on (001), ZB structures have two equally-spaced monolayers per 

unit cell (see Figure 1.13(a)). This equal spacing between monolayers persists regardless  

 
Figure 1.13 (a)-(c) Zinc-blende and (d)-(f) diamond cubic structures rotated to 

show the growth direction along (a),(d) (001); (b),(e) (110); and (c),(f) (111). The thin 
black lines in each diagram represent the cubic unit cell. I used Vesta 

Crystallography software to make this diagram. 

of growth direction for ZB structures (Figure 1.13 (a)-(c)). Even on the (111) surface, ZB 

monolayers are equally separated (Figure 1.13(c)). In this case, as with each ZB growth 
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direction investigated here, one monolayer is defined as a complete layer composed of 

equal parts group III and group V. Figure 1.13(c) also reveals that a ZB (111) monolayer 

is layered so that all group III align along one direction in the (111) plane and vice versa 

for the group V element. For ZB (111) structures, we denote the (111) surface with an A 

or a B to signify that the surface is group III or group V terminated, respectively.19 For 

example, InP(111)A is In-terminated at its surface, and InP(111)B is P-terminated at its 

surface.19 

DC structures differ in that there are four complete, equally spaced monolayers 

per lattice constant on (001) instead of two monolayers for ZB (Figure 1.13(d)). Because 

of this equal spacing, we use the term monolayers for Ge(001) growths. Equal spacing 

between group IV layers also occurs on the (110) surface, hence why we use monolayers 

to describe (110) growths (Figure 1.13(e)). The term “bilayer” is used for diamond cubic 

materials grown on (111), because the spacing between each layer of atoms is not the 

same (Figure 1.13(f)). Instead, there is a shorter bilayer of atoms separated by the 

elemental bond length (Figure 1.13(f)). Because all atoms are the same element in a DC 

structure, it would be incorrect to write “Ge(111)A,” so we instead must write “Ge grown 

on InAlAs(111)A” or “Ge/(111)A” to describe the surface symmetry and chemistry. 

1.2.3.3  Challenges in Ge TSQD Capping 

This project involves the growth of Ge with a DC structure within a III-V 

semiconductor crystal with a ZB structure. These different structures, while similar, are 

not entirely compatible with one another. This makes integrating Ge in III-V 

semiconductors such as InAlAs challenging for several reasons, which I address in this 

section. 
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1.2.3.3.1 Anti-Phase Domains (APDs) 

The polarity difference between the ZB and DC structures means that combining 

them can lead to APDs.53,55–58 A crystal without APDs has the same structure seen in 

Figure 1.13(a)-(c) where only III-V bonds are present.53 When an APD exists, III-III and 

V-V bonds form a two-dimensional structural defect called an antiphase boundary (APB), 

as depicted in Figure 1.14(a).53 The fundamental difference between APDs and APBs is 

found in their terminologies. APDs are “bounded” by APBs, resulting in crystal  

 
Figure 1.14 2D crystal representations showing a III-V material (black and white 

atoms) grown on a diamond cubic structure’s (001) interface (grey atoms). In 
general, the dashed lines represent interfaces, but in (a), the vertical dashed lines 

separate APDs. (b) shows how increasing the step height from one to two 
monolayers (ML) eliminates APDs. Adapted from Reference 53. 

“domains” where the ordering is different relative to the rest of the crystal.53 Defects 

generated at APBs include stacking faults and twin boundaries that degrade a crystal’s 

optoelectronic properties.58 Therefore, preventing APD formation is a priority when we 

cap Ge TSQDs (DC) with InAlAs (ZB), which is necessary to form the top barrier for 

quantum confinement. 

These APBs tend to form along single step edges on the (001) surface (Figure 

1.14(a)).53 Since real materials will have step edges, it is important to understand how to 

eliminate or reduce the possibility of APDs. Two possible methods exist: change the 
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crystallographic orientation and/or use a substrate whose surface is intentionally offcut at 

some angle.53,55–57 

Although (001) is the most common surface orientation used in semiconductor 

devices, it suffers from significant APD formation during polar-on-nonpolar epitaxy (i.e. 

III-V ZB, a polar structure, on a nonpolar DC structure).59,60 To avoid the APD formation 

shown in Figure 1.14(a), this surface requires either a perfect doubling of every step 

edge’s height via the use of offcut substrates53 (see Figure 1.14(b)), or using migration- 

 
Figure 1.15 A 2D crystal diagram showing the surface reconstruction of Ga- and 

As-like sites on a Ge(110) substrate. From Reference 59.  

enhanced epitaxy (MEE).58 MEE alternates group III and group V depositions between 

short (~1 s) pauses, allowing for long adatom diffusion lengths that lead to smoother, 

less-defected surfaces.61 

Alternatively, the (110) surface may be particularly favorable for Ge TSQD 

growth, because for this orientation the ZB structure is pseudo-nonpolar.59,60 Kroemer et 

al. mention that electrical neutrality exists because of the (110) surface’s geometry, 

which is composed of equal parts III and V atoms.59 This pseudo-nonpolarity can be 

illustrated by looking at the horizontal planes of atoms (perpendicular to growth 
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direction) in Figure 1.13(a)-(c). There are an equal number of III and V atoms on a (110) 

plane (Figure 1.13(b)), compared to either III- or V-terminated (001) and (111) planes 

(Figure 1.13(a),(c)). Additionally, Kroemer et al. explains that regardless of the starting 

Ge surface reconstruction, the number of available valence electrons in the Ge lends itself 

to either a III-like or V-like chemistry that is consistent across the crystal surface (see 

Figure 1.15).59 This means that APDs are avoided simply by the chemical properties of a 

(110) DC surface.59 Thus, a pseudo-nonpolar structure grown on a nonpolar interface will 

have suppressed APD formation. In Chapter 5, I confirm that the InAlAs(110) cap above 

Ge(110) TSQDs is APD-free. 

Another good orientation for suppressed APD formation is the (111) surface. 

Although the ZB (111) surface’s polarity would indicate APD formation without 

sufficient substrate offcut angles,59 successful attempts of growing zinc-blende GaAs on 

diamond cubic Ge (111) exist using MEE.60 As I will show in Chapter 3, by growing 

samples with traditional MBE techniques, I was able to successfully grow Ge TSQDs on 

InAlAs(111)A free of APDs without the use of MEE.26 

1.2.3.3.2 Minimizing Interdiffusion 

APD formation was an issue I avoided in this dissertation, but it was not the only 

problem I successfully averted. I anticipated that interdiffusion of Ge, In, and Al atoms 

between the TSQDs and the surrounding InAlAs matrix would be a potential challenge 

for this project, but as is discussed in Chapters 3 and 5, no interdiffusion was found. 

Interdiffusion is a process where atoms from one crystal diffuse into a different 

crystal.2,62,63 Specifically for the purposes of this dissertation, Ge is a common dopant in 

III-V compounds, and III-V compounds can easily diffuse into Ge.62,63 In both cases, the 
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foreign atoms likely act as substitutional dopant species, which may complicate 

nanostructure optoelectronic behavior.57,63 Hence, we used EELS to check for 

interdiffusion from Ge TSQDs into the surrounding InAlAs crystal after deposition.26 

If interdiffusion were to occur, there are a few ways to minimize it via interface 

control methods. Examples such as MEE and/or low temperature growth are known to 

help the Ge and III-V atoms stay where we want them.57,64 During MEE, layers grow via 

alternating fluxes (i.e. depositing some Ga then some Al to grow AlGaAs) with brief 

annealing pauses, resulting in atomically smooth surfaces even for difficult growths.65,66 

We did not use MEE within the scope of this work, because it takes more time than our 

current, standard MBE growths. However, even without MEE, we found that Ge 

interdiffusion effects were negligible on both InAlAs(111)A and (110) under the MBE 

conditions we used (see Chapters 3 and 5).26  

We speculate that we did not see interdiffusion due to the growth modes present 

in the samples investigated. The VW and SK growth modes are explained in greater 

detail in Section 1.2.4.1. In short, the samples we imaged with EELS/STEM 

(Ge/InAlAs(111)A grown at 535 °C and Ge/InAlAs(110) grown at 525 °C) grow via the 

Volmer-Weber (VW) growth mode,26 which does not rely on interdiffusion processes.67–

69  In contrast, the Stranski-Krastanov (SK) growth mode often depends on interdiffusion 

processes.67–69 For example, Chapter 2, Section 2.5.2 and Figure 2.10 show how 

interdiffusion plays an important role in InAs/GaAs(001) QD formation.67 This is 

because adatom-adatom interactions are stronger than adatom-surface interactions, 

reducing the chances of intermixing.68,70,71 We did not look at the SK Ge/InAlAs(111)A 
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TSQDs under EELS/STEM, so this paragraph is purely speculative. I suggest that future 

work investigate SK Ge/InAlAs(111)A TSQDs to determine this conclusively. 

1.2.4 Heteroepitaxy: Growth Kinetics and Thermodynamics 

Now that I discussed the two different types of crystal structures used in this 

project, DC and ZB, I will describe the processes of combining these materials in MBE. 

MBE researchers call this process heteroepitaxy, which is the layer-by-layer, single-

crystal growth of one material on top of another.58,72 In this section, I provide the reader 

with a fundamental look at the growth kinetics and thermodynamics in heteroepitaxy. I  

 
Figure 1.16 Diagrams showing (a) physisorption and (b) chemisorption of carbon 
dioxide molecules to a surface. The dashed lines represent electrostatically attracted 
adatoms, while the solid black lines represent adatoms that bonded to the surface. 

From Reference 73.  

discuss how epitaxy works, how heteroepitaxy growth modes enable QD self-assembly, 

how self-assembly changes with strain sign, and finally I describe two techniques I used 

to understand Ge TSQD growth. 

In discussing kinetics and thermodynamics of MBE growth, it is first important to 

understand how epitaxy works. In MBE, as the beams of atoms/molecules reach the 

sample surface, epitaxial growth involves physisorption and surface diffusion, concluding 

with either chemisorption or desorption.74 Physisorption is what happens when an 

incident atom initially sticks to the surface: the atom is electrostatically attracted to the 

surface but not technically bonded to the surface (Figure 1.16(a)).73,74 Once on the 



26 

 

surface, the atom, now called an adatom, can travel along the surface until it chemisorbs 

or desorbs.74 Chemisorption describes the process of adatom bonding,73,74 which forms a 

new layer or participates in island (QD) nucleation (Figure 1.16(b)).74 

This MBE growth is often modelled by kinetic Monte Carlo (kMC) simulations of 

atomic interactions and density functional theory (DFT) calculations of surface 

energy.34,43,75–77 There is experimental consistency with these modelling techniques when 

comparing with annealed-surface scanning tunneling microscopy (STM) and in-situ 

RHEED patterns.68 That said, heteroepitaxial modelling is complicated by the non-

equilibrium atomic interactions present during experiments: low substrate temperatures 

and continuous atomic fluxes during MBE growth reduce thermodynamic control.68 

Thermodynamic control increases with higher growth temperatures and lower atomic 

fluxes.68 Both higher growth temperature and slower growth rates maximize adatom 

diffusion, pushing the MBE process towards equilibrium.68 This increases the challenges 

faced by computational modelling. That said, modelling can be done over a wide range of 

parameters, even if we cannot realize those parameters experimentally. 

1.2.4.1 Growth Modes 

I use this section to describe the different ways heteroepitaxy manifests based on 

capillarity arguments, which occurs for both compressively-strained and tensile-strained 

systems.21,26,78 

Heteroepitaxy occurs via one of three growth modes: Frank-van-der-Merwe (FM), 

Volmer-Weber (VW), and Stranski-Krastanov (SK).68 VW and SK growths can grow via 

Ostwald ripening once enough material is deposited at a given temperature.26,68,78 

Ostwald ripening is the process of smaller islands coming together to form bigger ones 
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(Figure 1.17).78 Figure 1.17 represents each growth mode and includes a corresponding 

phase diagram for a compressively strained system, where H is the number of monolayers 

and ε is the biaxial strain in the epitaxial layer.78 I chose to show a compressively strained 

system in this example, because research on tensile-strained self-assembly shows similar 

results,21,22,26 making this a comparable study.68 Since the literature is so thorough on 

compressively-strained systems, it offers a good place to start when comparing to tensile-

strained self-assembly processes.  

 
Figure 1.17 An equilibrium phase diagram showing growth modes as a function of 
deposition coverage, H, and compressive strain, ε. The small diagrams represent a 
cross-sectional look at the surface after depositing material with a certain growth 
mode. Large, shaded triangles represent ripened islands while small, white islands 

represent un-ripened, stable islands. From Reference 78. 

FM growth proceeds via smooth, layer-by-layer deposition; VW grows via 

islands/QDs; SK1 forms QDs on an FM layer; SK2 forms a wetting layer around VW 

islands; and R represents Ostwald ripening, FM occurs at low H and low ε; VW occurs at 
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low H and high ε; SK occurs between the FM and VW phases; and R occurs at high H 

(Figure 1.17).78 

These growth modes are a function of both strain and the substrate/epilayer 

interface free energy (γi), surface potential energy (γs), and epilayer potential energy 

(γe).70,79,80 The capillarity model uses Young’s equation to quantify each growth mode: 

FM growth occurs when γs = γi + γe; VW proceeds when γs < γi + γe; and SK happens 

when γs > γi + γe.70,79 This means that VW islands will form when an epilayer has higher 

energy than the interface or surface energy, and an FM wetting layer will occur when the 

epilayer has equivalent or lower energy than the surface.68,70 SK occurs due to an increase 

in strain with increasing wetting layer thickness.68,70 This increase in strain with thickness 

is due to several factors. In particular, intermixing of new epitaxial atoms with surface 

atoms changes the entropy and strain percentage of the wetting layer.69,80 This changes 

the wetting potential until the lattice mismatch strain reaches a critical thickness, causing 

SK islanding.68–70 Both VW and SK growth modes lead to the self-assembly of defect-

free QDs and a high degree of tunability in optoelectronic properties.68,70,81,82 

Researchers have heavily explored growth modes in heteroepitaxial systems 

under compressive strain, but heteroepitaxy in tensile-strained systems remains largely 

unstudied. Research in our group recently showed that GaAs/InAlAs(111)A TSQDs form 

via an anomalous SK growth mode, where the wetting layer continues to grow even after 

formation.82 This change is likely due to the presence of tensile strain and a change in 

relative TSQD/barrier surface energies on the (111)A surface.82 Since the deposited 

adatoms preferentially grow the wetting layer instead of the TSQDs, there is likely only a 

small reduction in the free energy compared to typical SK growth.78,82 Because the 
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wetting layer acts as a quantum well (QW) and the islands act as QDs, a tunable wetting 

layer thickness has important implications for possible QD and coupled QD-QW 

devices.82–85 This tells us that tensile strain enables the defect-free growth of tunable 

QWs and QDs. 

1.2.4.2 Self-assembly: Compressive vs. Tensile Comparison 

The principles behind self-assembly not only depend on capillarity arguments, but 

also the sign of strain and surface orientation.19 By convention, tensile strain takes  

 
Figure 1.18 A representation showing how the biaxial compression (black arrows) 
and tension (red arrows) become a uniaxial tensor along [001]. The shaded triangle 

is a {111} glide plane in a face-centered cubic unit cell. From Reference 19. 

positive values, while compressive strain takes negative values.2 In this section, I focus 

on how these growth modes change based on the strain sign and surface orientation. 

In biaxially strained materials, elastic processes (e.g. island formation) and plastic 

processes (e.g. dislocation nucleation and glide) compete to relax the strain.19,86 

Depending on the application, researchers typically prefer either plastic or elastic 

relaxation. For example, controlled plastic relaxation is essential when growing high-

quality metamorphic buffers to produce virtual substrates with a desirable lattice 

constant.87 In contrast, elastic strain relief is preferred for QD self-assembly, because 
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plastic relaxation manifests as defects such as dislocations, which act as mid-band gap 

carrier traps for non-radiative recombination.19,28,68,88 

Elastic processes reduce the system’s strain through the self-assembly of 3D 

islands and the accompanying increase in free surface area.19,68,70 The sign of strain and 

the surface orientation allow researchers to choose between these two relaxation types.17–

19 The structure of both the DC and ZB structures allows the resolution of biaxial strain 

into a uniaxial shear stress along the {111} glide planes (Figure 1.18).19 

I want to quickly point out the differences between 60° total dislocations and 90° 

and 30° partial dislocations, since they are important for this discussion. Figure 1.19   
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Figure 1.19 Diagrams showing the {111} glide planes (dashed, navy blue lines 

forming equilateral triangles) for a face-centered cubic unit cell, rotated to match 
up with (a),(b) (001) and (c),(d) (111) and (110) biaxially strained growths. The solid 
black and dashed red arrows represent the direction of the resolved uniaxial shear 

stress (τ). The solid black arrow (a),(c) represents the compressive τ, while the 
dashed red arrow (b),(d) represents tensile τ. The solid blue arrows that point 

to/from ‘B’ and/or ‘C’ type sites indicate where an atom laying on a ‘B’ type site 
moves to form 30° and 90° partial, and 60° total dislocations. The dashed black line 
helps the eye define the total and partial dislocation angles. The red X on any blue 

arrow indicates which dislocations are energetically unlikely. Adapted from 
Reference 19. 

shows {111} planes with white circles representing atoms at ‘A’ type sites and filled in 

blue or yellow site locations representing the layer sitting directly above the ‘A’ layer: 

either ‘B’ (blue) or ‘C’ (yellow) locations.19 Figure 1.19 shows us that 60° total 

dislocations occur between two ‘B’ type sites, towards the resolved uniaxial shear stress, 

τ.19 A 30° partial dislocation instead occurs when an atom from a ‘B’ type site moves to 

the middle ‘C’ type site (Figure 1.19).19 A 90° partial dislocation occurs when an atom 

moves from a ‘B’ type site to a ‘C’ type site or vice-versa directly parallel to τ (Figure 

1.19).19 For both 30° and 90° partial dislocations, atomic movement is only energetically  
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Figure 1.20 A high-resolution TEM image showing 30° and 90° partial 

dislocations connected by a stacking fault. From Reference 19. 

favorable when τ’s direction does not oppose this movement (Figure 1.19).19 

Conceptually, Figure 1.19 also shows us that regardless of surface orientation and sign of 

strain, 60° total dislocations require more energy, because they are the combined vector 

sum of 30° and 90° partial dislocations.19 This means that 60° total dislocations require 

more energy to distort/move through the crystal, as is true for substitutional diffusion.2 

While these dislocations are discussed in detail by Simmonds & Lee,19 I 

summarize their discussion here. Simmonds & Lee present a thorough discussion on the 

effect of strain sign and crystal orientation on relaxation type.19 They show that biaxial 

compressive strain on the (001) surface preferentially leads to elastic strain relief instead 

of higher-energy 60° total dislocations (Figure 1.19(a)).19 This agrees with the well-

understood self-assembly of compressively strained nanostructures on (001).68,70,81 As I 

mentioned before, both 30° and 90° partial dislocations are energetically favorable if τ’s 

direction does not oppose atomic diffusion along those angles.19 Figure 1.19(a) shows 

that for compressive strain on (001), 30° and 90° partial dislocations are highly unlikely 

due to τ’s direction.19 
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However, when tensile strain is applied to the (001) surface, the uniaxial strain 

tensor reverses direction on the {111} glide plane (Figure 1.19(b)).19 This means that an 

atom can easily move ‘downwards’ from a ‘B’ type site to a ‘C’ site (Figure 1.19(b)) 

causing a 90° partial dislocation.19 This 90° partial dislocation experiences a larger 

resolved shear stress than either the 30° partial or 60° total dislocation.19 A stacking fault 

connects the 30° and 90° partial dislocations (Figure 1.20).19 The energy for this process 

is lower and thus more favorable for a 90° partial dislocation than any other type of 

dislocation.19 Dislocation nucleation rate, a kinetically driven process, is proportional to 

exp[-Enuc90°/kT], which means strain relief rapidly occurs via plastic processes.19 

Experimental results of tensile-strained materials on (001) confirm this idea: these 

heterostructures form flat, extensively dislocated layers.19,68,88  

This same, plastic relaxation occurs when compressive strain is added in 

combination with a (110) or (111) surface (Figure 1.19(c)).19,68 Using the Thompson 

tetrahedron model for FCC crystals, we can define the (110) and (111) surfaces as 

rotationally equivalent, so dislocation nucleation and glide properties should be the same 

on these two surfaces.19,89 I illustrate this rotational equivalency on the (110) and (111) 

surfaces by rotating Figure 1.19(a),(b) 60°, as is suggested by the Thompson tetrahedron 

model.19,89 Like with tensile strain on (001) surfaces, compressive strain on (110) or 

(111) points τ in a direction which allows the movement of atoms from ‘B’ type sites to 

‘C’ type sites as a 90° partial dislocation (Figure 1.19(c)).19 Experimental results also 

show that compressive strain on the (111) surface form 30° and 90° partial dislocations 

connected by stacking faults.68 
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Luckily for the purposes of this project, there is a window within which tensile 

strain on (110) and (111) can relax elastically. Dislocation nucleation behavior for 

tensile-strained crystals grown on (110) or (111) are analogous to compressively-strained 

crystals grown on (001).19 Figure 1.19(a) and Figure 1.19(d) are equivalent.19 This is 

because τ opposes 90° and 30° partial dislocations, and 60° total dislocations are 

energetically unfavorable for all cases (Figure 1.19(d)).19 Elastic relief is therefore 

preferred for tensile materials grown on (110) and (111) even though plastic relaxation is 

preferred for compressively strained materials grown on these surfaces.19,68 

Therefore, the self-assembly of dislocation-free TSQDs on these surfaces is 

possible. In fact, defect-free TSQDs have already been demonstrated on both (110) and 

(111) surfaces, and their growth is analogous to well-studied compressively-strained QDs 

on (001).17–19,21,26 Like compressively-strained QDs, TSQD size is highly tunable with 

MBE parameters and thus we have excellent control over the light emission 

wavelength.21,22,82 Additionally, because tensile strain reduces the band gap below bulk 

values, new low-band gap devices (e.g. infrared detectors and emitters) are 

possible.21,22,25,90 This is a key motivator for this work: we can use tensile strain to 

produce defect-free TSQDs on (111) and (110),21,22 and the tensile strain we use in our 

systems should be large enough to transform Ge’s band structure.4 

1.2.4.3 Island Scaling Theory 

In this section, I describe island scaling theory, a technique we use in Chapter 4 to 

better understand tensile-strained heteroepitaxy kinetics. Specifically, I used island 

scaling theory to better understand Ge and GaAs TSQD growth kinetics and predict QD 

size distributions (see Chapter 4).43 We use it to compare the self-assembly process in 
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TSQD samples with varying deposition thicknesses, growth rates, and 

temperatures.18,43,76,91 We used Equation 1.2, from the work of Bartelt and Evans,92 in 

order to perform our island scaling analysis, 

Equation 1.2    𝑓𝑓𝑖𝑖 �
𝑠𝑠
⟨𝑠𝑠⟩
� = 𝑁𝑁𝑠𝑠⟨𝑠𝑠⟩2

𝜃𝜃
  

where fi is the scaling function, Ns is the number of islands of size s, θ is the surface 

coverage, and ⟨s⟩ is the average island size.43,76,91,92 This equation allows researchers to 

describe the critical cluster size, i, which is one less than the number of atoms required to 

form the smallest stable island.76,91 The critical cluster size can be found by fitting the 

scaled distributions found by Equation 1.2 with integer values of i plugged into Equation 

1.3 (from the analysis of Amar and Family91) and comparing the fits to determine the 

most likely value for i (Figure 1.21).43,91 In Equation 1.3,  fi(u) is the island size scaling 

function, which satisfies the condition ∫ 𝑓𝑓𝑖𝑖(𝑢𝑢) 𝑑𝑑𝑑𝑑∞
0 =  ∫ 𝑓𝑓𝑖𝑖(𝑢𝑢)𝑢𝑢 𝑑𝑑𝑑𝑑∞

0 = 1, u is simply 

s/⟨s⟩, and Ci and ai are constants for a given i value.91 The resulting shape is shown in the 

solid curves seen in Figure 1.21. 

Equation 1.3    𝑓𝑓𝑖𝑖(𝑢𝑢) = 𝐶𝐶𝑖𝑖𝑢𝑢𝑖𝑖 exp �−𝑖𝑖𝑎𝑎𝑖𝑖𝑢𝑢
1
𝑎𝑎𝑖𝑖�  

Systems that obey scaling theory are only sensitive to mono/bilayer coverage, 

deposition flux, and the adatom diffusion constant.76,91 For this reason, we used island 

scaling theory to better understand the underlying kinetic processes during MBE 

growth.43 In particular, this technique helps us understand how Ge adatoms form islands 

and the islands’ size uniformity for a particular distribution.43 Generally, the larger i is, 

the narrower the scaled distribution and thus the greater the island size uniformity (see 

Figure 1.21).43,91 See Chapter 4, Section 4.4.3 for a more detailed description. 
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Figure 1.21 An example of island scaling plots. These show how, as i increases 

(from (a) to (c)), the distribution of island sizes narrows. From Reference 91. 

1.2.4.4 Radial Distribution Scaling/Functions (RDS, RDFs) and Linear 

Distribution Functions (LDFs) 

Like with island scaling theory, we can use RDS, RDF, and LDF to interpret 

heteroepitaxial self-assembly growth kinetics, with a particular focus on identifying 

whether TSQDs form at some preferred separation.43 We selected RDS, RDF, and LDF 

depending on our needs. In this section, I describe the basic principles behind RDS, RDF, 

and LDF, how we used each to determine preferred adatom diffusion lengths, and how 

each is different.  

The key difference between the terms “Function” and “Scaling” stems from 

whether the data was scaled in a particular way or not. Generally, we use the term 

“Scaling” in Chapter 4, and “Function” in Chapter 5. In Chapter 4, it was more  
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Figure 1.22 Schematic representing a smaller and a larger radial distance from a 
TSQD center, r (red arrows). The yellow circles provide an eye’s guide two selected 

r. This shows how there are more TSQDs the larger r becomes. The arrows and 
circles overlay an AFM image of Ge/InAlAs(111)A TSQDs. 

convenient to normalize all the plotted data (i.e. scale/compress the data by dividing the 

distance between QDs, r, with the average distance between TSQDs, ⟨R⟩), making 

comparison simple;43 the magnitude of the peak was more important than interpreting 

nearest-neighbor correlations along one direction or another. In Chapter 5, the opposite 

was true, so Dr. Eric Jankowski, Alessia Molino, and I used RDFs and LDFs instead of 

RDS in that chapter. 

Dr. Jankowski, Dr. Mike Henry, and Trent Garrett wrote programs to identify 

TSQD centers from AFM images, from which spatial correlations are calculated. For 

each technique, detailed methodologies are described in Chapters 4 and 5. We interpreted 

the data we received from these programs. 

Figure 1.22 illustrates how RDF plots are created: as r increases, more TSQDs are 

detected at that radius until the probability of detecting a TSQD becomes 1.43,72,92 Figure 

1.22 demonstrates this by showing two ‘rings’ of radii a distance r away from the 
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highlighted TSQD. The RDF approaches 1 when the TSQD density at r is the average 

areal density. 

In RDS, we find the position of TSQDs in an AFM image so that we can calculate 

the distances between each dot and every other dot. From these interdot separations we 

can plot their scaling relation, N(r) as a function of r.43,72,92 A radial distribution function 

(RDF), g(r/<R>), is the normalized probability for finding a TSQD center with a distance 

r away from another TSQD.43,72,92 For these RDS plots, we use Equation 1.4.  

Equation 1.4    𝑔𝑔 � 𝑟𝑟
⟨𝑅𝑅⟩
� = 𝑁𝑁(𝑟𝑟)

𝑁𝑁
 

We calculate ⟨R⟩, the preferred adatom diffusion length, from the sample’s areal 

density, then we use ⟨R⟩ to scale r for RDS plots.43,72,92 ⟨R⟩ is calculated by taking the 

inverse square root of the average areal density.43,72,92 We can calculate ⟨R⟩ from 

areal density, because adatom length and TSQD areal density are inherently tied: as 

areal density increases, the adatom length decreases because the TSQDs are closer 

together.26,43  When g(r/⟨R⟩) exceeds 1, the probability of seeing a TSQD at a distance of 

r/⟨R⟩ is larger than the areal density.43,72,92 A large local maximum for g(r/⟨R⟩) indicates a 

preferred separation distance.43,72,92 Below this highly probable separation distance is 

considered the TSQD capture zone.43 RDS analysis provides quantification of how the 

TSQDs are distributed, which can inform our hypotheses about how they may have 

nucleated, and it allows comparison of multiple growth conditions across several 

materials and their surface orientations.43 Indeed, we used RDS analysis in Chapter 4 to 

compare the differences between Ge and GaAs TSQDs grown on InAlAs(111)A. 

While RDFs are useful for finding the preferred separation distance for highly 

symmetrical TSQDs, its spherical symmetry obscures any anisotropies in spatial 
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distribution. To solve this, Dr. Jankowski developed a program to find LDFs. LDFs use 

the same principles as RDFs, but instead of finding r radially, we find r in specific linear 

directions. We use this to investigate Ge(110) TSQD anisotropy in Chapter 5. 

1.2.5 Band Structure, Quantum Confinement, and Tensile Strain Effects 

Understanding the effects of heteroepitaxial growth kinetics and TSQD self-

assembly helps researchers tailor QDs for specific optoelectronic applications. 

Understanding how optoelectronic properties change with TSQD growth is equally 

important for the purposes of this dissertation. Thus, this section provides a fundamental 

look into this project’s relevant physics, such as band structure, quantum confinement, 

and strain effects on band gap. 

Heteroepitaxial growth has many purposes, but they are primarily created to form 

abrupt band structure changes. When we create semiconductor structures with several 

materials, we can confine carriers and construct junctions useful in electronic devices.3 

One example of a heteroepitaxial device includes the high electron mobility transistor 

(HEMT), which uses a 2D electron gas formed within a quantum well (QW).93 Another 

example is a multijunction solar cell, which consists of two or more junctions between 

materials with different band gaps.94 These multijunction solar cells thus absorb multiple 

parts of the solar spectrum.94 In this project, the heteroepitaxy of the low band gap Ge 

TSQDs within wider band gap InAlAs barriers will ensure that carriers in the TSQDs 

experience quantum confinement.47 

These structures require knowing more about how we can use band structure, 

doping, and quantum confinement to create effective devices. As was mentioned in 

Section 1.1, the semiconductor band gap separating the valence and conductance bands  
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Figure 1.23 Band diagrams for a (a) p-n homojunction, and (b) type I, (c) type II, 
and (d) type III heterojunctions. Yellow arrows indicate the movement of holes in 
the valence band (EV) and electrons in the conduction band (EC). The EC labelled 

here is the conduction band minimum, while EV is the valence band maximum. (a) 
The change in conduction band energy (ΔE) equals the elementary charge (e) 

multiplied by the built-in Voltage (VBI). The Fermi energy (EF) is labelled in the 
homojunction diagram. I created this figure using PowerPoint. 

can be direct or indirect.3 Band structure can be tuned by material choice, strain, and QD 

size.21,22,95,96 We can create a wide variety of useful electronic junctions by combining 

different materials and/or dopants.3 

When a semiconductor material has p-type (hole dominant) and n-type (electron 

dominant) sections placed together, the result is a p-n junction.2,3 This junction can be 

made of one or two types of semiconductors: a p-n junction with one semiconductor 

material is called a homojunction (Figure 1.23(a)) while two different semiconductors 

form a p-n heterojunction.3 A homojunction is made of one material, but each side of the 

junction has different majority carriers.3 In all p-n junctions, different majority carriers 

create a difference in Fermi energies between each side of the junction.2,3 To minimize 

the system’s energy, electrons and holes recombine near the homojunction, effectively 

equating the Fermi energies and creating a depletion region free of charge carriers 
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(Figure 1.23(a)).2,3 Instead, the immobile ionized dopant atoms in the depletion region 

give rise to a built-in potential barrier that opposes the flow of electrons and holes in one 

direction while allowing them to move freely in the other.2,3 

Researchers can also make heterojunctions by combining two semiconductor 

materials without adding dopants (Figure 1.23(b)-(d)).3 This contrasts homojunctions, 

which require dopants.3  Instead, an undoped heterojunction creates a potential barrier 

from the conduction band minimum and valence band maximum differences between the 

two materials (Figure 1.23(b)-(d)).3 When charge carriers meet a junction, a few different 

things can happen: they can move across the junction or they cannot due to a barrier, they 

can tunnel through a junction barrier (i.e., at an upwards potential step), or they are 

reflected at a downwards step in the potential.97 Generally, electrons prefer to cross a 

junction in the direction where the conduction band energy, EC, is lower (e.g. electrons 

“sink”), while holes prefer crossing in the direction where the valence band energy, EV, is 

higher (e.g. holes “float”) (Figure 1.23(b)-(d)).2,3,97 When one material is sandwiched 

between a different material, a band well or barrier forms for the electrons and/or holes 

(Figure 1.23(b)-(d)).3 Energy quantization occurs when a structure is small enough that 

its dimensions approach a carrier’s de Broglie wavelength.3 Depending on the materials 

used in a heterojunction, the confinement of carriers can be selectively chosen. In 

general, all QDs, regardless of strain type, can be type I, type II, or type III.3 Type I QDs 

confine charge carriers in both the conduction and valence bands (Figure 1.23(b)), but 

type II QDs confine either the electrons or the holes (Figure 1.23(c)) while creating a 

barrier to the motion of the opposite carrier type.3 Type III heterojunctions (Figure  
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Figure 1.24 Electron energy (E) vs density of states (D(E)) plots comparing (a) 0D 

(b) 1D (c) 2D and (d) 3D structures. From Reference 98. 

1.23(d)) occur when the bands are offset so that the valence band energy of one material 

is above the conduction band energy of another material.3 

Quantum confinement in one or more dimensions changes the density of states 

(Figure 1.24).3,98,99 The density of states is the number of available energy states as a 

function of energy that a charge carrier can occupy within a structure.3 When we plot the 

density of states as a function of energy, each type of quantum confinement will have a 

different dependency on energy: a (0D) QD’s density of states corresponds to a delta-

function (Figure 1.24(a)); a (1D) quantum wire has a density of states proportional to E-1/2 

(Figure 1.24(b)); a (2D) QW’s density of states is independent of E and instead acts as a 

step function with increasing energy (Figure 1.24(c)); and a bulk (3D) material’s density 

of states is proportional to E1/2 (Figure 1.24(d)).3,98,99  

The delta-function for a QD’s density of states means that charge carriers can 

occupy only discrete energy states (Figure 1.24(a)).3,98,99 In other words, a QD behaves in  
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Figure 1.25 Band diagrams depicting Type I quantum well heterostructures. The 

dashed lines represent quantized energy levels. (a) represents an unstrained 
heterostructure with a well width, a. (b) represents the same heterostructure as in 

(a) but with half the original a. (c) shows (a) under tensile strain. The effective band 
gaps, Eg,(a), Eg,(b), Eg,(c), for each respective diagram are emphasized with arrows, 

and the outlined box at the bottom of the figure compares the effective band gaps. I 
created this figure using PowerPoint. 

some ways like an artificial atom with discrete electron states (orbitals) separated by 

forbidden energy gaps.3,98,99 Since QDs have tunable sizes, unlike an atom, their density 

of states is tunable.3,98,99 This is because quantum confinement is dependent on the width 

of the region occupied by a carrier, so tuning the QD size changes the confined states 

energy.3,21,22,98 Quantum confinement is thus extremely useful for optoelectronic devices 

designed to emit or absorb photons with very specific wavelengths/energies. 

Quantum confinement increases the energy needed for an electron to transition 

from the valence to the conduction band (or vice versa) compared to the same 

semiconductor’s bulk band gap (Figure 1.25(a)).3,99 The confined energy levels of a 

quantum well, En, are related to the width of that well, a, by Equation 1.5,  

Equation 1.5    En = (nπħ)2/(2ma2) where n = 1, 2, 3, … 

where ħ is the reduced Planck’s constant, and m is the charge carrier’s mass.3,99 

Therefore, as a increases, the energy of the first energy state (n = 1) decreases, and so the 

transition energy redshifts (Figure 1.25(b)).3,21,99 This equation also tells us why we  
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Figure 1.26 (a) PL emission from GaAs(111)A TSQDs. From Reference 21. (b) 
Diagram showing several elemental and binary compound semiconductor’s bulk 

band gaps as a function of lattice constant. From Reference 20. 

should care about QD shape: an elongated or asymmetrical QD will likely have different 

energy emission along different directions. In contrast, highly symmetrical TSQDs whose 

confined states in different directions are degenerate have potential applications in 

entangled photon emission.21 

In contrast to compressive strain, tensile strain reduces a semiconductor’s band 

gap below its bulk value (Figure 1.25(c)).4,6,8,9 This red-shifts (i.e. increases the 

wavelength), the emitted light below the unstrained materials’ bulk band gap energy.4,6,8,9 

There is a push-pull interplay between quantum confinement and tensile strain. Even 

though quantum confinement naturally blue-shifts the effective band gap, we have found 

the red-shift from tensile strain tends to be larger, and so the combined effect is a 

reduction in the photon energy relative to the bulk band gap.21,22 We see that this is true 

in GaAs(111)A TSQDs: Figure 1.26(a) shows that GaAs(111)A TSQDs emit above 950 

nm, whereas Figure 1.26(b) shows that bulk GaAs emits at about 850 nm.20,21,100 This 

means that GaAs(111)A TSQD light emission is red-shifted from the bulk GaAs band 
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gap despite quantum confinement (compare Figure 1.26(a) and Figure 1.26(b)).20,21 This 

interplay opens up new possibilities for light emitting technology. 

1.2.5.1 The Ge Band Structure 

Unstrained Ge has an indirect band gap of 0.67 eV at 302 K.100 Tensile or 

compressive strain changes the band gap by stretching or compressing bonds along 

certain directions.4 This changes the orientations of the bonds and thus the orbitals’ 

interactions, which varies the heavy and light hole energy.4 The conduction band also 

changes, since this process forces hybridized sp3 orbitals to reshape.4 The type of strain 

and the direction of the biaxial tensile strain affects these orbitals in different ways.4 This 

leads to a heavily orientation-dependent variation in the valence and conduction band 

maxima/minima.4 Thus, the band gap changes in this way (see Figure 1.27). 

Figure 1.27 shows how compressive (negative) and tensile (positive) strains affect 

the Ge band structure. In Figure 1.27, a direct band gap transition occurs when the Γ 

valley dips below the L and X valleys.4 In Figure 1.27, compressive strain decreases the 

Γ valley below the L valley on each surface orientation, but the X valley becomes the 

new, indirect band gap.4 Therefore, compressive strain never results in a direct band gap 

or semimetal transition, because an indirect valley always has the lowest conduction band 

energy and never approaches 0 eV.4  

In contrast, Figure 1.27 shows that Ge will become a direct band gap 

semiconductor on the (001) and (110) surfaces at ~1.6% and ~3% biaxial tensile strain 

respectively.4,6,8,9 Although large tensile strains on the (001) surface tend to result in 

plastic strain relief via dislocation nucleation and glide, on the (110) surface we should be 

able to achieve elastic strain relief via TSQD self-assembly (see Section 1.2.4.2).17,19,59  
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Figure 1.27 Band minima points as a function of biaxial strain on the (a) (001), (b) 
(110), and (c) (111) surfaces for Ge. The red, starred points indicate the calculated Γ 
valley band gap while the blue, open points indicate the L valley band gap. Green, 

solid points indicate the X valley band gap. Conceptually, wherever the red, starred 
points are below the green and blue points is where there is a direct band gap. From 

Reference 4. 

Later in Chapter 5, we demonstrate that not only can we grow Ge TSQDs on 

InAlAs(110), but we may also see direct band gap light emission. 

Chapters 3 and 4 focus on Ge grown on InAlAs(111)A, which leads us to talk 

about Ge’s band structure changes on (111) surfaces. On the (111) surface, even though 

the Γ valley never dips below the L valley under tensile strain, the band gap reaches 0 eV 

at ~4% tensile strain, which means Ge turns into a semimetal (Figure 1.27(c)).4,8 

Semimetals have zero-band gap in certain directions in k-space but have a band 

gap in others.101 This allows for the easy flow of electrons and holes between the valence 

and conduction bands.101 Semimetallic Ge could potentially be used to explore a new area 

in topological materials based on conventional semiconductors, which is why the (111) 

surface is of interest to this project.10 Additionally, turning a resistive semiconductor into 
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a conductive semimetal could be useful for tunnel junctions or low-resistance contact 

layers.102–104 

1.3 Conclusions 

We are interested in using tensile-strained self-assembly to produce defect-free 

Ge QDs on InAlAs(110) and (111)A orientations. On these surfaces, we anticipate that 3-

4% tensile strain will allow us to transform Ge into either a direct band gap 

semiconductor or a semimetal. These are two outcomes that would be extremely 

interesting, both from the point of view of fundamental materials science, but also for the 

potentially novel optoelectronic applications they would enable.  

This introductory section helps build upon the knowledge needed to successfully 

complete and continue the project in this dissertation. Understanding how the crystal 

properties and growth kinetics relate to optoelectronic properties is key to continued 

success in the future. The next few chapters go into more depth on many of the topics 

discussed in Chapter 1.
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Abstract 

Research into self-assembled semiconductor quantum dots (QDs) has helped 

advance numerous optoelectronic applications, ranging from solid-state lighting to 

photodetectors. By carefully controlling molecular beam epitaxy (MBE) growth 

parameters, we can readily tune QD light absorption and emission properties to access a 

broad portion of the electromagnetic spectrum. Although this field is now sufficiently 

mature that QDs are found in consumer electronics, research efforts continue to expand 

into new areas. By manipulating MBE growth conditions and exploring new 

combinations of materials, substrate orientations, and the sign of strain, a wealth of 

opportunities exist for synthesizing novel QD nanostructures with hitherto unavailable 

properties. As such, QDs are uniquely well positioned to make critical contributions to 

the development of future quantum technologies. In this tutorial, we summarize the 

history of self-assembled QDs, outline some examples of quantum optics applications 

based on QDs, discuss the science that explains the spontaneous formation of QDs, and 

provide recipes for successful QD growth by MBE for some of the most commonly used 

semiconductor materials systems. We hope that compiling this information in one place 

will be useful both for those new to QD self-assembly and for experienced researchers, 

ideally supporting the community’s efforts to continue pushing the boundaries of 

knowledge in this important field. 

2.1 Introduction and Background 

For the last 30 years, epitaxial quantum dots (QDs) have been the subject of 

intense research interest across physics, materials science, and electrical engineering. 

QDs represent a highly tunable platform for research driven by fundamental scientific 
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questions and technological applications alike. We can think of a QD as a quantum well 

that confines charge carriers in all three spatial dimensions. When the size of the QD 

approaches the electron’s de Broglie wavelength, the resulting energy quantization 

produces a density of states that approximates a series of discrete delta functions. Viewed 

from this perspective, the quantum states of an individual QD are very similar to the 

electron orbitals of an atom. The key difference is that an atom’s position in the periodic 

table dictates the specific energies of its electron orbitals. In contrast, the confined energy 

states of a QD are inherently tunable. By controlling their size, we can design and create 

QDs that emit or absorb light at very specific wavelengths. 

In the 1970s, researchers used a new technology, molecular beam epitaxy 

(MBE),105 to synthesize the first quantum wells with one-dimensional quantum 

confinement.106,107 However, going further, to produce nanostructures that offered two-

dimensional or three-dimensional quantum confinement was, at the time, a huge 

technological challenge. By the early 1990s, researchers had developed two techniques 

for achieving three-dimensional confinement, both based on the initial growth of a 

quantum well. 

The first approach used top-down processing to fabricate narrow pillars with 

diameters of a few tens of nanometers. Each pillar contained a small disc of the quantum 

well, with in-plane confinement offered by the pillar’s sidewalls (Figure 2.1(a)).49,108 

Indeed, this was the approach used in the paper that coined the term “quantum dots” to 

describe nanostructures with three-dimensional confinement.109 

The second approach grew out of quantum point contact research,110–113 where 

electrostatic gates on the sample surface lower the Fermi level to deplete carriers from  
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Figure 2.1 (a) Transmission electron microscope (TEM) image showing early 

examples of QDs created by electron beam lithography and ion beam milling. The 
average width of these InGaAs/InP QDs is ~30 nm. Reprinted with permission from 
Temkin et al., Appl. Phys. Lett. 50, 413–415 (1987). Copyright 1987 AIP Publishing 

LLC.5 (b) Plan-view TEM image of self-assembled InAs QDs in a GaAs matrix 
(scalebar = 100 nm). Reprinted with permission from Grundmann et al., Phys. Rev. 

Lett. 74, 4043 (1995). Copyright 1995 American Physical Society.114 

specific regions of the underlying quantum well. In this way, researchers produced small, 

discrete disks or “puddles” within the quantum well, each of which offered three-

dimensional confinement.115–117 

These two approaches both permit the synthesis of arrays of QDs at precise 

locations, making it easy to subsequently build devices around them. One can also tune 

the diameter of gate-defined QDs after fabrication, simply by controlling the gate voltage 

applied. These approaches do, however, share some disadvantages. Both require 

extensive post-growth processing, which can be expensive and time-consuming. What is 

more, the maximum areal QD density that can be practically achieved with these 
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approaches is ~108 cm-2, which is lower than the >1010 cm-2 needed for efficient QD-

based light emitters. 

The discovery of self-assembled QDs around 1990 presented researchers with a 

straightforward synthesis approach for QDs that required no post-growth processing and 

could easily provide areal densities >1010 cm-2 (Figure 2.1(b)). The development of self-

assembled QDs came about almost by accident. Since the early 1980s, researchers had 

known that certain combinations of materials began growth in a smooth, layer-by-layer 

growth mode. However, once some critical thickness was reached, a spontaneous 

transition to 3D island formation occurred, consistent with the Stranski–Krastanov (SK) 

growth mode.118,119 Island growth was typically associated with materials systems such as 

Ge on Si(001) and InxGa1-xAs on GaAs(001) that have large differences in lattice 

constants and/or surface energies.118–120 Considerable efforts were invested in 

understanding and suppressing the self-assembly of these undesirable 3D islands.121–125 

The breakthrough came when researchers recognized first that during the initial 

stages of growth, these 3D islands are actually dislocation-free,70,125–127 and second that 

their heights and diameters are close to the electron de Broglie wavelength in these 

semiconductors.81,128 When islands consisting of a narrow bandgap semiconductor were 

embedded within a wider bandgap semiconductor, they behaved as optically active 

QDs.114,128–132 Carrier confinement in quantized energy states was confirmed using 

photoluminescence (PL) spectroscopy.133–136 

Once these facts were established, the floodgates opened, and self-assembled QDs 

became the subject of intense research activity. Self-assembled QDs have since been 

demonstrated in a range of materials systems, including Ge/Si, InxGa1-xAs/GaAs, InxGa1-
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xSb/GaAs,137,138 InxGa1-xP/GaAs,139–141 InAs/InP,142–144 InxGa1-xAs/GaP,139,145 GaN on 

AlN,146,147 InxGa1-xN on GaN,148,149 CdSe on ZnSe,150,151 and CdTe on ZnTe.152,153 The 

features that unite all of these materials systems are growth on a (001)-oriented substrate 

and the presence of compressive strain. 

More recently, QDs on (110)- and (111)-oriented surfaces have also been 

achieved by using tensile rather than compressive strain to drive the self-assembly 

process.17–19,21–23,25,154 Tensile-strained self-assembly has now been demonstrated in the 

GaP/GaAs, GaAs/In0.52Al0.48As, and Ge/In0.52Al0.48As materials systems on both (110) 

and (111) substrate orientations. 

Compressive strain increases a semiconductor’s bandgap, while tensile strain 

reduces it.155 In conjunction with the size of the bulk bandgap and quantum size effects, 

we can, therefore, use the sign and magnitude of strain in a QD to achieve exquisite 

control over the transition energy between electron and hole ground states. Together with 

their discrete density of states, these characteristics mean that laser diodes built around 

QDs exhibit exceptionally low-threshold currents and excellent temperature stability.156–

158 QDs will continue to drive innovations in optoelectronic research. 

2.2 Quantum Dots for Quantum Technologies 

It is the unique properties of QDs for quantum information and communication 

applications that is of most relevance to this special topic collection.23,159–162 QDs are 

ideally suited for use as single-photon emitters, as single-photon detectors, and as sources 

of entangled photons, all of which are key components in various quantum information 

systems.159,161–166 
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2.2.1 QD Single-Photon Emitters 

An electron and a hole confined within a single QD will experience electrostatic 

attraction and can form a bound state known as an exciton. When the electron recombines 

with the hole, a photon is emitted whose energy corresponds to the transition between the 

electron and hole ground states of the QD. We can create excitons in a QD device 

structure by either optical or electrical means. Since one exciton can only produce one 

photon, we can, therefore, use a QD to generate single photons on demand.167 A QD 

placed within an optical cavity, such as a photonic crystal, can hence be used as an 

efficient single-photon emitter.48,166,168 

We use photon correlation measurements to verify that a QD is indeed behaving 

as a quantum emitter of single photons. Quantum emitters exhibit a property known as 

photon antibunching, which means that the probability of more than one photon being 

emitted within some time window is essentially zero.169,170 In other words, a QD that is 

truly a quantum light source can only emit a single photon at a time. To check for photon 

antibunching, we use a Hanbury Brown and Twiss (HBT) setup.171 Using a 

monochromator, we spectrally filter the QD emission and then pass it through a non-

polarizing 50:50 beam splitter. Each arm goes to a high-sensitivity, low-noise single-

photon detector. These two detectors are connected to a timer whose resolution is 

typically a few 100s of picoseconds. This timer provides the delay time (τ) between 

successive photon detection events, allowing one to plot the second-order autocorrelation 

function g(2)(τ).172 Photon anti-bunching, and hence single-photon emission from a QD, is 

characterized by a dip in the second-order autocorrelation function at zero time delay,  
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Figure 2.2 Autocorrelation of a QD emission line shown in the inset. The dip at 

τ ~ 0 ns extends below 0.5 confirming single-photon emission. The dashed 
line shows a deconvoluted fit to these data from which a value of g(2)(0) = 𝟎𝟎.𝟎𝟎𝟎𝟎−𝟎𝟎.𝟎𝟎𝟎𝟎

+𝟎𝟎.𝟏𝟏𝟏𝟏 
is extracted. Reprinted with permission from Unsleber et al., Opt. 

Express 24, 23198–23206 (2016). Copyright 2016 The Optical Society.172 

where g(2)(0) < 0.5 (Figure 2.2). Using pulsed laser excitation, we can use this approach 

to demonstrate triggered single-photon emission.167,170,172 

High-quality single-photon emitters are in great demand for various quantum 

technologies,165 including quantum key distribution (QKD),159,173 true random number 

generation,174 and quantum metrology for sensing below the shot-noise limit.175 

2.2.2 QD Single-Photon Detectors 

The ability to detect single photons is clearly central to the HBT setup described 

above for confirming single-photon emission. However, single-photon detection is also 

critical in its own right to the success of various quantum technologies, perhaps most 

notably for QKD applications.163,176 

Although single-photon detectors based on Si avalanche photodiodes (APDs) and 

superconducting nanowires are in wide-spread use,165,177–179 QD-based single-photon 

detectors offer several advantages.178,180–185 These include a III–V semiconductor device 

architecture compatible with QD single-photon emitters, infrared detection beyond the 
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band edge of Si (for example, at fiber-optic wavelengths), very low dark count rates, and 

the lack of problems with after pulse noise seen in InGaAs APDs that result from the 

avalanche process.178,180–185 

For single-photon detection, QDs are placed close to the channel of a field-effect 

transistor181,182,184 or the double barriers of a resonant tunneling diode.183,185,186 The 

capture of a single photon by a QD generates an electron–hole pair, which in turn 

produces a measurable change in the device current, and the single photon is detected. 

2.2.3 QD Entangled Photon Sources 

According to quantum mechanics, a pair of quantum entangled photons exhibits a 

superposition of all polarization states and can be described by a single wavefunction. 

These entangled photons exhibit the counterintuitive property that even if some 

arbitrarily large distance separates them, their polarizations remain physically linked. 

Measuring the polarization of one photon instantaneously causes its counterpart to 

assume the opposite polarization. Entangled photons are essential for various quantum 

communication technologies.162,164,187,188 As a result, research groups have explored 

various means to create entangled photons, including non-linear optical effects, single 

atoms or atomic ensembles, and nitrogen color vacancies in diamond.189–193 However, the 

generation of entangled photon pairs in semiconductor QDs has some distinct advantages. 

As we have seen, QDs are compact, tunable, and we can electrically trigger them to emit 

photons on-demand.167,194,195 

We can use a QD to generate entangled photons via the biexciton–exciton cascade 

(Figure 2.3).196–198 Two electrons and two holes within a QD form a bound biexciton state 

|XX⟩. For the biexciton to decay to the ground state |0⟩, the two electron–hole pairs must  
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Figure 2.3 Biexciton–exciton cascades with corresponding photon emission 

spectra. (a) For large fine-structure splitting |s|, the two decay paths are 
distinguishable, leading to classically correlated photon polarizations. (b) As |s| → 0, 

the two paths become indistinguishable and emitted photons are polarization 
entangled (after Ref. 198). 

recombine, releasing two photons in the process. The key is that the first exciton 

recombination event puts the remaining exciton in one of two states, |XH⟩ or |XV⟩, which 

are orthogonally polarized. If we cannot say which of the two intermediate exciton states 

the cascade passed through, then the polarization of the two photons emitted will be 

entangled. 

The key to remaining ignorant of this “which-path” information, and so to 

obtaining entangled photons, is the difference in energy |s| between the two intermediate 

exciton states. When |s|, referred to as the fine-structure splitting, is larger than the 

radiative homogeneous linewidth (ΔE), we can distinguish between the two decay paths, 

destroying the entanglement (Figure 2.3(a)). However, when |s| is reduced, ideally to zero 

so that |XH| and |XV| are degenerate, then the two decay paths are indistinguishable, and 
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the two emitted photons will be polarization entangled (Figure 2.3(b)). Testing for photon 

entanglement involves polarization-resolved second-order cross-correlation 

measurements using an HBT setup with rotatable λ/2 and λ/4 plates. In this way, one can 

populate the two-photon density matrix, where strong off-diagonal elements signify 

photon entanglement.196,198 

In practice, however, synthesizing QDs with |s| ~ 0 is not trivial. Self-assembled 

QDs grown on the traditional (001) surface suffer from structural anisotropy and 

piezoelectric effects160 so that |s| can be tens or hundreds of μeV.199,200 However, various 

techniques, including thermal, electrical, and magnetic tuning, enable researchers to 

systematically reduce |s| to zero.196,199,201,202 In this way, entangled-photon light-emitting 

diodes (LEDs) have been demonstrated.96,203 

An alternative approach is to choose a QD system that has an instrinsically low 

fine-structure splitting. Self-assembled QDs grown on (111)-oriented substrates exhibit 

vanishingly small values of |s| due to the high symmetry of this surface.160 QD formation 

on (111) surfaces can be achieved with either droplet epitaxy (see Section 2.4.3) or 

tensile-strained self-assembly (see Section 2.4.6), with both methods showing promise 

for future quantum technology applications.23,204 

In the remainder of this tutorial, we seek to provide an overview of the 

fundamental principles and techniques relating to the growth of self-assembled QDs by 

MBE. Clearly, an exhaustive review of every study of self-assembled QDs is beyond the 

scope of this tutorial. Rather, we have aimed to summarize the typical MBE parameters 

widely used to grow QDs in some of the more commonly encountered QD materials 

systems. It is our hope that this information will be sufficient for someone unfamiliar 
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with QD self-assembly to get started and to begin growing optically active QDs by MBE 

for quantum information applications. 

2.3 Approaches to QD Growth by MBE 

The technological potential of QDs quickly pushed research toward the 

phenomenological design of processes that produce uniform, high-density, defect-free 

QD arrays. For device applications, the ability to reliably tailor QD size, shape, and 

spacing was essential. QD self-assembly meets these requirements without the need for 

pre-growth substrate patterning and can be accomplished in two ways: via induced 

nucleation through droplet epitaxy205 or through strain-driven processes, which are the 

focus of this tutorial.206 These techniques rely on stochastic nucleation events so that the 

resulting self-assembled QDs are distributed randomly across the substrate. For an 

excellent review of efforts to engineer QD arrays with specific placement, see Ref. 207. 

Droplet epitaxy (DE) enables the growth of QDs, even in unstrained materials 

systems.205,208,209 DE growth of III–V QDs is a three-step process. (1) Grow a smooth III–

V buffer surface and close the group V source(s) and wait for the background pressure to 

become negligibly low. (2) Open the group III source(s) to deposit a few monolayers of 

pure metal to form liquid nanodroplets. (3) Reopen the group V source(s), crystallizing 

the liquid nanodroplets into III–V semiconductor QDs. By removing the requirement for 

strain, this method increases the possible combinations of materials from which we can 

synthesize QDs.210 Researchers have also grown QD molecules, quantum rings, and 

quantum holes by DE.210–212 References 213 and 214 provide more information on DE. The 

rest of this tutorial concentrates solely on the self-assembly of strained QDs.  
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2.4 Strain-Driven QD Self-Assembly 

2.4.1 Thermodynamics and Kinetics in MBE 

As with other epitaxial growth techniques, MBE depends on thermodynamic and 

kinetic contributions. The rates of various processes, the strain in a given material system, 

and the relative magnitudes of the surface energies are all critical factors in determining 

the outcome of a given growth. Researchers use thermodynamic wetting arguments to 

explain and predict the growth mode for a given material system.68,215,216 The three 

relevant parameters are the surface free energies of the epilayer–vacuum interface γe, the 

epilayer–substrate interface γi, and the substrate–vacuum interface γs. In addition, if the 

epilayer’s lattice constant is larger (smaller) than that of the substrate, the epilayer will 

experience compressive (tensile) strain due to the Poisson effect.217 

Classifying growth modes based solely on surface energy and strain 

considerations is valid only if we assume the system is close to thermodynamic 

equilibrium. MBE is a far-from-equilibrium growth technique,216 although annealing can 

provide sufficient time for effects such as Ostwald ripening to occur, where larger QDs 

grow at the expense of smaller QDs.218 Whether growth occurs or not is also a function of 

the relevant rates of various processes including atomic arrival, desorption, diffusion, and 

bonding. There are numerous interactions between adatoms and terraces, steps, kinks, 

and surface defects (Figure 2.4). At typical atomic fluxes and substrate temperatures, 

growth by MBE is, therefore, limited by kinetics rather than thermodynamics. 

During MBE, the interplay between thermodynamics and kinetics gives rise to 

three growth modes. First is the Frank–van der Merwe (FM) growth mode, which 



61 

 

proceeds either via 2D layer-by-layer (Figure 2.4(a)) or step-flow crystal growth (Figure 

2.4(b)). On surfaces where the average adatom diffusion length is less than the distance  

 
Figure 2.4 Kinetic processes present during the nucleation and growth of 2D thin 

films via (a) layer-by-layer growth and (b) step-flow growth. 

between neighboring step-edges, crystal growth will tend to proceed via layer-by-layer 

growth. On surfaces where the average adatom diffusion length is greater than the 

distance between neighboring step-edges, crystal growth will tend to proceed via step-

flow growth. 

During layer-by-layer growth, low mobility adatoms will locally nucleate into 2D 

islands that eventually merge to form complete single-crystal layers (Figure 2.4(a)).219 If 

adatom diffusion is very low (for example, if the substrate temperature is too low), multi-

layer growth (i.e., roughening) can occur. Adatoms landing on top of existing 2D islands 

have insufficient energy to overcome the Ehrlich–Schwoebel (ES) barrier and descend to 
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the main epitaxial surface. ES potential barriers exist at the top of step-edges and prevent 

low energy adatoms from moving down to the terrace below.220 The ES barrier occurs 

because as the adatom passes over the top of the step-edge, it sees a “missing” atom and 

so it has fewer bonding sites (has lower coordination) than an adatom on the smooth 

terrace. The result of the ES barrier is that low energy adatoms may coalesce to form a 

new island on top of an existing island before the full 2D layer is completed.215 

In contrast, for high mobility adatoms whose diffusion lengths exceed the average 

terrace width, step-flow growth may occur instead (Figure 2.4(b)). An adatom on the 

lower terrace that is able to reach the bottom of a step-edge will encounter a potential 

well.220 This potential well occurs because of the increase in adatom coordination due to 

the opportunity for bonding with step-edge atoms as well as those on the terrace itself. 

The result of this potential well is that most adatoms will join the growing crystal at the 

step-edges (Figure 2.4(b)). The step-edges grow out at the same rate and the surface 

morphology is essentially preserved. 

For more detail on ES barriers, and crystal growth kinetics in general, we direct 

the reader to Refs. 221 and 222. 

FM growth typically occurs in materials systems where strain is low. When γe + γi 

< γs, it is energetically favorable for the epi-layer to completely wet the substrate surface, 

giving rise to the FM growth mode (Figure 2.5(a)). It follows that the spontaneous 

formation of 3D QDs does not arise naturally from this growth mode. 

2.4.2 Volmer-Weber Growth 

The second growth mode we must consider is the Volmer–Weber (VW) growth 

mode, which produces discrete, 3D islands (Figure 2.5(b)). For VW growth, the condition 
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γe + γi > γs must be met, resulting in dewetting of the epilayer so that 3D islanding occurs. 

In situations close to thermodynamic equilibrium, the contact angle between the VW 

islands and the substrate surface is given by cosθ = (γs - γi)/γe.215 In practice, the VW  

 
Figure 2.5 Different growth modes during MBE growth resulting from a 

thermodynamic interaction of surface energies: (a) the FM layer-by-layer growth 
mode, (b) the Volmer–Weber (VW) growth mode, which produces 3D islands 

directly on a substrate; and (c) the SK growth mode in which 3D islands form on 
top of a complete 2D wetting layer. 

growth mode is rarely encountered among the semiconductors of interest for QD-based 

optoelectronics. Typically, only very thin layers of materials under extremely high strains 

(>10%) self-assemble via the VW growth mode, for example, in the InPSb/InP, 

GaPSb/GaP, and InN/GaN QD systems.78,223,224 

That being said, QD self-assembly by the VW mode does occur under lower 

strains in some hybrid group V/III–V semiconductor systems.26,225–229 VW-based self-
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assembly has also been reported for tensile-strained systems such as GaP/GaAs(110) and 

Ge/InAlAs(111)A, where QD formation is mediated by step-edges on the substrate 

surface.17,26 If the potential well associated with the ES barrier is sufficiently deep, 

adatoms will not cross from one terrace to another but instead preferentially accumulate 

at the bottom of the step-edges.17 This means that locally, the adatom density can quickly 

become high enough to trigger island nucleation, even when the total amount of material 

deposited is ≪1 monolayer. The result is the preferential self-assembly of QDs at the 

step-edges (Figure 2.6), in contrast to the randomly distributed QDs we typically see 

during strain-driven self-assembly. 

2.4.3 Stranski-Krastanov Growth 

The third growth mode we must consider is the Stranski–Krastanov (SK) growth 

mode, where initial 2D growth transitions into the self-assembly of 3D islands (Figure 

2.5(c)). SK growth typically occurs for intermediate levels of compressive or tensile 

strain, say 2.5%–10%. During the initial stages of SK growth, the various surface free 

energies are such that the epilayer wets the substrate surface. The group III adatom 

diffusion length is sufficiently high that we initially obtain layer-by-layer growth of a 2D 

wetting layer.230 However, as the wetting layer gets thicker, the strain energy builds up, 

and a competition between plastic and elastic strain relief mechanisms comes into 

play.19,86 Depending on the specific combination of sign of strain and substrate 

orientation, this strain energy will be relieved either plastically by dislocation nucleation 

and glide, or elastically by surface roughening.19 For compressive strain on a (001) 

substrate or tensile strain on a (110) or (111) substrate, elastic strain relief is energetically 
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favorable, and a morphological change can occur from 2D to 3D growth. This transition 

is the hallmark of the SK growth mode. 

Due to its propensity to surface segregate, the presence of indium in certain QD 

systems can further complicate the picture. The archetypal example of this is in the self- 

 
Figure 2.6 Atomic force microscope (AFM) image of tensile Ge/InAlAs(111)A 
QDs that self-assemble via the VW growth mode. Most of the Ge QDs form at the 

step-edges of the InAlAs surface. 

assembly of InGaAs/GaAs(001) QDs. In–Ga intermixing at the epilayer–substrate 

interface dilutes the indium composition of the InGaAs epilayer below its nominal value 

(Figure 2.10).231,232 However, indium also undergoes strain-driven vertical segregation, 

which enriches indium content at the InGaAs surface.231 Once this surface indium 

concentration reaches 80%–85%,231 the strain is large enough for the SK transition from 

2D to 3D growth to occur.86,233 As we reduce the nominal indium composition of the 

deposited InGaAs, we lower the strain, but we also lower the amount of indium available. 

This means that the wetting layer will grow thicker before this critical surface indium 

concentration is achieved, and self-assembly begins. 
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It is interesting to note that reversing the situation, so that indium is present in the 

matrix material but not in the QDs, can lead to some unusual effects such as SK growth 

with a tunable wetting layer thickness (see Section 2.4.6.1).154 

Once the critical thickness has been reached, SK growth proceeds via the 

formation of discrete 3D islands on top of the 2D wetting layer. As discussed above, 

either compressive or tensile strain can be used to drive SK growth as long as a substrate 

with the correct crystallographic orientation is used: [compressive + (001); tensile + 

(111) or (110)].19,21,154,230 For these specific combinations, the resulting 3D islands will be 

elastically strained and free from dislocations, provided the total amount of material 

deposited is less than some maximum amount, typically a few monolayers (ML). 

Exceeding this maximum will allow the accumulated strain energy in the wetting layer 

and QDs to overcome the energy barrier to dislocation nucleation, and plastic strain relief 

will take place. 

Although the SK growth mode is much more frequently encountered, we can take 

advantage of both the SK and VW growth modes to produce 3D self-assembled QDs with 

high areal densities.234 Indeed, for Ge QDs grown on InAlAs(111)A (Figure 2.6), Sautter 

et al. showed that it may be possible to move between the VW and SK growth modes 

through careful choice of MBE parameters.26 

As we have seen, the resulting characteristics of these self-assembled QDs depend 

on both thermodynamic and kinetic factors, with atomic deposition rate, adsorption, and 

adatom surface diffusion of particular importance. In the remainder of this tutorial, we 

look at systems where compressive and tensile strain are the driving forces for the 

formation of QD self-assembly. Given their much earlier discovery, the body of literature 
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concerning compressively strained QD systems is more extensive and covers a wider 

variety of materials. In contrast, tensile-strained QDs are still in the comparatively early 

stages of research but represent a fertile area for the development of novel QD systems. 

 
Figure 2.7 Room-temperature bandgaps of various elemental and binary 
compound semiconductors as a function of lattice constant. Reprinted with 

permission from Fornari, “Epitaxy for energy materials,” in Handbook of Crystal 
Growth, 2nd ed., Handbook of Crystal Growth, edited by T. F. Kuech (North-

Holland, Boston, 2015), pp. 1–49. Copyright 2015 Elsevier. 

2.5 Compressively Strained Quantum Dots 

Research into epitaxial QDs began with materials systems under compressive 

strain. Compressive strain occurs when the lattice constant of the QD material is larger 

than that of the surrounding matrix. Since the lattice constant of most semiconductors 

relates inversely to their bandgap (Figure 2.7), this situation lends itself well to producing 

quantum confinement of carriers in the QD. 

The critical thickness for the SK transition from 2D to 3D growth is dictated by 

the accumulated compressive strain in the wetting layer. For materials systems under 

high strain, the critical thickness will, therefore, tend to be lower. For example, InAs/InP 
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QDs (3.2% strain) have a critical thickness of 2.5 ML,235,236 while InAs/GaAs QDs (7.2% 

strain) and GaSb/GaAs QDs (7.8% strain) have critical thicknesses of 1.6 ML and 1.2 

ML, respectively.237 As well as driving the self-assembly process, compressive strain has 

the effect of increasing the semiconductor bandgap (Figure 2.8(a)) and hence blue-

shifting the light the QDs emit or absorb. In addition, we see that compressive strain 

breaks the valence band degeneracy, pushing the heavy-hole band above the light-hole 

band. We can control the strain by changing the composition and hence the lattice 

constant of the QD and/or the surrounding matrix. In doing so, we can fine-tune the QD 

band structure, for example, to select light absorption or emission at a specific 

wavelength. Further tunability is possible by manipulating QD size, shape, and areal 

density, all of which one can tailor during self-assembled growth by MBE. 

The compressively strained materials systems we discuss below represent some of 

the most widely studied self-assembled QDs, providing an excellent starting point for 

understanding the newer field of tensile-strained QD self-assembly in Section 2.4.6. 

2.5.1 Ge or GexSi1-x on Si(001) 

Due to the dominance of Si in the electronics industry, GexSi1-x on Si(001) is one 

of the most heavily studied diamond-cubic heteroepitaxial systems. By combining the 

elemental semiconductors Si and Ge, researchers created alloys whose composition 

allowed them to manipulate both the band structure and, via lattice constant, the strain 

(Figure 2.7). There is a ~4.2% lattice mismatch between Si and Ge (see Figure 

2.7).121,238–240 Not only did strain-relaxed 2D buffers of GexSi1-x alloys lead to important 

developments in electronic device design,241,242 they also helped researchers better 

understand homo- and heteroepitaxy from a kinetic and thermodynamic perspective. 
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In general, compressively strained GexSi1-x self-assembles into rectangular-based 

“huts” on Si(001) with {105} facets under typical MBE growth conditions.238,239,243–245 

For further information, several detailed studies of GexSi1-x QD shapes/facets 

exist.238,239,243–245 While researchers have explored GexSi1-x self-assembly on Si(001) 

substrates with a 0°–8° miscut toward the [110] direction,239,246,247 most studies focus on 

miscuts of <2°.239,246,247 Interestingly, exceeding a 4° miscut angle can change the growth 

mode from SK to VW.247  

To remove the native oxide before MBE, Si substrates are typically heated to a 

“flash-clean” temperature of 1050–1255 °C and held there for 40 s239,243,246,248 or may be 

first annealed at 900 °C for 3 min before flash-cleaning the Si substrate.248 The substrate 

is then cooled to 500–700 °C for Si deposition.238,240,247–249 At this growth temperature, 

Si(001) grows with a (2 × 1) surface reconstruction in a step-flow growth mode.238 

Typical growth rates for Si homoepitaxy are from 0.005 to 0.74 ML/s, with 0.044–0.405 

ML/s the most common.240,247–249 A Si buffer layer of ~100 nm is grown to act as a 

bottom potential barrier for the GexSi1-x QDs. The sample may be annealed at 1100 °C 

for 10 min and then cooled to the desired temperature for GexSi1-x QD growth.249 

Researchers have demonstrated GexSi1-x QD self-assembly at substrate 

temperatures from 300 to 750 °C, but 450–600 °C is typical.70,238–240,243,247–249 The GexSi1-

x growth rate can range from 0.0008 to 0.707 ML/s, but we recommend 0.001–0.083 

ML/s based on the most common rates in the literature. 70,238,240,243,248,249 

For deposition of pure Ge (i.e., x = 1) on Si(001), the wetting layer initially grows 

via the step-flow mode, with Si/Ge intermixing at substrate temperatures ≥500 

°C.238,248,249 After 3 ML Ge deposition, the reflection high-energy electron diffraction 
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(RHEED) pattern changes from streaky to spotty, indicative of the SK growth mode 

transition from 2D growth to 3D island self-assembly.238–240,243,248,249 For GexSi1-x/Si(001) 

studies, typical QD deposition amounts are 3–8 ML.70,238–240,249 Individual layers of 

GexSi1-x QDs are separated by at least 10 nm of Si and finally capped with ~100 nm of Si 

to act as the top potential barrier and provide confinement.70,240 

Surfactants can help delay the SK transition to 3D islanding, thus increasing the 

critical thickness and red-shifting the energy of the quantum confined states in the 

wetting layer.248 Example surfactants are As4 and Sb4, with As providing a more stable 

(i.e., thicker) Ge wetting layer than Sb.248 

2.5.2 InxGa1-xAs on GaAs(001) 

As the earliest optically active QD system, self-assembled InxGa1-xAs/GaAs(001) 

QDs are the most extensively studied in the literature. Together with GexSi1-x/Si(001), 

InxGa1-xAs/GaAs(001) QDs gave researchers an opportunity to study MBE growth 

kinetics and thermodynamics in great detail and opened the door to materials design 

through strain-engineering. InxGa1-xAs/GaAs QD self-assembly is driven by a 

compressive lattice mismatch of ~7.2% between InAs and GaAs, but despite this large 

strain, the QDs are free from dislocations.67,68,118,250,251 A direct bandgap (Figure 2.8) and 

strong type-I carrier confinement (Figure 2.9), mean that InxGa1-xAs/GaAs(001) QDs are 

well suited to a range of optoelectronic devices.114 

Here, we describe the MBE conditions most widely used to grow self-assembled 

InxGa1-xAs/GaAs QDs. The native oxide is thermally removed from GaAs(001) 

substrates under a flux of As2 or As4 at anywhere from 580 to 650 °C.19,251–253 A 

homoepitaxial GaAs(001) buffer of several hundred nanometers is then grown at a 
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substrate temperature of 550–600 °C (typically closer to 600 °C).19,68,81,114,137,211,251–256 

The GaAs growth rate for the buffer is 0.3–1.0 μm/h (often at the higher end of this 

range). 19,68,114,137,211,251–256 GaAs(001) growth typically occurs on the (2 × 4) As- 

 
Figure 2.8 Calculated band structures for InAs in the presence of (a) biaxial 

compressive strain, with strain components εxx = εyy < 0 and εzz > 0, (b) no strain, 
and (c) biaxial tensile strain, with εxx = εyy > 0 and εzz < 0. Reprinted with permission 

from Schliwa et al., “Electronic properties of III-V quantum dots,” in Multi-Band 
Effective Mass Approximations, Lecture Notes in Computational Science and 

Engineering (Springer, Cham, 2014), Vol. 94, pp. 57–85. Copyright 2014 Springer 
Nature.257 

stabilized surface reconstruction, in part because this surface comprises the largest part of 

the GaAs(001) flux–temperature phase diagram for a given As flux.68,81,252 

For the growth of binary InAs QDs, the substrate temperature is typically reduced 

to 400–490 °C.114,251,252,254,255,258,259 Unless care is taken to reduce the As overpressure 

during cooling, the GaAs(001) surface will undergo a phase change to the c(4 × 4) 

surface reconstruction at around 520 °C.68,251 As a result, most InxGa1-xAs/GaAs(001) 

QDs undergo self-assembly on this c(4 × 4) surface. TheInxGa1-xAs is deposited at 0.018–

0.3 ML/s, and typical deposition amounts range from 1.4 to 2.7 ML.67,68,114,251,252,254,258 
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Once the InAs critical wetting layer thickness of 1.6–1.7 ML is reached, the RHEED 

pattern rapidly changes. Consistent with the SK transition from 2D to 3D growth, the 

streaky c(4 × 4) pattern of the wetting layer gives way to a spotty pattern, with spots and  

 
Figure 2.9 (a) Room-temperature PL spectra for InAs/GaAs(001) QDs, 

GaSb/GaAs(001) QDs, and an InAs–GaSb hybrid QD structure. (b) These same 
spectra normalized to the maximum intensity. (c) The band diagram for this hybrid 

structure explains the origin of the three peaks and shows the type-I and type-II 
band alignments of the InAs and GaSb QDs, respectively. Reprinted with 

permission from Ji et al., Appl. Phys. Lett. 106, 103104 (2015). Copyright 2015 AIP 
Publishing LLC.254 

chevrons forming along the [110] and [1�10] azimuths, respectively.67,68,114,254 The result 

of this step is the self-assembly of InAs QDs. Cation intermixing naturally occurs at the 

InAs–GaAs interface to form an InxGa1-xAs alloy.68,81,231 This alloy extends up into the 

QDs and generally becomes more In-rich with increased deposition (Figure 2.10). 68,81,231 

The concentration of In in both the wetting layer and the QDs increases with a decrease 

in the InAs growth rate.68 

Some studies suggest adding an anneal step of 5 min at 580 °C before and/or after 

depositing the InxGa1-xAs.254,255 The use of a surfactant, such as Te, can increase the 
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critical wetting layer thickness up to 6 ML.258 Houzay et al. were also able to obtain a 

critical wetting layer thickness of 6 ML by depositing 0.5–1 ML InAs, pausing “several” 

minutes, and continuing the deposition at 0.05 ML/s.251 The authors also show that it is  

 
Figure 2.10 Experimental results for the InAs/GaAs QD system. (a) Deviation of 
the lateral lattice parameter due to compositional variation in a QD compared to 

GaAs. (b) Ga-content of the In1-xGaxAs alloy in a QD as a function of vertical 
position. Reprinted with permission from Kegel et al., Phys. Rev. Lett. 85, 1694 

(2000). Copyright 2000 American Physical Society.67 

possible to increase the wetting layer critical thickness to 3 ML by increasing the As 

overpressure during InAs growth.251 

Ternary InxGa1-xAs QDs (i.e., x < 1) are often grown at slightly higher substrate 

temperatures of 505–530 °C.81,253 Note that above ~530–540 °C, the sticking coefficient 

of indium falls rapidly to zero, placing an upper limit on the substrate temperature for QD 

growth.260 For x = 0.5, the critical wetting layer thickness for InxGa1-xAs QD self-

assembly increases to 4–5 ML.81,253 An increase in the critical thickness is consistent both 

with the lower strain and the reduced availability of indium, meaning that it takes longer 
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to reach the critical surface concentration for the transition to 3D growth (see Section 

2.4.3).231 

When capping InxGa1-xAs QDs with GaAs to create the top barrier, it only takes 

~5 nm for the streaky RHEED pattern to recover, indicating planar growth.81 Typically, 

at least the first ~5–10 nm of the GaAs cap is grown at the QD growth temperature. This 

prevents indium-desorption when the sample is heated to the optimal substrate 

temperature for growth of the GaAs cap. We recommend growing a total GaAs cap 

thickness of at least 25 nm. However, if multiple layers of QDs are to be stacked in a 

given structure, tuning the spacer layer thickness may be required to prevent carrier 

tunneling or vertical alignment of QDs (if these effects are undesirable).81,253,261 For 

further reading, the paper by Joyce and Vvedensky offers a comprehensive discussion of 

both GaAs homoepitaxy and InAs/GaAs heteroepitaxy.68 The authors present information 

on surface reconstructions and demonstrate how substrate orientation impacts homo- and 

heteroepitaxy. In addition, the study by Jacobi provides a thorough discussion of 

InAs/GaAs QD facets and QD sizes.259 

2.5.3 GaSb on GaAs(001) 

GaSb QDs embedded within a GaAs matrix experience 7.8% lattice mismatch and 

exhibit a type-II band alignment offering hole confinement (Figure 2.9).137,211,254,256,262,263 

QDs with type-II band alignments may be preferable for applications where low carrier 

recombination rates/long radiative lifetimes are required.256,262,263 What is more, unlike 

type-I QDs, the emission energy from type-II QDs is tunable, blue-shifting as the cube 

root of the laser excitation density.264,265 
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We summarize our recommendations for growing GaAs(001) homoepitaxial 

buffers in Section 2.5.2. Once the GaAs buffer layer is complete, the substrate is cooled 

to 450–530 °C (we recommend 450–490 °C) while closing off the As flux (or 

dramatically reducing it).137,211,256,262 We recommend exposing the GaAs buffer to a beam 

equivalent pressure (BEP) Sb2 flux of ~1 × 107 Torr for 60 s prior to opening the Ga 

shutter.211 

To grow the QDs, deposit 1.4–5 ML GaSb at a rate of 0.2–0.73 ML/s, with a V/III 

flux ratio of 1–2. 137,211,254,256,262 Once the critical wetting layer thickness of ~1.2 ML is 

reached,237 the RHEED pattern transforms from streaky to spotty, indicating a transition 

to 3D self-assembly.254,256 The result is defect-free GaSb(001) QDs. 

Sun et al. show that to maintain GaSb QD quality, care during growth of the top 

barrier, or cap, is critical. After QD growth, increasing the substrate temperature above 

500 °C results in “an immediate disappearance” of the spotty RHEED pattern.256 The 

authors show that for GaSb QDs grown above 460 °C, the spotty RHEED pattern is 

maintained only if the substrate temperature is reduced to 460 °C under an Sb flux. 256 

Once at 460 °C, the Sb valve can be closed, and the As valve opened. 

Growth of a 50–100 nm GaAs cap can then take place. 256 It is common to deposit 

the first 10–15 nm GaAs at the GaSb QD growth temperature, before interrupting the 

growth and finishing the cap at standard GaAs growth temperatures close to 600 °C. 

137,211,256,262 For a droplet epitaxy method for growing GaSb/GaAs(001) QDs by MBE, 

see Liang et al.211  
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2.5.4 InAs on In0.52Al0.48As, In0.53Ga0.47As, or InP(001) 

The compressive lattice mismatch of 3.2% between InAs and InP(001) (and its 

lattice-matched alloys InxAl1-xAs and InxGa1-xAs) is considerably lower than the 7.2% 

mismatch InAs experiences on GaAs(001) (see Figure 2.7). Because compressive strain 

serves to increase the semiconductor bandgap energy (Figure 2.8), the lower strain in 

InAs/InP-based QDs means that their light emission/absorption is significantly red-

shifted compared with similar QDs grown on GaAs. This red-shift means that InAs/InP-

based QDs allow us to access the telecom-relevant “O” and “C” bands, centered at 

wavelengths of 1.3 μm and 1.55 μm, respectively.266–270 These wavelengths correspond to 

minima in the absorption spectrum of standard silica optical fibers, where light 

transmission is more efficient. As a result, considerable research efforts have gone into 

obtaining room-temperature light emission from InAs QDs in these materials 

systems.236,266–272 

An unusual feature of InAs self-assembly in these InP-based systems is the ability 

to synthesize either discrete QDs or elongated quantum wires (QWrs) depending on the 

MBE conditions, specific choice of buffer materials, or substrate offcut. 236,269,271–275 The 

InAs QWrs tend to line up parallel to the [1�10] direction due to the anisotropic relaxation 

of strain (Figure 2.11).273,276 García et al. show that the group V stabilized (2 × 4) surface 

reconstruction gives rise to QWr formation in heteroepitaxial systems involving different 

group V elements.276 Similar QWr formation effects have been reported in other mixed-

group V systems, including InAs/AlAsSb(001).265,277 In all cases, the QWrs form parallel 

to the dimer rows of the (2 × 4) reconstruction, which are aligned along [1�10].276 
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Differences in QWr (or QD) morphology and light emission characteristics are observed 

when InAs is deposited on InP, InxAl1-xAs, or InxGa1-xAs.236,266–272,278 

To grow self-assembled InAs QWr’s or QDs, the InP(001) substrate oxide is 

desorbed at 500 °C for 10 min.279 Regardless of the buffer material used, a 200–400 nm 

smoothing layer suffices for QD growth.267–272,278 

For an InP buffer, we recommend growing at 1 μm/h and 400 °C under a P2/In 

flux ratio of 20.267,268,270–272,278 For In0.53Ga0.47As or In0.52Al0.48As buffers, a growth 

temperature of 460–525 °C is more common.236,268,269,272 We recommend annealing the  

 
Figure 2.11 1 × 1 μm2 AFM image of self-assembled InAs/InAlAs QWrs, showing 
their alignment parallel to [𝟏𝟏�𝟏𝟏𝟏𝟏]. Reprinted with permission from Simmonds et al., 

J. Vac. Sci. Technol. B 25, 1044–1048 (2007). Copyright 2007 American Vacuum 
Society.236 

buffer at its growth temperature for 10 min under either an As or P flux depending on the 

buffer’s group V element.268,269 

The InAs QD growth temperature is typically 400–495 °C on InP269–271,278 and 

460–525 °C on In0.52Al0.48As or In0.53Ga0.47As.236,268,269,272 Typical InAs growth rates are 

0.1–0.5 ML/s under an As-rich overpressure where the V/III ratio is 30–35.236,268–272,278 
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The critical thickness for the SK growth mode transition is ~2.5 ML,236,268–272 which is a 

result of the lower strain in this system compared to InAs/GaAs QDs (see Section 2.4.3). 

To tune QD size and areal density, some authors recommend annealing the self-

assembled InAs after deposition for 30–120 s under the same substrate temperature and 

As flux.268–272,278 

If growing more than one layer of self-assembled InAs, we recommend using 25–

50 nm spacer layers grown under the same conditions as the bottom barrier.266,272 

Depending on requirements, a surface capping layer of 50–300 nm is sufficient to form a 

top potential barrier.268–272 

2.5.5 InP on InxGa1-xP/GaAs(001) 

InP QDs on InxGa1-xP/GaAs(001), with a maximum lattice mismatch of 7.2%, 

present an interesting opportunity to achieve highly organized, 2D arrays of QDs without 

substrate pre-patterning.280–283 For x = 0.51, InxGa1-xP is lattice-matched to GaAs, 

resulting in a 3.7% compressive lattice mismatch in the InP QDs. InP deposited onto 

lattice-matched InxGa1-xP/GaAs(001) can self-assemble into quantum rings.284 Slightly 

straining the InxGa1-xP with respect to the GaAs substrate can produce QDs with spatial 

alignment along the [100] and [010] directions (Figure 2.12).281,282 Many studies of this 

material system investigate the effect of the buffer composition on SK growth, QD 

elongation, and QD shape.280–283,285 There is evidence that the 2D wetting layer in this 

system is unstable. Corrosion of the wetting layer likely increases QD size.282 

The initial steps for QD growth in this system involve the native oxide removal 

and the initial buffer growth of GaAs(001), which is described in Section 2.5.2. 

Typically, a 200–300 nm GaAs buffer is grown to smooth the surface, followed by the 
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InxGa1-xP bottom barrier.127,280–285 150–500 nm InxGa1-xP is deposited at 0.5–1.0 ML/s, at 

a substrate temperature of 415–550 °C, under a P2/III flux ratio of 10–32.127,280–283,285 

Smooth InxGa1-xP buffers exhibit a streaky (2 × 1) RHEED pattern.281–283 

Once the InxGa1-xP growth is complete, the substrate temperature is adjusted for 

growth of the InP QDs, typically 410–540 °C.127,280–283,285 InP QDs are deposited at 0.16–

1.6 ML/s, usually at the lower end of that range.280–285 The critical wetting layer thickness 

of the QDs is 1.5–3 ML, depending on the InxGa1-xP buffer composition, and hence the 

amount of compressive strain in the InP. The 2D-to-3D SK transition is identifiable in 

RHEED from the telltale change from a streaky to spotty pattern.280,283,285 The QDs are  

 
Figure 2.12 AFM images of InP QDs grown on InGaP (a) lattice-matched to on-
axis GaAs(001), (b) 0.60% lattice-mismatched to on-axis GaAs(001), and (c) 0.60% 

lattice-mismatched to GaAs(001) miscut by 2° toward <111>A. Darker regions 
correspond to steeper facets. Reprinted with permission from Bortoleto et al., Appl. 

Phys. Lett. 82, 3523–3525 (2003). Copyright 2003 AIP Publishing LLC.282 
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then capped with 10–100 nm of InxGa1-xP to form the top barrier. Usually, the same MBE 

conditions are used in the top barrier as for the bottom barrier, although some groups 

suggest using migration-enhanced epitaxy for the first 10 nm of the InxGa1-xP cap.284 

2.5.6 InxGa1-xAs and InxGa1-xP on GaP(001) 

The growth of self-assembled QDs on GaP is of particular relevance to the 

integration of III–V semiconductors with Si. The ability to grow light emitters on a 

CMOS-silicon platform would have far-reaching technological implications. GaP is 

almost lattice-matched to Si and so is the natural substrate choice for developing suitable 

III–V semiconductor QDs such as InxGa1-xAs and InxGa1-xP.139,145,286,287 

Although researchers struggled for many years to develop anti-phase domain-free 

GaP on Si, recent advances have minimized this deleterious effect.286,287 In fact, high-

quality GaP/Si substrates are now commercially available.286,287 

Here, we provide recommendations for InxGa1-xAs and InxGa1-xP QDs grown on 

GaP(001) nominally on-axis substrates.139,140,145 These two materials systems boast 

maximum lattice mismatches of 7.7% for InP/GaP and 11.1% for InAs/GaP.139,141,145 

Both QD systems can emit light in the visible spectrum, in the range of 1.8–2.1 eV at ~80 

K.140,141,145 The lower bandgaps of InxGa1-xAs compared with InxGa1-xP mean that 

InGaAs QDs embedded within GaP will have stronger carrier confinement, an advantage 

for reliable operation at room temperature.145 In addition, for x < 0.3, InxGa1-xP is an 

indirect bandgap semiconductor rendering it incapable of light emission for these 

compositions (see Figure 2.7).140 

As for the previous examples of QDs made from ternary alloys, lattice mismatch 

in the InxGa1-x(As,P)/GaP systems is tunable by controlling the composition. For 
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example, InxGa1-xAs/GaP QDs with 0.07 < x < 0.5 correspond to lattice mismatch in the 

range of 4%-7%. Since we can use compressive strain to widen the bandgap (Figure 2.8), 

composition enables precise tuning of QD emission wavelength.145 

For GaP(001) substrates, native oxide desorption occurs at 650 °C.139,145 The 

GaP(001) substrate reveals a streaky, (2 × 4) RHEED pattern (Figure 2.13).139,141,145 To 

grow smooth GaP buffers, the substrate temperature is reduced to 560–620 °C.139–141,145 

The P2/Ga flux ratio is ~10,145 and the growth rate is 0.4–0.7 ML/s.140,145 We recommend 

a buffer thickness of at least 150–250 nm.139,141,145 

To grow the InxGa1-x(As,P)/GaP QDs, one cools the substrate to 490–510 °C, and 

either As2 or P2 is used for the QD deposition,139,141,145,287 at a V/III flux ratio of ~40.145 

QD growth rates of 0.013–0.2 ML/s are typical.139,145 

 
Figure 2.13 (a)–(c) RHEED images showing the (2 × 4) pattern (a) before, (b) 

immediately after growth of 1.9 ML In0.5Ga0.5As self-assembled QDs (SAQDs), and 
(c) after capping the QDs with GaP. (d) shows a cross-sectional TEM image of 

InGaAs SAQDs with an inset confirming the presence of a wetting layer and hence 
SK growth. Reprinted with permission from Song et al., Appl. Phys. Lett. 97, 223110 

(2010). Copyright 2010 AIP Publishing LLC.145 
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For In0.5Ga0.5As self-assembly via the SK growth mode, the critical wetting layer 

thickness is 1.9 ML.145 For InAs/GaP QDs, however, there is evidence that the very high 

compressive strain leads to a VW growth mode.139 For InP on GaP, the critical wetting 

layer thickness is 1.8–2.9 ML.139,141 In all cases, the onset of 3D growth is accompanied 

by the transition from a streaky to a spotty RHEED pattern (Figure 2.13).139,141,145 The 

GaP cap should be grown under the buffer growth conditions.139 

2.5.7 (Al)GaN on AlN 

The InN, GaN, and AlN semiconductor family offers a wide range of bandgaps 

and lattice constants (Figure 2.7), allowing researchers to engineer devices that can emit 

light from the visible to the ultraviolet parts of the spectrum. In the III-As materials 

system, the compounds GaAs and AlAs have almost identical lattice constants ruling out 

strain-driven GaAs QD self-assembly. In contrast, there is a 2.5% lattice mismatch 

between GaN and AlN, which is just sufficient to enable the self-assembly of 

compressively strained GaN QDs on AlN via the SK growth mode. 

For many years, the lack of free-standing III–N substrates meant that the majority 

of nitride growth was carried out on sapphire (α-AlxO3), 6H-SiC(0001), and 3C-

SiC(001).146 Researchers have used SiC substrates to integrate III–N LED technology 

with current Si electronics.146,147 Growth on 3C-SiC(001) permits the growth of zinc-

blende GaN.148 

Damilano et al. showed the growth of GaN QDs on Si(111)substrates.288 The lack 

of a native substrate meant that III–N samples suffered from very high threading 

dislocation densities. Thick buffer layers were hence needed to achieve high-quality 

epitaxy without effects from the substrate.146,289 Low-defect, free-standing, and template 
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III–N substrates are now commercially available, however, which has allowed 

researchers to achieve significantly improved epitaxial quality.289 

Depending on the substrate material and the nitrogen source being used (e.g., N 

plasma or NH3 gas), certain cleaning, annealing, and nitridating steps will be 

required.146,148 For example, in the case of an rf source, some groups expose sapphire 

substrates to the N plasma for 1 h at 870 °C to form a reactive AlxO1-xN surface layer.146 

Plasma powers are typically around 300 W, with N flow rates of ~1 sccm.224 After this 

process, a 10–30 nm layer of AlN is grown at 650–730 °C, with an optional step of 

growing 2 μm of GaN. Following this step, a further 0.2–1.5 μm of AlN can be grown at 

500–550 °C.146 The GaN QDs can then be grown on top of this buffer.  

Depositing the GaN at substrate temperatures below 620 °C results in the smooth, 

FM growth mode; it is only at higher temperatures that we see the transition to self-

assembly of GaN QDs via the SK growth mode.146 GaN/AlN QDs are, therefore, grown 

at substrate temperatures of 680–730 °C by depositing 2–4 ML of GaN.146 Gačević et al. 

used a growth rate of 0.3 ML/s at a substrate temperature of 720 °C.290 The 2.5% lattice 

mismatch between GaN and AlN means that the critical thickness of the 2D wetting layer 

is 2–2.5 ML.146,224 

Schupp et al. grew GaN on a 3C-SiC(001) substrate by growing a 30 nm AlN 

buffer at 730 °C.291 Depositing GaN onto the AlN, they report a critical thickness for the 

2D-to-3D growth transition of 2 ML.291 The resulting QDs present an areal density of 5 × 

1011 cm-2, with average heights and diameters of 3 nm and 15 nm, respectively.291 

As et al. reported the self-assembly of GaN QDs on a 3C-SiC(001) substrate that 

had first been chemically etched and then annealed for 10 h at 500 °C.292 They then 
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deposited the GaN at 720 °C directly on the SiC substrate.292 More recently, Bürger et al. 

used a Si substrate, on which they grew a 10 μm 3C-SiC(001) buffer layer.289 Using a N 

plasma source, the team used Al flashes to clean the surface at 910 °C before cooling it to 

760 °C to grow 30 nm of AlN.289 Upon completion of the AlN barrier layer, they 

deposited GaN in different amounts; using PL spectroscopy, they pinpointed the critical 

thickness for the SK transition at 1.95 ML.289 They also showed an increase in the 

average areal density of these QDs from 1010 cm-2 at 2 ML of deposition to 1011 cm-2 at 3 

ML.289 

We recommend using these growth conditions established by Bürger et al. as they 

have also been used by Blumenthal et al. for a study of the optical characteristics of these 

GaN QDs.293 

There is currently considerable research interest in creating mercury-free light 

emitters operating at ultraviolet (UV) wavelengths. Recent studies propose to create UV-

emitting LEDs based on wide-bandgap AlyGa1-yN QDs grown on AlxGa1-xN at various 

concentrations.95,294 Brault et al. grew a low-temperature GaN buffer on a sapphire 

(0001) substrate followed by 100–150 nm of AlN grown at 950 °C. They then grew 0.8–1 

μm of Si-doped Al0.6Ga0.4N at 850–870 °C.95,294 This layer serves as the bottom barrier 

for QD nucleation. The researchers decreased the substrate temperature to 720–730 °C 

and deposited 8–10 ML AlyGa1-yN with concentrations of y = 0.1 – 0.4. The V/III flux 

ratio was 0.7 with a growth rate of 0.1–0.4 ML/s. The critical thickness observed for the 

SK formation of QDs is between 3 and 4 ML.95,294 The QDs were then annealed in 

vacuum for 6 min and then heated to 820 °C to improve QD uniformity.95 A 30 nm top 

layer of Al0.6Ga0.4N was used to cap the sample. The authors use NH3 for growing the 
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GaN and AlGaN layers but switch to a N2 plasma source for the QD layers.95,294 The 

resulting QDs have densities of 1.5–5.4 1011 cm-2, heights between 1.5 and 3 nm, and 

diameters of 5–20 nm.95,294 Other groups have grown UV LED structures under similar 

conditions but containing multiple layers of QDs.295 

It is possible to tune GaN QD size, areal density, and morphology by growing 

them under either N-rich (N/III flux ratio > 1) or Ga-rich growth (N/III flux ratio < 1) 

conditions.146,224,290,296–298 Under N-rich conditions, adatom mobility is reduced, leading 

to small GaN QDs with high areal density (typically 1011–1012 cm-2).146 Ga-rich 

conditions increase adatom mobility, resulting in larger GaN QDs whose areal density is 

1–2 orders of magnitude lower.290  
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Figure 2.14 AFM scans of (a) a smooth AlN surface, (b) GaN QDs cooled rapidly 

after growth, and (c) GaN QDs annealed for 50 s in N plasma after growth. 
Reprinted with permission from Daudin et al., Phys. Rev. B 56, R7069 (1997). 

Copyright 1997 American Physical Society.296 

Ostwald ripening provides a reliable way to control the areal density (Figure 

2.14). At a sufficiently high substrate temperature, annealing the GaN QDs under a N 

plasma for ~50 s decreases the areal density while increasing the average QD size.146 Due 

to the nucleation of QDs on threading dislocations, bimodal distributions of QD size have 

been reported.224 QD size uniformity was improved by growing multiple QD layers to 

form a superlattice.224 When stacking multiple layers of GaN QDs, a vertical correlation 

between adjacent QD layers was observed for AlN spacers ≤8 nm thick.146  
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2.5.8 InxGa1-xN on GaN 

 
Figure 2.15 (a) and (b) are schematics for the LEDs in (c) and (d), respectively. In 

(a) and (c), an InGaN/GaN QW is used to emit blue light, whereas in (b) and (d), 
InGaN/GaN QDs are used to produce green light. Reprinted with permission from 

Moustakas et al., Phys. Status Solidi A 205, 2560–2565 (2008). Copyright 2008 
Wiley-VCH Verlag GmbH & Co. KGaA.224 

Similar to the GaN/AlN system, InxGa1-xN on GaN offers the possibility of 

compressively strained QDs with high quantum efficiency for LED applications (Figure 

2.15).146,148 Again, using sapphire as the example substrate, researchers begin by growing 

a 2 μm GaN buffer.146 Adelmann et al. then deposited an In0.35Ga0.65N layer (lattice 

mismatch of 3.9%) at 580 °C and noted that the critical thickness for the 2D-to-3D SK 

transition occurred at 1.7 ML.149 As the In0.35Ga0.65N deposition amount is raised to 5 

ML, the resulting QDs have an areal density of 1011 cm-2, with an average diameter and a 

height of 27 nm and 2.9 nm, respectively.149 These QDs exhibit strong blue-violet PL, 

even at 300 K.149 
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Indeed, Damilano et al. show that the self-assembly of InxGa1-xN/GaN QDs is 

possible with indium compositions as low as x = 0.12.288 As the strain is reduced, the 

critical thickness for the SK growth mode transition increases accordingly (see Section 

2.4.3). For example, for In0.15Ga0.85N/GaN QDs grown at 530–570 °C, the critical 

thickness is 5 ML for x = 0.15, and the resulting QDs have an average areal density of 

5 × 1011 cm-2, with an average diameter and a height of 35 nm and 4 nm, respectively.288 

Gačević et al. grew In0.5Ga0.5N/GaN QDs at substrate temperatures of 520–580 

°C. After completing 12 ML deposition, the researchers annealed the sample for 1 min 

before cooling. The average QD areal density for this growth is 7 × 1010 cm-2, with an 

average height and a diameter of 3 and 30 nm, respectively.290 

Binary InN/GaN QDs (x = 1) self-assemble via the VW growth mode (i.e., no 

wetting layer) due to the 11% lattice mismatch (see Section 2.4.2).224 After the usual GaN 

buffer growth, the substrate was cooled to 425 °C, before depositing 9 ML of InN at a 

growth rate of 0.05 nm/s. The sample was then annealed under N for 5 min before 

cooling down.224 The QD density for this sample was 2 × 109 cm-2, with an average QD 

diameter and a height of 115 and 15 nm, respectively. The absence of a wetting layer 

indicates nucleation of InN QDs directly on the GaN threading dislocations.224 The QDs 

have a wurtzite structure and are epitaxial to the GaN buffer layer.224 

2.5.9 CdSe on ZnSe 

Self-assembled QDs in the II–VI semiconductors combine all the advantages of 

QDs mentioned so far (bandgap tunability, enhanced quantum efficiency, limited post-

growth processing) but with bandgap energies that correspond to the visible 

spectrum.150,151 Similar to the InxGa1-xAs/GaAs system (see Section 2.5.2), the lattice 
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mismatch values for the CdSe/ZnSe and CdTe/ZnTe systems are 6.3% and 5.8%, 

respectively.151,299 

The offset in the bandgap between CdSe and ZnSe is comparable to that in 

archetypal InAs/GaAs QDs, enabling similarly strong quantum confinement of carriers. 

As a result of the chemical species present in II–VI materials, we can study QD formation 

in these material systems to deconvolve the contributions to self-assembly from surface 

energy and strain. 

The critical thickness for CdSe/ZnSe QDs is not well established. Indeed, several 

studies show that the SK growth mode transition has to be induced.151,300,301 

Xin et al. synthesized CdSe QDs on ZnSe by first growing a 2 μm ZnSe buffer at 

300 °C on a GaAs(001) substrate.150 At this point, the RHEED showed a streaky (2 × 1) 

pattern. The team then increased the substrate temperature to 350 °C and deposited CdSe 

at a growth rate of 0.4 ML/s. The RHEED pattern became spotty, indicating a 

transformation from 2D to 3D growth.150 They buried the CdSe QDs with a 50 nm of 

ZnSe.150 The QD areal density in their samples was 2.5 × 109 cm-2, with an average QD 

diameter of 40 ± 5 nm and a height of 10 ± 3 nm. 

Robin et al. developed a method to induce the 2D to 3D transition in smooth, 

strained CdSe layers.300 After the growth of 3 ML CdSe by atomic layer epitaxy, the 

sample is cooled below room temperature and an amorphous Se layer is deposited. The 

substrate temperature is then ramped up to 230 °C to desorb the amorphous Se and 

achieve a bright spotty RHEED pattern, consistent with 3D self-assembly.300 The critical 

thickness found by the researchers is 3 ML; depositions below that produce only 

undulations on the surface.300 
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CdSe QDs grown on Zn1-xMnxSe (with x = 0.05 and 0.10) have a higher areal 

density and a smaller average size than CdSe/ZnSe QDs due to the reduced compressive 

strain.150 Merz et al. studied the same system as Xin et al., but with a slightly higher 

substrate temperature and a lower growth rate (370 °C and 0.025 ML/s, respectively). 

From RHEED, they show that QDs begin to appear after deposition of 3.0–3.5 ML of 

CdSe,302 consistent with other groups who place it in the range of 2.5–3.0 ML.303 These 

results rule out VW self-assembly. 

Researchers capped some CdSe QDs with a 50 nm of ZnSe for PL while doing 

AFM on uncapped samples within 1 h of unloading to study their morphology.302 The 

QDs are relatively circular in shape, with an areal density of 2 × 109 cm-2. AFM scans 

performed at 48 h intervals show that surface CdSe QDs undergo Ostwald ripening at 

room temperature, a phenomenon not observed on III–V QD systems (see Figure 2.16). 

As a consequence, areal density decreases, and the average QD size distribution 

broadens. The rate of change in the areal density with time shows that the ripening occurs 

through interface-transfer-mediated growth.303 Extrapolation shows size uniformity at the 

moment of deposition. Daruka and Barabási refer to this transition from a wetting layer to 

islands that ripen as “Regime I.”304 Cooling the samples to 0 °C prevented this ripening 

effect.302 

Rabe et al. grew 1 μm of ZnSe on GaAs(001) at 310 °C.305 After growing the 

buffer, the sample is cooled down to 230 °C under Se-rich conditions. They then deposit 

a few monolayers of CdSe, which grows in a layer-by-layer mode. Then, while keeping 

the Se shutter open, they heat the substrate to 310 °C, at which point they observe a 

transition to 3D self-assembly in the RHEED pattern.305 Immediately after the CdSe 
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deposition, samples are capped with 85 nm of ZnSe. Sample analysis using PL showed 

researchers that the QDs form on top of a 2 ML wetting layer.305 

 
Figure 2.16 Bright-field TEM images of the same region of a sample of CdSe/ZnSe 
QDs showing room-temperature ripening of the QDs (a) 1 h, (b) 24 h, (c) 72 h, and 
(d) 120 h after the sample was removed from the MBE chamber. Reprinted with 

permission from Lee et al., Phys. Rev. Lett. 81, 3479 (1998). Copyright 1998 
American Physical Society.306 

Kratzert et al. studied the thermally activated transition of QDs more closely by 

growing a ZnSe buffer on GaAs(001) at 230 °C, depositing 3 ML of CdSe at the same 

temperature, and then heating the sample to 310 °C. Surface analysis with ultrahigh 

vacuum AFM showed reproducible and consistent QDs averaging 1.6 ± 0.3 nm in height 

and 10 nm in diameter.307 Maćkowski et al. found that doping with Mn atoms affects the 

emission from these QDs by interacting with the magnetic ions provided as dopants.308 

Kurtz et al. showed that when using a CdS source for Cd during the growth of these QDs, 

the S can act as a surfactant.309 



92 

 

2.5.10 CdTe on ZnTe 

CdTe/ZnTe QDs are an interesting system for the growth of diluted magnetic 

materials (DMS), with applications in quantum information technologies.152 Controlling 

CdTe QD growth of CdTe QDs is critical to enable the subsequent incorporation of 

magnetic ions.152 

Karczewski et al. began by growing a 4.5 μm CdTe buffer on GaAs(001) at 420 

°C, followed by 100 nm of ZnTe.153 They deposited 1.5, 2.0, and 2.5 ML CdTe to form 

thin, QD-like structures, with an average diameter of 3 nm and a density of 1012 cm-2. 

Interestingly, they did not observe a 2D-to-3D transition in the RHEED pattern.153 After 

QD growth, they annealed the sample for 20 s and then grew a 100 ML ZnTe top barrier. 

The authors argue that the PL characteristics of the CdTe QDs suggest enhanced quantum 

efficiency.153 

Tinjod et al. demonstrate that both strain and surface energy are important factors 

in CdTe/ZnTe(001) QD formation.299 They grew CdTe on ZnTe in a layer-by-layer mode 

at 280 °C. They then covered the samples with amorphous Te at room temperature, 

before heating the sample back up to 220 °C to desorb the Te, at which point the RHEED 

pattern is spotty when it reappears.299 This thermal activation (TA) step promotes QD 

formation by changing the sample’s surface energy and was later adopted by other 

researchers.152,310,311 The ionic nature of a Te-rich II–VI surface increases the 2D surface 

energy, thus decreasing the cost for facet creation and favoring a 3D transition. Using this 

information, groups grew self-assembled CdTe QDs on a Zn0.8Mg0.2Te alloy with a lower 

lattice mismatch of 5%.299 
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Wojnar et al. studied how to control the properties of CdTe/ZnTe QDs by in situ 

annealing of the QD ensemble before deposition of the cap layer. They showed that QDs 

and 0D quasi-islands form by potential fluctuations at the interfaces of the quasi-wetting 

layer.310 They grew 1 μm of ZnTe, followed by 6 ML of CdTe to form the QDs, and then 

applied the TA step. The researchers annealed the samples under a Te flux, before 

depositing a 100 nm ZnTe cap. Annealing below 380 °C results in Ostwald ripening of 

the QDs. Extended annealing at higher temperature causes the RHEED to revert to a 

streaky 2D pattern.310 

Sorokin et al. demonstrated the growth of CdTe/Zn(Mg)(Se)Te QDs using the TA 

technique.311 They grew 200 nm of InAs on InAs(001) at 295–300 °C to obtain a (2 × 4) 

surface reconstruction. They then deposited 5 ML of ZnTe, followed by 10 nm of 

Zn0.9Mg0.1Te, 20 nm of ZnTe, 3.0–5.5 ML of CdTe, and finally capped the sample with 

20 nm of ZnTe. After depositing the CdTe, they carried out the TA step, followed by 30–

40 min at 300 °C with and without a Te overpressure. From PL, the authors estimate a 

QD areal density of 1010 cm-2.311 The same team reported CdTe QDs in barriers of quasi-

quaternary ZnMgSeTe in the form of short period superlattice (SL) ZnTe/MgTe/MgSe 

with 2 nm periods. The structures are composed of 5 ML ZnTe and a 150 nm short period 

ZnTe/MgTe/MgSe SL, followed by 3 ML CdTe QD layers separated by 3 ML ZnTe 

spacers, and a 45 nm top barrier consisting of another ZnTe/MgTe/MgSe SL.312 

2.6 Tensile-Strained Quantum Dots 

Research interest in tensile-strained self-assembly has grown steadily since 

around 2005.17,313–316 Tensile strain occurs when the lattice constant of the QD material is 

smaller than that of the surrounding matrix. The lattice constant of most semiconductors 
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is inversely related to their bandgap (Figure 2.7). Correspondingly, the QD and matrix 

materials must be selected carefully to achieve quantum confinement. However, this 

constraint imposed by the limited number of suitable QD-matrix band alignments is 

relaxed somewhat by the fact that tensile strain has the opposite effect to compressive 

strain and serves to reduce the bandgap energy (Figure 2.8(c)). Light emitted or absorbed 

by tensile-strained QDs is hence red-shifted, and as a result, they are optically active 

below the effective bandgap of the corresponding unstrained material.22,23,25 In addition, 

tensile strain pushes the light-hole band above the heavy-hole band (Figure 2.8(c)). The 

possibility of QDs that naturally exhibit a light-hole exciton ground state is extremely 

attractive for quantum media conversion and other applications.317,318 

To ensure defect-free self-assembly, researchers typically grow tensile-strained 

QDs on (110) and (111) substrates instead of (001).19 The characteristics of these non-

traditional surface orientations give tensile-strained QDs some unusual properties. For 

example, under sufficient tensile strain, Ge on a (110) surface orientation should become 

a direct bandgap semiconductor useful for light-emitting infrared devices.4,6,8,9 (111)-

oriented QDs are widely expected to exhibit low fine-structure splitting.9,139–141,145,160 As 

we discuss in Section 2.2.3, low fine-structure splitting is essential if a QD is to be used 

as a source of entangled photons for quantum information applications. 

That being said, the growth of high-quality buffers on (110) and (111) surfaces is 

notoriously difficult. Researchers have invested considerable effort to identify MBE 

conditions that produce smooth buffer surfaces required for subsequent growth of tensile-

strained QDs.19,21,22,25,26,52,319,320 As a direct result of these efforts, research into tensile-
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strained QDs is growing quickly. The relative youth of this field means that there is a 

great deal still to discover. 

2.6.1 GaAs on InAlAs(110) and (111)A 

As noted above, self-assembled GaAs QDs with a (111)A orientation exhibit a 

low fine-structure splitting, suitable for entangled photon emission via the biexciton–

exciton cascade.23 Because of the low bandgap, tensile strain, and type-I band alignment 

in this system, these QDs on both (111) and (110) substrate orientations could also be 

used for near-IR optoelectronics.21–23,154,321 Additionally, the GaAs/InAlAs(111)A QD 

system presents an unusual opportunity to tune the wetting layer thickness beyond the 

critical thickness.23,154 

GaAs(111)A QDs are grown on nominally on-axis InP(111)A substrates, where 

the tensile lattice mismatch is 3.7% (Figure 2.17).21,23,154,321 The native oxide is removed 

by heating the InP substrate to 510 °C for 15 min under an As4 flux.26 The substrate 

temperature is then slightly adjusted to 495–510 °C for the buffer growth.21,23,26,154,321 A 

50 nm In0.53Ga0.47As (hereafter simply InGaAs) buffer is deposited, which promotes 

surface smoothing.52 This is followed by 200 nm In0.52Al0.48As (hereafter simply InAlAs) 

for the bottom barrier. Both the InGaAs and InAlAs are grown at a rate of ~170 nm/h 

with a high V/III flux ratio of ~160.21,23,26,154,321 

The substrate is then brought to the desired QD growth temperature, typically 

between 460 and 540 °C.21,23,154,321 The As valve is partially closed to reduce the V/III 

flux ratio to ~75, and GaAs is deposited at a rate of 0.025–0.125 ML/s.21,23,154,321 The 

critical thickness for the 2D-to-3D SK transition is 2.5 ML.21,154 This critical thickness is 

determined by AFM since the streaky (2 × 2) RHEED pattern does not change during 
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GaAs deposition.21,154 We believe that the combination of a low areal density (108–109 

cm-2) and a small height (typically <2 nm) of the QDs means that the interaction between 

the electron beam and the GaAs in the QDs is insufficient to generate a spotty pattern.  

 
Figure 2.17 2 × 2 μm2 AFM images revealing the evolution of GaAs(111)A TSQD 

morphology with increasing deposition: (a) 1 ML GaAs showing the smooth 2D 
wetting layer, (b) 2.5 ML GaAs showing the onset of 3D TSQD self-assembly, and 
(c) 4.5 ML GaAs showing mature TSQD formation. Reprinted from Schuck et al., 

Sci. Rep. 9, 1–10 (2019). Copyright 2019 Springer Nature.154 

The streaky RHEED pattern of the smooth tensile-strained GaAs wetting layer between 

the QDs, therefore, dominates.21,154 

The QDs are covered by 10 nm of InAlAs, grown at the QD growth 

temperature.21,23,154,321 The growth is then interrupted and the substrate is heated back to 

495–510 °C to grow the rest of the InAlAs top barrier (another 30–40 nm).21,23,154,321 The 

sample is typically completed by growing another layer of GaAs QDs on the surface for 

morphology studies or with a 5–10 nm InGaAs cap to prevent oxidation of the InAlAs 

top barrier.21,23,154,321 

For tensile-strained GaAs(110) QDs, a nominally on-axis InP(110) substrate is 

degassed at 500 °C for 30 min under an As4 over-pressure.22 The substrate temperature is 

decreased to 300 °C, and 200 nm InAlAs is deposited at 0.5 μm/h, with a V/III flux ratio 
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of 80.22 The substrate is then annealed at 500 °C for 15 min.22 Once the buffer is 

annealed, GaAs is deposited at 0.1 ML/s, with a V/III flux ratio of 65.22 The critical 

thickness for the 2D-to-3D transition is 1.6 ML, which again is established with AFM 

since the streaky (1 × 1) RHEED pattern of the unreconstructed (110) surface does not 

change during GaAs deposition [see the discussion of GaAs(111)A QDs above].22 To cap 

the QDs, the substrate is cooled back to 300 °C to grow the top InAlAs barrier under an 

As4 flux.22 We recommend a cap thickness of >50 nm, and if not depositing surface QDs, 

the growth of a thin, 5–10 nm InGaAs cap is to prevent oxidation of the InAlAs top 

barrier.22 

2.6.2 Ge on InAlAs(111)A 

Recently, researchers have developed a method of growing tensile-strained Ge 

QDs within an In0.52Al0.48As(111)A matrix lattice-matched to InP (Figure 2.18).26 For a 

(111) substrate orientation, the 3.7% tensile lattice mismatch between Ge and InP is 

expected to reduce Ge’s bandgap to zero, transforming this well-known semiconductor 

into a semimetal.322 Semimetallic Ge(111) QDs could be useful for high-efficiency solar 

cell tunnel junctions, thermoelectric materials, or even as a novel route to topological 

insulators.10,102–104 Unusually, researchers are able to select either SK or VW for tensile-

strained Ge QD self-assembly, simply by controlling the substrate temperature.26 

After removing the InP(111)A oxide, an InGaAs smoothing layer is grown, 

followed by an InAlAs bottom barrier (see Section 2.6.1).26 The substrate temperature is 

then adjusted to 435–560 °C for Ge QD growth, before closing the As valve and 

shutter.26 After waiting 60 s for the As overpressure to reduce, they deposited 0.2–1.2 
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bilayers (BL) of Ge at 0.010–0.025 BL/s.26 Upon deposition, the RHEED pattern swiftly 

develops from streaky (2 × 2) to spotty, indicative of 3D self-assembly.26 

 
Figure 2.18 2 × 2 μm2 AFM images showing the evolution of Ge(111)A TSQD 
morphology with increasing deposition: (a) 0 BL Ge, i.e., the bare InAlAs(111)A 
surface, (b) 0.2 BL Ge, and (c) 0.6 BL Ge. The z-scalebar is 2 nm for all images. 

Reprinted with permission from Sautter et al., J. Cryst. Growth 533, 125468 (2020). 
Copyright 2020 Elsevier.26 

Ge QDs grown at substrate temperatures below 510 °C self-assemble via the SK 

growth mode. An initial 2D wetting layer forms, with a critical thickness for the 2D to 3D 

transition of 0.6 BL at 435 °C. The critical thickness decreases as the substrate 
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temperature is raised, until at ≥510 °C, the Ge QDs self-assemble via the VW growth 

mode (i.e., the critical thickness of 0 BL).26 After Ge QD growth, the substrate is heated 

to ~500 °C to grow the top InAlAs barrier, followed by a 5 nm InGaAs cap (if not 

growing a surface layer of QDs for AFM).26 A follow-up study of Ge QD self-assembly 

on InAlAs(110) is under way, for which the InAlAs/InGaAs buffer conditions will be 

similar to those discussed in Section 2.6.1. 

2.6.3 Additional Tensile-Strained Self-Assembly Systems 

Although this section discusses self-assembly, not all of the resulting 3D 

nanostructures are optically active. Some are composed of indirect bandgap 

semiconductors. For others, the nanostructure bandgap is larger than that of the 

surrounding matrix, preventing carrier confinement and hence light emission. As a result, 

they cannot be considered true QDs; therefore, we instead describe them as 

“nanostructures.”  

We include this section for historical and practical reasons since the studies 

described below typically discuss not only how to grow the tensile-strained 

nanostructures but also the smooth buffer surfaces beneath. These buffers include 

materials such as Ge(111), GaAs(110), and GaAs(111). Interest in semiconductor 

systems with non-(001) orientations is growing,52 and these materials could represent 

useful starting points from which to investigate new tensile-strained QD systems. 

Si on Ge(111) was one of the earliest tensile-strained systems investigated. 

Researchers demonstrated the self-assembly of tensile-strained defect-free Si 

nanostructures.227 They start with 40 nm Ge at 380 °C, followed by 40 nm Ge0.85Si0.15 at 

500 °C. The substrate is heated to 450–650 °C for Si deposition. After deposition, the 
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substrate is immediately cooled. The resulting defect-free Si(111) nanostructures form 

via the VW growth mode, with tunable size and areal density. 

 
Figure 2.19 5 × 5 μm2 AFM images showing the results of growing (a) a 4.5 ML 

GaP film on GaAs(001) (3 nm z-scale), (b) 4.2 ML GaP QDs on GaAs(110) (3 nm z-
scale), (c) 1.7 ML GaP QDs on GaAs(111)A (5 nm z-scale), and (d) 3.9 ML GaP 
QWrs on GaAs(111)B with a 2 miscut (5 nm z-scale). Reprinted with permission 
from Simmonds and Lee, J. Appl. Phys. 112, 054313 (2012). Copyright 2012 AIP 

Publishing LLC.19 

Building on that early report, Simmonds and Lee moved to III–V semiconductors 

to carry out a comprehensive investigation into the relationship between surface 

orientation and a sign of strain sign (Figure 2.19).17–19 They showed that both factors 

must be considered to predict whether strain relief is elastic (i.e., via 3D nanostructure 

formation) or plastic (i.e., via dislocation nucleation and glide).17–19 The result of their 

study was to predict that defect-free, tensile-strained nanostructures would self-assemble, 

as long as they were grown on either (110) or (111)-oriented substrates.17–19 
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To test this prediction, they focused on the growth of GaP on GaAs, which 

experiences a tensile lattice mismatch of 3.7%.17–19 They showed that when GaP is grown 

on GaAs(001), the tensile strain is relieved plastically and self-assembly does not occur. 

However, when GaP is grown on GaAs(110) or (111) surfaces, the tensile strain is 

relieved elastically, and defect-free 3D GaP nano-structures self-assemble via the VW 

growth mode.17–19 Although optically inactive due to GaP’s indirect bandgap, the 

spontaneous formation of these tensile-strained nanostructures confirmed the model’s 

prediction. This result provides a deeper understanding of QD self-assembly: namely, 

that we can grow QDs with either compressive or tensile strain, provided we select the 

correct substrate orientation. 

For GaP/GaAs(110) nanostructures, the GaAs(110) substrate is first degassed at 

610 °C for 20 min under an As4 overpressure.17,19 For the GaAs(110) homoepitaxial 

buffer, the substrate temperature is reduced to 540 °C. The buffer is typically 60 nm thick 

and is grown at 0.45 μm/h with a relatively high V/III flux ratio of 75.17,19 The buffer is 

then annealed for 15 min at 600 °C to promote surface smoothing.17,19 For 

GaP/GaAs(111)A nanostructures, the GaAs(111)A substrate is first degassed at 630 °C 

for 30 min under an As4 overpressure, and then the substrate temperature is reduced to 

540–600 °C for homoepitaxial buffer growth.18,19 The GaAs(111)A buffer is grown under 

a V/III flux ratio of 70 and a growth rate of 0.45 μm/h.18,19 After depositing ~60 nm 

GaAs(111)A, the substrate is annealed at 640 °C under an As4 overpressure for 15 min to 

promote surface smoothing.18,19 

Both surface orientations use similar GaP growth conditions. After annealing the 

buffer surface, the substrate temperature is reduced to grow the GaP nanostructures, 
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typically between 460 and 580 °C, under an As4 overpressure.17–19 Once at the desired 

QD growth temperature, the As valve is closed for 20 s to reduce anion mixing, before 

opening the Ga and P2 sources to deposit the GaP.17–19 0.2–6.4 ML of GaP is deposited at  

 
Figure 2.20 Cross-sectional scanning tunneling microscope (XSTM) images of (a) 
and (b) 1 ML and (c) and (d) 2 ML GaAs/GaSb(001) QDs. (a) and (b) Empty-state 

and (c) and (d) filled-state XSTM images. In (a) and (c), the height of the GaAs 
containing layer is indicated by the dotted lines; in (b) and (d), the GaAs 

nanostructures are indicated by dashed lines. Reprinted with permission from Lenz 
et al., Appl. Phys. Lett. 102, 102105 (2013). Copyright 2013 AIP Publishing LLC.316 

0.014–0.142 ML/s, with a V/III flux ratio of 10–12.17–19 Since these nanostructures were 

mainly used for surface studies, the substrate was then immediately cooled under a P2 

overpressure.17–19 

A small number of other studies exist in which researchers have explored the use 

of tensile strain to drive nanostructure self-assembly by MBE. Toropov et al. and Meltser 

et al. demonstrate the growth of GaAs/GaSbAs(001) QWs with a 7.5% tensile lattice 

mismatch. QDs form spontaneously within these QWs as a result of compositional 

inhomogeneities.313,314 Taliercio et al. demonstrated InxGa1-xAs/GaSb(001) quantum 

wells with some signs of QD formation.315 Lenz et al. studied GaAs/GaSb(001) tensile-
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strained nanostructures using cross-sectional scanning tunneling microscopy and showed 

that tunable, defect-free self-assembly is possible in that system (Figure 2.20).316 Zhang 

et al. and Huo et al. demonstrated Ge(001) QDs grown on various III–V semiconductors, 

but either did not show if these QDs were defect-free279 or found that there was anti-

phase disorder in the capping layer.323 Pachinger et al. demonstrated Si QDs grown on 

Ge(001), but these QDs were dislocated.88 All of these examples demonstrate the breadth 

of research into developing new, tensile-based QDs for a range of future technologies. 

2.7 Conclusions 

In this tutorial, we have explored the mechanisms, materials systems, and 

applications of semiconductor QDs grown by MBE using strain-driven self-assembly. 

We outlined the history of this field, from the earliest attempts at creating 3D QWs, right 

up to highly symmetric QDs designed specifically for future quantum information 

applications. There has been enormous progress made over the last 30 years, but new 

developments, such as the development of tensile-strained self-assembly, continue to 

push this important field forward. We hope that this tutorial will serve as an incomplete 

but useful guide. Perhaps collating some of the most frequently used MBE conditions for 

QD growth in one place will contribute to future efforts to create novel self-assembled 

QDs, with unique properties, for new applications. 
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Abstract 

A recently developed growth technique enables the self-assembly of defect-free 

quantum dots on (111) surfaces under large tensile strains. We demonstrate the use of this 

approach to synthesize germanium (Ge) quantum dots on In0.52Al0.48As(111)A with >3% 

residual tensile strain. We show that the size and areal density of the tensile-strained Ge 

quantum dots are readily tunable with growth conditions. We also present evidence for an 

unusual transition in the quantum dot growth mode from Stranski-Krastanov to Volmer-

Weber as we adjust the substrate temperature. This work positions Ge quantum dots as a 

promising starting point for exploring the effects of tensile strain on Ge’s band structure. 

3.1 Introduction 

Germanium (Ge) is an indirect band gap semiconductor that plays a pivotal role in 

today’s electronics industry. However, theory predicts that tensile strain should cause 

dramatic changes to Ge’s band structure, opening up new possibilities for electronic and 

optoelectronic applications.4,6,8,9,11,322 Of particular note is the prediction that for Ge with 

a (111) crystallographic orientation, ~4% biaxial tensile strain should shrink the band gap 

to zero, transforming Ge from a semiconductor into a semimetal.4,8,322,324 High-quality 

semiconductor materials with a (111) crystallographic orientation are growing in demand, 

offering unique characteristics that are highly relevant to a range of applications from 

quantum optics to topological insulators.23,325–327 Transforming the fundamental 

properties of a material as widely used as Ge would be in and of itself interesting. 

However, the ability to create functionalized (111)-oriented heterostructures by 

embedding semimetallic materials within semiconductor matrices could be useful in areas 
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ranging from solar cells to thermoelectrics.102–104 Zero band gap Ge could even have 

implications for future topological materials based on conventional semiconductors.10  

As a result of these predictions, researchers have hence explored various 

approaches to induce tensile strain in Ge, ranging from mechanical stress, to self-

assembled Ge nanostructures.12–16,279,323 As a result, tensile strains as large as 3.8% have 

been achieved in Ge, leading to the observation of some of the predicted changes in band 

structure.13 However, these activities have been almost exclusively limited to (001)-

oriented Ge, such that tensile-strained Ge with a (111) orientation remains unexplored. 

To facilitate research in this area, what is first required is a robust method by which we 

can synthesize defect-free Ge under large tensile strains on (111)-oriented substrates. 

In recent years, tensile-strained self-assembly has been established as a scalable, 

one-step technique for the growth of tensile-strained quantum dots (TSQDs) by 

molecular beam epitaxy (MBE).17–19 The specific combination of tensile strain and a 

(111) or (110) surface orientation creates an energetic barrier to plastic strain relief by 

dislocation nucleation and glide.17,19,21 As a result, a window exists within which elastic 

strain relief by the self-assembly of dislocation-free 3D islands (TSQDs) can take place. 

This situation is analogous to the well-known self-assembly of compressively strained 

QDs on (001) surfaces.81,254,277 We have previously used this process to synthesize 

defect-free GaAs TSQDs under 3.7% tensile strain on In0.52Al0.48As(111) and (110) 

surfaces.21–25 These GaAs TSQDs are optically active, with properties that are readily 

tunable with MBE growth parameters.21–24,82 

In this paper, we adapt tensile-strained self-assembly to enable the growth of 

defect-free Ge nanostructures on InAlAs(111)A. Crucially, the model for tensile-strained 
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self-assembly is expected to apply to both zinc-blende (e.g., GaAs) and diamond-cubic 

(e.g., Ge) semiconductors.19 Since GaAs and Ge have similar lattice constants, 

substituting Ge for GaAs in the InAlAs-based material system described above should be 

a direct replacement, at least from the point of view of the tensile strain. We discuss the 

role that the MBE growth parameters play in controlling the size and areal density of the 

Ge TSQDs. We also present evidence for a rarely observed transition between the 

Stranski-Krastanov (SK) and Volmer-Weber (VW) growth modes for TSQD self-

assembly with increasing substrate temperature. Robust control over TSQD synthesis 

establishes these nanostructures as a useful basis for future studies of tensile-strain-

engineered Ge. 

3.2 Methodology 

We used solid-source MBE to grow several series of Ge/In0.52Al0.48As/InP(111)A 

samples under different growth conditions. The InP(111)A substrates were Fe-doped and 

nominally on-axis (±0.5°). We used standard effusion cells for the ultra-high purity Al, 

Ga, In, and Ge, and a valved-source for the As4 with the cracker set to 600 °C. We 

determined the substrate temperature (TSUB) with a pyrometer and a thermocouple 

calibrated against known changes in surface reconstruction, observed with reflection 

high-energy electron diffraction (RHEED). We used a flux monitor to measure the beam 

equivalent pressure (BEP) for each source at the substrate position.  

We found the Al, Ga, and In growth rates using RHEED intensity oscillations, 

and calibrated ternary alloy compositions using ex situ x-ray diffraction. We calibrated 

Ge growth rate using transmission electron microscopy (TEM) to measure the 

thicknesses of Ge layers grown for one hour at different cell temperatures. 
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For sample growth, we removed the substrate surface oxide by heating in the 

growth chamber at TSUB = 510 °C for 15 min under an As4 BEP of 1.5 × 10-5 Torr. We 

reduced TSUB to 495 °C and grew a 50 nm In0.53Ga0.47As (hereafter InGaAs) smoothing 

layer,52 followed by a 200 nm In0.52Al0.48As (hereafter InAlAs) bottom barrier, at growth 

rates of 169 nm/hr. and 175 nm/hr., respectively. We adjusted TSUB to 435–560 °C, 

closed the As4 valve and shutter, waited for 60 s, and deposited 0.2–1.2 bilayers (BL) of 

Ge at growth rates from 0.010–0.025 BL/s. We then either immediately cooled the Ge 

layer or buried it with a 20 nm InAlAs top barrier, finishing with a 5 nm InGaAs cap to 

prevent oxidation.  

For each TSUB value of 435, 460, 485, 510, 535, and 560 °C, we grew samples 

with 0.2, 0.4, 0.6 and 1.2 BL of Ge at 0.020 BL/s, to create a 6 × 4 sample matrix. We 

also grew two additional samples with 0.9 BL Ge at 435 °C and 460 °C to add detail in 

key areas. 

From atomic force microscopy (AFM) scans, we extracted the root-mean-square 

roughness (Rq) of the uncapped Ge, as well as the heights, diameters, and areal densities 

of any nanostructures. We mapped the crystal and compositional structure of our samples 

using scanning TEM (STEM) with electron energy loss spectroscopy (EELS) and energy-

dispersive x-ray spectrometry (EDS). We used ImageJ and NanoScope software to 

analyze EELS maps and AFM images respectively. To measure residual tensile strain in 

the Ge TSQDs using Raman spectroscopy, we grew a sample at 535 °C containing four 

layers of 0.6 BL TSQDs separated by 20 nm InAlAs barriers. Taking care to minimize 

sample heating, we compared Raman spectra from this four-layer Ge/InAlAs TSQD  
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Figure 3.1 2 × 2 μm2 AFM images showing evolution of InAlAs(111)A surface 
morphology and RMS roughness (Rq) with increasing Ge deposition: (a) 0 BL Ge 
(i.e. InAlAs(111)A buffer), (b) 0.2 BL Ge, and (c) 0.6 BL Ge. Ge deposition rate = 

0.020 BL/s, and TSUB = 535 °C. The z-scalebar is 2 nm. 

sample to those from two bulk InAlAs(111)A control samples: one uncapped, and one 

with a 10 nm InGaAs cap. 

3.3 Results & Discussion 

TSQDs form spontaneously when Ge is deposited onto InAlAs(111)A. Prior to 

Ge deposition, the InAlAs(111)A buffer surfaces (i.e. 0 BL Ge) are smooth, with 

monolayer-high steps and Rq = 0.28 nm (Figure 3.1(a)). Once we start to deposit Ge at 

TSUB = 535 °C, the surface morphology changes abruptly. Upon opening the Ge shutter, 

the (2 × 2) InAlAs(111)A RHEED pattern changes to (1 × 1), followed rapidly by the 
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appearance of a bright spotty pattern. AFM reveals 3D Ge TSQDs distributed across the 

surface, with average height 1.81 ± 0.39 nm (Figure 3.1(b)). Analysis of AFM images 

such as Figure 3.1(b) shows that more than 80% of Ge TSQDs nucleate at step edges as 

opposed to on the terraces. As we raise the Ge deposition amount to 0.6 BL, Rq increases 

from 0.32 nm to 0.51 nm (Figure 3.1(c)), accompanied by an increase in the areal density 

and size of the Ge TSQDs, with average height 2.21 ± 0.54 nm (Figure 3.1(b),(c)). 

High-resolution TEM imaging, combined with STEM/EELS compositional 

mapping, confirms the presence of discrete, dislocation-free Ge TSQDs embedded within 

the InAlAs matrix (Figure 3.2 (a),(b)). A survey of multiple Ge TSQDs suggests that 80–

85% are dislocation-free, and hence coherently tensile-strained to the InAlAs (Figure 

3.5). We do see some evidence of defects in regions of the InAlAs cap, including triple-

period ordering, dislocations, twinning, and stacking faults. However, unlike growth of 

III-Vs on (001)-oriented Ge, we do not see antiphase domains at the non-polar/polar 

interface.57,328 Atomic steps that are an odd number of atomic layers high are 

energetically very unfavorable on a (111) surface, and so antiphase domains are not 

expected to form.59 Future work will focus on optimizing nucleation of the InAlAs above 

the Ge TSQDs.  

The EELS maps in Figure 3.2(b) and Figure 3.5 reveal no sign of a Ge wetting 

layer beneath the TSQD. Diffusion of the Ge from the TSQDs into the surrounding 

InAlAs also appears to be negligible. Taking profiles through the EELS map in Figure 

3.2(b), we determine a TSQD height of 3.2 ± 0.4 nm and diameter of 16.7 ± 1.0 nm 

(Figure 3.2(c),(d)). These values are similar to AFM profiles of representative uncapped  
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Figure 3.2 (a) Annular dark field STEM image of an individual, capped Ge 

TSQD. (b) an EELS map of the Ge L signal corresponding to the region enclosed by 
the yellow box in (a).  (c) and (d): grayscale profiles showing TSQD height (c) and 

diameter (d) cross-sections along the dashed lines on the EELS map in (b). (e) AFM 
cross-section of a representative Ge TSQD on an InAlAs surface (Inset: the 50 nm × 
50 nm AFM image of the TSQD shows the location of the cross-sectional profile (z-
scalebar = 4.3 nm)). (f) TEM image overlaid with an EDS elemental map of the Ge 
Kα1 line. (g) Raman spectra of bulk InAlAs(111)A (black), InAlAs(111)A capped 

with InGaAs (blue), and InAlAs(111)A containing Ge TSQD layers and capped with 
InGaAs (red). The black dashed line shows the position of the LO phonon line for 

unstrained, bulk Ge(111). All samples in this figure were grown from 0.6 BL at 535 
°C, with a growth rate of 0.02 BL/s. 

TSQDs (Figure 3.2(e)): height = 3.4 ± 0.3 nm; diameter = 18±1 nm. These results suggest 

minimal alloying of the Ge TSQDs with the surrounding InAlAs matrix.  

Figure 3.2(f) shows a TEM image of a sample containing four stacked layers of 

Ge TSQDs. Consistent with EELS, an EDS elemental map (Figure 3.2(f) inset) shows 

discrete Ge TSQDs. EDS also reveals vertical alignment of the Ge TSQDs in consecutive 
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layers. The tensile strain field surrounding each Ge TSQD enhances the probability of 

another TSQD nucleating directly above it in the next layer, a well-known effect in 

compressively strained QD systems.329 This observation provides additional confirmation 

that the Ge TSQDs are coherently tensile-strained to the InAlAs matrix. 

To quantify the amount of tensile strain within the Ge TSQDs, Figure 3.2(g) 

compares the Raman spectrum from the sample in Figure 3.2(f) with those from InAlAs 

control samples. The InAs phonon lines at 220 cm–1 (TO1) and 237 cm–1 (LO1), and the 

AlAs phonon lines at 347 cm–1 (TO2) and 369 cm–1 (LO2), are common to the Raman 

spectra from all samples (Figure 3.2(g)).330 The samples containing InGaAs also show 

InAs-like LO and GaAs-like TO lines at 251 cm–1 and 268 cm–1 respectively.331 Unique 

to the Ge TSQD Raman spectrum is the feature at 288.4 cm–1, corresponding to the LO 

phonon line of the Ge TSQDs. This line is shifted from 302.4 cm–1 where we observe the 

LO phonon for bulk, unstrained Ge(111) (dashed line). From this Raman shift of –14.0 

cm-1, we calculate the tensile strain in the Ge TSQDs to be 3.38 ± 0.36% using a value of 

–415 ± 40 cm–1 for the phonon strain-shift coefficient.45 Although this calculated tensile 

strain is a little lower than the 3.7% lattice mismatch between Ge and In0.52Al0.48As, they 

agree to within error. The most likely causes of any discrepancy are elastic strain relief in 

the Ge TSQDs, and typical run-to-run variations in the composition of the InAlAs layers 

used in the Raman sample. The asymmetric broadening of the Ge TSQD line towards 

lower wavenumbers (Figure 3.2(g)) is observed in the Raman spectra of other QD 

systems, including strain-free Ge QDs, and compressively strained InAs QDs.16,332 These 

asymmetric phonon line shapes derive from optical phonon confinement in arrays of QDs 

with a finite size distribution.333–335 
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Figure 3.3 2 × 2 μm2 AFM images demonstrating control of Ge TSQD size and 
density as a function of both Ge deposition amount (rows) and TSUB (columns). All 

samples grown at 0.020 BL/s. The z-scalebar is 2 nm. 

We can readily tune TSQD size and areal density by controlling TSUB and Ge 

deposition during MBE growth. In the interest of space, Figure 3.3 shows only a subset of 

the full sample matrix. Each row shows the effect of raising TSUB, while each column 

shows the effect of increasing Ge deposition. To avoid thermal degradation of the 

InAlAs, we were limited to TSUB < 560 °C. 

Surprisingly, Figure 3.3 reveals that there are two growth modes responsible for 

Ge TSQD self-assembly in this sample set. At TSUB = 435 °C, there is no TSQD 

formation for ≤ 0.6 BL Ge (Figure 3.3(a),(e)), indicating that Ge initially grows as a 2D 

wetting layer. However, for deposition ≥ 0.9 BL, the Ge self-assembles into 3D TSQDs 

(Figure 3.3(i)). This 2D-to-3D growth transition is consistent with the SK growth mode.  
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Barabási suggests that there are two kinds of SK growth depending on whether 

growth is thermodynamically or kinetically limited.78 The far-from-equilibrium nature of 

MBE means we observe the kinetically limited version of SK growth here. As TSUB is 

increased to 485 °C, we again see TSQD self-assembly via the SK mode with a transition 

from 2D growth (Figure 3.3(b)) to 3D growth (Figure 3.3(f)) as deposition is increased. 

Interestingly, the critical thickness of 0.6 BL for the 2D-to-3D SK transition is lower than 

at 435 °C. This observation is consistent with previous studies, which showed reduced 

SK critical thickness for increased adatom diffusion length:69,336,337 in our case, by 

increasing TSUB. From the areal density and average TSQD volume, we calculate that in 

Figure 3.3(f) only 0.61±0.24% of the total 0.6 BL Ge deposited is contained within the 

TSQDs, with the remainder in the wetting layer. We therefore estimate the wetting layer 

is ~0.596 BL thick, and since this value is >0.5 BL (i.e. 1 ML), we conclude that the 

wetting layer is continuous over the surface, consistent with SK growth. 

In contrast, for TSUB ≥ 510 °C, we see TSQD formation after deposition of just 0.2 

BL Ge (Figure 3.3(c),(d)), which is insufficient for a continuous wetting layer to form. 

Immediate TSQD self-assembly in the absence of a wetting layer indicates that for TSUB 

≥ 510 °C, growth proceeds via the VW mode. Indeed, both EELS and EDS in different 

samples grown at TSUB = 535 °C confirm the absence of a continuous Ge wetting layer 

(Figure 3.2 and Figure 3.5). 

The ability to controllably change the growth mode from SK to VW is very 

unusual. Although theory predicts that a transition between SK and VW growth modes is 

possible,78 experimental evidence is scarce. We have previously seen hints of a crossover 

from SK to VW growth during GaAs TSQD self-assembly.21 Other researchers have used 
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substrate offcut angle to move from SK to VW self-assembly during growth of GeSi on 

Si(001), which is a function of surface free energy variations in the facets available at 

different angles.244,246,247 

Whether self-assembly occurs via the SK or VW growth modes is due to the 

interplay between the strain and free surface energies of a particular QD material 

system.68 For the Ge/InAlAs(111)A TSQD system, the tensile strain and surface energies 

of the InAlAs buffer and the Ge/InAlAs interface are constant regardless of TSUB. It is 

therefore likely that, consistent with the case for offcut substrates,247 the observed SK-to-

VW transition is linked to the higher surface free energy of Ge crystal facets that become 

accessible when TSUB increases.245 Although outside of the scope of the work presented 

here, a future study using scanning tunneling microscopy will help clarify this point. 

Figure 3.3 also provides some insight into the surface diffusivity of Ge adatoms 

on InAlAs(111)A. The fact that >80% of TSQDs form at step edges on the InAlAs(111)A 

surface (e.g. Figure 3.1(b), Figure 3.3(c),(d)) is often taken as a signature of a high 

adatom diffusion length.19 The average InAlAs(111)A terrace width is 86 ± 13 nm, so to 

reach the nearest step edge, the average Ge adatom must diffuse a distance ≥43 ± 7 nm. 

However, we expect Ge adatom diffusion lengths to be greater than 50 nm. On Si(001) 

surfaces, Ge adatoms diffuse more than 2 µm,338 a value that should be even higher on 

(111) surfaces that are known to have longer diffusion lengths than (001) surfaces.339 

We therefore conclude that the Ehrlich-Schwöbel (ES) barrier limiting adatom 

migration between neighboring terraces of the InAlAs(111)A surface must be larger than 

the kinetic energy of the Ge adatoms over the range of TSUB used here. Although values 

for the ES barrier on InAlAs(111)A are unavailable in the literature, it is known that ES  
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Figure 3.4 Contour plots summarizing changes in TSQD (a) areal density, (b) 

height, and (c) diameter as a function of Ge deposition amount and TSUB. 

barriers on (111)A surfaces of III-V compounds are typically large. A previous study 

estimated an ES barrier for Ga(Al)As(111)A of at least 100 meV.340 We hence attribute 

the preferential nucleation of Ge/InAlAs(111)A TSQDs at step edges to a large ES 

barrier limiting Ge adatom diffusion. 

2D contour plots of structural data from our 6×4 sample matrix reveal a local 

maximum in TSQD areal density for 0.6 BL Ge grown at TSUB = 510–535 °C (Figure 

3.4(a)). The local maximum for TSQD height occurs for 0.6 BL Ge grown at TSUB = 535 

°C (Figure 3.4(b)). As expected for mass conservation, we see a corresponding local 

minimum in TSQD diameter for 0.6 BL Ge grown at 510–535 °C (Figure 3.4(c)). If high-

density, tall, narrow TSQDs are desirable, these growth conditions should be targeted. 
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The maximum areal density of 4.44 × 1010 cm–2 occurs for 1.2 BL Ge TSQDs grown at 

510 °C. 

At the highest values of TSUB and deposition (upper righthand corners in Figure 

3.4), there is a decrease in TSQD areal density, accompanied by a sharp increase in 

TSQD height and diameter to their maximum values over the range studied here. This 

behavior corresponds to Ostwald ripening of the TSQDs.218 Raising TSUB increases the 

Ge adatom diffusion length, allowing bigger TSQDs to grow at the expense of smaller 

ones nearby. This results in a lower density of larger Ge TSQDs that minimize the strain 

energy more efficiently than numerous small TSQDs. 

We can also tailor TSQD self-assembly via the Ge growth rate. Holding total Ge 

deposition constant at 0.6 BL, we raised the Ge growth rate from 0.010 to 0.025 BL/s 

(Figure 3.6). TSQD areal density increases from 5.3 to 19.0 × 109 cm-2, with a 

simultaneous decrease in average TSQD diameter from 29.5 ± 4.3 to 23.1 ± 0.9nm, and a 

small increase in average height from 1.84 ± 0.46 to 2.59 ± 0.40 nm. Since adatom 

diffusion length decreases at higher growth rates, adatoms tend to cluster closer to where 

they land on the surface.19,341 The result is a higher density of smaller dots. 

The dependences of Ge TSQD size and areal density on the three MBE 

parameters explored here (TSUB, deposition amount, and growth rate) are consistent with 

the self-assembly behavior of III-V QDs: both traditional compressively strained (001) 

QDs and tensile-strained QDs on (110) and (111) surfaces.17–19,68 These similarities 

indicate that despite the introduction of Ge, a group IV semiconductor, the same physical 

processes underpin self-assembly. We can therefore apply the extensive body of 
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knowledge surrounding III-V QDs to hybrid group IV/III-V QD systems like this as we 

begin to develop them for specific applications.  

3.4 Conclusions 

We demonstrate the controllable growth of self-assembled Ge TSQDs on 

InAlAs(111)A. We can readily tune TSQD size and areal density in response to TSUB, 

deposition amount, and growth rate. With Raman spectroscopy, we measure residual 

strains in the Ge TSQDs of 3.4% and observe indications of optical phonon confinement. 

We see compelling evidence for an unusual transition between the SK and VW growth 

modes for TSQD self-assembly. Self-assembly of Ge/InAlAs(111)A TSQDs provides the 

clearest evidence to date for a tunable transition between the SK and VW growth modes. 

The ability to select either the SK or VW growth mode for QD self-assembly, simply by 

controlling TSUB, could be useful for certain applications. Its near ubiquity in III-V QD 

self-assembly means SK growth is very well-understood. On the other hand, VW growth 

eliminates the possibility of QD-wetting layer interactions,342 while the lack of a wetting 

layer could help minimize antiphase disorder when capping Ge TSQDs with a III-V top 

barrier.16 This work represents a robust starting point from which to use tensile-strained 

band engineering to investigate the transformation of Ge into a semimetal or direct band 

gap semiconductor.4,324 

3.5 Supplemental Material 

To explore the crystal quality of the Ge TSQDs we used a combination of 

(scanning) tunneling electron microscopy (S/TEM) and electron energy loss spectroscopy 

(EELS). Cross-sectional TEM (XTEM)-based analyses are time-consuming both in terms 

of sample preparation and imaging. However, for these samples that issue is compounded  
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Figure 3.5 Analysis of Ge TSQD crystal quality using a combination of EELS 
maps of the Ge L signal ((a), (c), (e), and (g)) and corresponding BF TEM image 

montages in these same areas ((b), (d), (f), and (h)). 

by the fact that the Ge TSQD areal densities are low (109 – 1010 cm–2) and the field of 

view of each XTEM image is small, meaning that a large number of images are needed to 

capture enough TSQDs to say anything statistically meaningful. Furthermore, the 

Ge/InAlAs TSQDs show very low contrast relative to the InAlAs matrix in both bright-

field (BF) TEM and annular dark-field (ADF) STEM, making it difficult to confirm the 

exact location of a TSQD without accompanying STEM/EELS compositional mapping. 

Once we had located a Ge TSQD in STEM/EELS, we then had to go back to that same 

location in the corresponding BF TEM image and look for evidence of dislocations or 

other defects in that region. 

We examined 10–12 Ge TSQDs using this process of correlating QD locations in 

EELS mapping to BF TEM images. Uncertainty in the number of TSQDs is due to the  
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Figure 3.6 (a)–(c) 2 × 2 μm2 AFM images showing evolution of Ge TSQD 

morphology and RMS roughness (Rq) with increasing Ge growth rate (0.6 BL Ge 
deposition; TSUB = 535 °C). The z-scalebar is 1.5 nm. (d) Control of TSQD areal 

density, height, and diameter as a function of Ge growth rate. 

close spacing of some of the TSQDs, which made it difficult to identify individual QDs. 

Figure 3.5 shows a representative subset of these: four BF TEM image montages and four 

corresponding Ge EELS maps. Of the 10–12 Ge TSQDs imaged, only two seemed to 

have linear defects originating in them (e.g., Figure 3.5(e)). This small survey suggests 

that 80–85% of Ge TSQDs are dislocation-free and are therefore coherently tensile-

strained to the InAlAs(111)A matrix. Five of the Ge TSQDs surveyed overlap or are next 

to regions with triple-period (T-P) ordering in the InAlAs, but are not the obvious source 

that T-P ordering (e.g., Figure 3.5(a)). We notice that several of the Ge TSQDs are 

located close to through-stack threading dislocations originating in the InAlAs barrier 

below the TSQDs (e.g., Figure 3.5(f),(h)). The preferential location of TSQDs next to 

existing dislocations implies that localized strain compensation effects may increase the 
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probability of TSQD nucleation. This effect is consistent with the stacking of Ge TSQDs 

in consecutive layers that we see in Figure 3.2(f). 
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Abstract 

Quantum dots that store large tensile strains represent an emerging research area. 

We combine experiments and computational modeling to investigate the self-assembly of 

Ge and GaAs tensile-strained quantum dots (TSQDs) on In0.52Al0.48As(111)A. Comparing 

these two nominally similar material systems highlights how differences in adatom 

kinetics leads to distinct features of Ge and GaAs TSQD self-assembly. The energy 

barrier to diffusion of Ge adatoms is higher than that for Ga adatoms, while forming a 

stable island requires six Ge atoms and four Ga atoms. Unusually, these critical cluster 

sizes do not increase as we raise the substrate temperature. Radial distribution scaling 

shows that both Ge and GaAs TSQDs preferentially nucleate at a particular distance from 

their neighbors. This deeper understanding of the physics of Ge(111) and GaAs(111)A 

TSQD self-assembly will enable researchers to more effectively tailor these 

nanostructures to specific optoelectronic applications. 

Synopsis 

Germanium and gallium arsenide both spontaneously form quantum dot 

nanostructures when grown on InAlAs(111)A by molecular beam epitaxy. Despite 

experiencing similar tensile strains, the resulting Ge and GaAs quantum dots differ in 

shape, size, and areal density. Potential energy surface calculations help us understand 

how differences in adatom diffusion give rise to these structural variations. 

4.1 Introduction 

Demand is growing for high-quality semiconductor materials with a (111) 

crystallographic orientation. The structural and electronic characteristics of (111) surfaces 

give rise to properties that are inaccessible to semiconductors with the traditional (001) 
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orientation. (111)-Oriented semiconductor heterostructures are attractive for applications 

including topological insulators,325,343,344 transition metal dichalcogenides and other 2D 

materials,194,327,345 optoelectronics based on strain-induced piezoelectric effects,346,347 and 

next-generation field-effect transistors.326,348 

Quantum nanostructures grown on (111) surfaces exhibit some unique 

characteristics. Since tensile rather than conventional compressive strain is required to 

drive their self-assembly, these quantum dots (QDs) and quantum dashes derive their 

properties from both an unusual strain state and an unusual surface 

orientation.18,19,21,23,25,26,154 For example, we can create defect-free Ge QDs on 

InAlAs(111)A (hereafter Ge(111)) under tensile strains ≥3.5%,26 an important step 

toward future direct band gap Ge-based light emitting devices.6,22,26,322,324 Tensile strain 

lifts the valence band degeneracy, pushing the light-hole states of a tensile-strained QD 

(TSQD) above its heavy-hole states, with important implications for quantum media 

conversion.317,318 Meanwhile, the high symmetry of the (111) surface produces GaAs 

QDs with low fine-structure splitting, ideally suited to entangled photon generation via 

the biexciton–exciton decay cascade.23,349,350 

However, the ability to grow these nanostructures is still in its infancy. A solid 

physical foundation for this emerging research field is needed to provide a clearer 

understanding of how TSQDs form and grow on (111) surfaces. By comparing the 

Ge(111) and GaAs(111)A TSQD systems, we have an opportunity to explore this 

developing growth technique at the atomic level. Ge and GaAs TSQDs are grown on 

In0.52Al0.48As(111)A (hereafter InAlAs), lattice-matched to InP.21,26,154 The substrate 

temperatures and growth rates used during molecular beam epitaxy (MBE) are broadly 
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similar for Ge and GaAs TSQDs. The major difference between the two materials is 

polarity: Ge is nonpolar, while GaAs is a polar, compound semiconductor. However, 

from the point of view of the underlying InAlAs(111)A surface structure and tensile 

strain, these two TSQD systems are analogous. The almost identical lattice constants of 

Ge (5.6579 Å) and GaAs (5.6533 Å) mean that both materials experience ∼3.7% tensile 

lattice mismatch with InAlAs. Removing these commonalities of surface structure and 

strain from the equation gives us a clearer view of the other physical factors influencing 

how TSQDs form and grow. 

In this paper we show that TSQD self-assembly in these nominally similar 

Ge/InAlAs(111)A and GaAs/InAlAs(111)A materials systems exhibits some interesting 

and important differences. Density-functional theory (DFT) calculations reveal enhanced 

surface mobility for Ga adatoms compared to Ge. This study provides insight into the 

underlying kinetic processes that govern tensile-strained self-assembly during TSQD 

nucleation and growth. By comparing the scaled size and radial distributions of Ge and 

GaAs TSQDs, we see opportunities to enhance the size uniformity and spatial ordering of 

these nanostructures for future device applications. 

4.2 Experimental Methods 

We used Fe-doped, nominally on-axis (±0.5°) InP(111)A substrates for all sample 

growth. We grew samples via solid-source MBE, using As4 as the group V source. We 

started by growing 50 nm of lattice-matched In0.52Ga0.48As (hereafter InGaAs) at 169 

nm/h to promote smoother InAlAs epitaxy.52 We then grew 200 nm InAlAs at 172 nm/h 

as a bottom barrier for the Ge and GaAs TSQDs. We grew both InGaAs and InAlAs at a 

substrate temperature (TSUB) of 510 °C, with a V/III beam equivalent pressure (BEP) 
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ratio of 160. Optimized MBE growth conditions for InGaAs and InAlAs on InP(111)A 

are discussed elsewhere.21,52,320 

To grow the Ge TSQDs, we adjusted TSUB for TSQD growth under As4, closed 

the arsenic shutter and valve, waited 1 min, and then opened the Ge shutter.26 Previous 

studies have shown that the InAlAs(111)A surface is thermally stable at these 

temperatures, even when the arsenic flux is removed for a short time.26,90 For the GaAs 

TSQDs, we adjusted the sample to the desired TSUB for TSQD growth under an As4 flux 

and then opened the Ga shutter.21 

In this study, we looked at four sets of samples: Ge TSQDs consisting of 0.2–0.6 

bilayers (BL) of Ge grown at TSUB = 535 and 560 °C, and GaAs TSQDs consisting of 

3.5–4.5 monolayers (ML) of GaAs grown at TSUB = 485 and 535 °C. The Ge growth rate 

was 0.020 BL/s. The GaAs growth rate was 0.075 ML/s, with an As4/Ga BEP ratio of 75. 

After TSQD growth, we immediately cooled the samples; for the GaAs TSQDs, sample 

cooling took place under As4. 

We imaged the Ge and GaAs TSQDs with atomic force microscopy (AFM), using 

Nanoscope software to measure the height and diameter of 100–200 individual TSQDs 

on each sample. From these measurements, we compiled sample-dependent statistics of 

TSQD size distribution and areal density, which we used for island size scaling analysis. 

We used ImageJ software351 to identify the TSQD coordinate positions on each AFM 

image. From these coordinates, we used a Python script and the freud analysis library352 

to extract interdot distances and plot the radial distribution of TSQDs on each sample. 
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4.3 Computational Methods 

All electronic structure calculations were performed using DFT,353,354 as 

implemented in the Fritz Haber Institute ab initio molecular simulations (FHI-aims) 

code.355–358 FHI-aims uses numeric atom-centered orbitals for its basis set and by default 

includes scalar relativistic corrections. For all calculations, we used the Perdew–Burke–

Ernzerhof generalized gradient approximation for the exchange-correlation (XC) 

approximation.359 FHI-aims implements “light” and “tight” versions of its basis 

functions. We use the light settings throughout. Tight settings yield more accurate 

energies but do not change energy differences, which is our interest here. 

To simulate a bulk random alloy such as InAlAs, a method such as special 

quasirandom structures (SQS) must be used.360,361 However, we found that our 

calculations can be simplified by using InAs that is compressed 3.13% to the lattice 

constant of In0.52Al0.48As (i.e., 5.8687 Å). We justify this simplification with DFT 

calculations for InAs and AlAs strained to have the same lattice constant as 

In0.52Al0.48As(111)A. We calculate that the InAs(111)A surface energy is lower than that 

of AlAs(111)A by ∼70 meV/Å2, which corresponds to ∼1.2 eV per surface atom. We 

also ran a series of calculations for In0.5Al0.5As(111)A in three scenarios: (i) we fixed the 

top two group III layers as In; (ii) we fixed the top two group III layers as Al; and (iii) we 

maintained a 50–50 mix of In and Al in the top two layers. In all cases, the remaining 

group III atoms in the lower layers were randomized as In or Al (maintaining overall 

stoichiometry). These tests again show that the In-terminated surfaces are lower in energy 

than the Al-terminated surfaces by approximately 70 meV/Å2. The In-terminated surfaces 

were also lower in energy than the surfaces with a 50–50 mix of In and Al by  
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Figure 4.1 (a) XPS depth profile of bulk In0.53Ga0.47As(111)A showing 

enrichment (depletion) of indium (gallium) at the surface. (b) Surface energy of 
3.13% compressively strained InAs versus arsenic chemical potential for both 2 × 2 

reconstructions and the unreconstructed surface. The x-axis is equivalent to 
controlling the arsenic overpressure but is by no means one-to-one with an 

experimental knob. 

approximately 10–15 meV/Å2. For all three cases, run-to-run variations between the 

different randomizations were 2–3 meV/Å2. Furthermore, we find that the difference in 

adsorption energy for an adatom on these three surfaces is very small. Even for the 

extreme case with only Al atoms in the layers below the top two InAs layers, the 

adsorption energy changes by ≤60 meV, and adsorption energy differences (i.e., diffusion 

barriers) change by even less. As a result of these calculations, we therefore conclude that 

InAs not only surface segregates, but the atomic composition of the bulk InAlAs below 

the top few layers has minimal bearing on the results at the surface. 

Supporting our simulations is the fact that, during epitaxial growth of 

InAlAs(001) and InGaAs(001), the propensity for surface segregation of group III species 

increases with atomic size (i.e., In > Ga > Al).362,363 To confirm this effect in our (111)A-

oriented alloys, we use X-ray photoelectron spectroscopy (XPS) to construct elemental 

depth profiles for samples of InGaAs(111)A and observe a clear increase (decrease) in 

the surface concentration of indium (gallium) over the first 1–2 ML of the sample (Figure 
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4.1(a)). Equivalent XPS measurements for the InAlAs(111)A surface are complicated by 

oxidation in uncapped aluminum-containing alloys. However, since the observed effect is 

expected to be even stronger in In0.52Al0.48As than in In0.53Ga0.47As,362 we have little 

doubt that the results of our simulations are correct and that In surface segregation occurs 

in InAlAs(111)A. 

The InAs(111)A surface is indium-terminated and has an AB–AB–AB pattern. 

Two stable reconstructions exist for the InAs(111)A surface: an indium-vacancy and an 

arsenic-trimer reconstruction, both of which have a 2 × 2 unit cell (Figure 4.1(b)). We 

limit our calculations to these two surface reconstructions. All our results are converged 

with respect to layers of vacuum (30 Å), k points (6 × 6 × 1 k points for 2 × 2 supercells 

and 12 × 12 × 1 k points for regular 1 × 1 cells) and slab thickness (five BL). We cap the 

final bottom layer with pseudohydrogen to minimize interaction with the top surface. 

Each bilayer contains 8 atoms in a 2 × 2 cell, and a typical calculation with a 2 × 2 cell 

for an adatom on the indium-vacancy (arsenic-trimer) reconstruction contains 43 (47) 

atoms total. 

In Figure 4.1(b), we plot the phase diagram for the compressively strained 

InAs(111)A surface energy versus the arsenic chemical potential, which one can interpret 

physically as the arsenic overpressure during MBE (albeit with a nonlinear scaling to 

experimental settings). We find that the In-vacancy reconstruction is stable for lower 

arsenic overpressures, while the As-trimer reconstruction is stable for higher arsenic 

overpressures. These results are consistent with similar calculations for GaAs(111)A.364 

The first step for understanding QD formation and growth is to understand the 

mobility of adatoms on a given surface reconstruction. For example, a higher adatom 
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mobility implies that the spacing between nuclei (that evolve into QDs) will increase. 

Although it seems reasonable to assume we have an As-trimer surface reconstruction 

given the high V/III flux ratio during MBE growth (Figure 4.1(b)), we could not confirm 

experimentally which reconstruction was present in all of our growths. We therefore 

calculated potential energy surfaces (PESs) for Ge and Ga adatoms on both the In-

vacancy and As-trimer reconstructions of the InAs(111)A surface. As we will show, our 

conclusions regarding relative adatom mobility are qualitatively the same for both surface 

reconstructions. We obtained each PES by sampling a sufficiently large number of sites 

guided by test calculations that used the growing string,365 and climbing image 

methods,366 implemented in aimsChain, a Python package included with FHI-aims. 

4.4 Results and Discussion 

4.4.1 Key Differences between Ge and GaAs TSQDs 

Despite self-assembling on nominally identical InAlAs(111)A surfaces, under 

similar MBE conditions, Ge and GaAs TSQDs exhibit major differences in size, shape, 

and areal density (Figure 4.2). Ge(111) TSQDs are lens shaped (Figure 4.2(a)) and are 

typically 0.5–3 nm high and 15–45 nm in diameter, with areal densities of 5 × 109 to 5 × 

1010 cm–2 (Figure 4.2(b)).26 In contrast, GaAs TSQDs grown at the same TSUB self-

assemble as equilateral triangles, reflecting the 3-fold symmetry of the (111)A surface 

(Figure 4.2(c)).21,23,90,154 GaAs TSQDs form as stacked, concentric monolayer-high 

islands terminated by “A-steps” perpendicular to the [21�1�], [1�21�], and [1�1�2] 

directions,90 rather than the high-index side-facets typical of InAs/GaAs(001) QDs.(45) 

The GaAs TSQDs are 0.7–2 nm high and 45–60 nm in diameter, with areal densities of 2 

× 108 to 2 × 109 cm–2 (Figure 4.2(d)).21,154  
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Figure 4.2 (a) AFM image showing typical Ge/InAlAs(111)A TSQDs, here grown 
from 0.2 BL Ge at TSUB = 535 °C. (b) Cross section showing height and diameter of 

two representative Ge(111) TSQDs. (c) AFM image showing typical 
GaAs/InAlAs(111)A TSQDs here grown from 4 ML GaAs at TSUB = 535 °C. (d) 

Cross section showing height and diameter of a representative GaAs(111)A TSQD. 
(insets b and d) AFM cross sections, where the white scale bars are 100 nm. The z-

scale in all AFM images is 2.5 nm. 

At TSUB ≥ 535 °C, Ge TSQDs self-assemble directly on the InAlAs(111)A buffer 

via the Volmer–Weber (VW) growth mode.26 The InAlAs surface consists of rounded 

wedding cake-like terraces, 86 ± 13 nm wide (Figure 4.2(a)), with root mean squared 

roughness, Rq ∼ 2.0 Å. The Ge TSQDs preferentially nucleate at the step edges 

connecting these terraces, as discussed in a previous report.26 Since the areal density of 

the Ge TSQDs is related to the number of available step edges, the use of off-cut 

substrates to adjust the step edge density represents a potential route to controlling TSQD 

density. In addition, TSQD density along a step edge is a function of the adatom 

diffusivity along that step edge, and the stability of small clusters (or the adatom binding 

energy) at the step edge. DFT studies of edge atom diffusion, binding energies, and 



133 

 

cluster stability at step edges are computationally demanding and will form the subject of 

future work. 

At comparable substrate temperatures, GaAs TSQDs self-assemble via an 

anomalous Stranski–Krastanov (SK) growth mode, where the tensile-strained GaAs 

wetting layer continues to grow even after the critical thickness for TSQD formation has 

occurred.154 The tensile-strained GaAs wetting layer exhibits angular terraces, 85 ± 26 

nm wide, with Rq ∼ 3.8 Å (Figure 4.2(c)). After the 2D-to-3D SK transition, the GaAs 

TSQDs nucleate randomly across the wetting layer surface, without preference for 

particular locations.21,154 

4.4.2 DFT Results for Surface Diffusion 

To help us understand these differences in Ge and GaAs TSQD self-assembly, we 

use DFT calculations to compare adatom diffusion in the two material systems. Figure 

4.3 shows the PES for Ge and Ga adatoms on the In-vacancy reconstruction. The energy 

barrier for surface diffusion, ED, is given by the difference between the deepest energy 

well and the highest energy barrier as determined from exploring the PES. The adsorption 

site for both Ge and Ga atoms on the In-vacancy reconstruction is the vacancy site, 

labeled A1. For both systems, diffusion occurs via a path that passes through a shallow 

secondary minimum (labeled A2) and two transition sites (T1 and T2). We hence calculate 

the energy barrier to diffusion as ED = T1 – A1. The adsorption energies and diffusion 

barriers for Ge and Ga on the In-vacancy reconstruction are summarized in Table 4.1. 

Since ED is lower for Ga than Ge, Ga adatoms will diffuse faster than Ge adatoms on the 

In-vacancy surface. 
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Figure 4.3 Potential energy surfaces for Ge (top) and Ga (bottom) adsorbed on 
the compressed In-vacancy reconstruction. The dark atoms are In, and the light 

atoms are As. The main adsorption site A1, a secondary shallow minimum A2, and 
the two transition sites T1 and T2 are shown. 

Table 4.1 Adsorption Parameters for Ge and Ga on the In-Vacancy 
Reconstruction of the (Compressed) InAs(111)A Surface 

Adatom A1 A2 T1 T2 ED 

Ge -4.36 -3.59 -3.09 -3.23 1.27 

Ga -2.82 -2.04 -1.92 -1.97 0.90 

 

Figure 4.4 shows the PES for Ge and Ga adatoms on the As-trimer reconstruction. 

For this surface, there are two almost degenerate adsorption sites, labeled A1 and A2, in 

the region centered between three adjacent As trimers. There is almost no barrier for 

diffusion between A1 and A2 for Ga, and only a small diffusion barrier for Ge. We 

therefore refer to this region as a superbasin. Both Ge and Ga adatoms diffuse to the next 

superbasin by passing over an As trimer, but the details for Ge and Ga are slightly 

different. For Ge, the transition site T1 is in the center of the As trimer. For Ga, on the 

other hand, there is a secondary adsorption site A3 in the center of the trimer, and the  
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Figure 4.4 Potential energy surfaces for Ge (top) and Ga (bottom) adsorbed on 

the compressed As-trimer reconstruction. The dark atoms are In, and the light 
atoms are As. The main adsorption sites A1 and A2, a secondary shallow minimum 

A3, and the transition sites T1 and T2 are shown. 

transition site T1 is on top of an As dimer bond within the As trimer. For both Ge and Ga, 

a secondary transition site T2 provides an alternative path for diffusion. For Ge, the two 

diffusion paths are almost degenerate, while for Ga, the path via T2 is 0.15 eV higher than 

T1. The numerical values for Ge and Ga for all these sites and the barrier for surface 

diffusion are summarized in Table 4.2. The lower ED for Ga means that Ga diffusion is 

again much faster than Ge diffusion on the As-trimer surface.  

We note that due to the SK growth mode, the GaAs TSQDs begin to form only 

after the deposition of a few 2D layers of GaAs. Diffusion of Ga adatoms on this tensile-

strained GaAs wetting layer (i.e., its in-plane lattice constant expanded to that of the 

underlying InAlAs) is hence the relevant process in this case. We therefore performed 

corresponding DFT calculations for Ga on 1 ML (2 ML) of tensile-strained GaAs on  
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Table 4.2 Adsorption Parameters for Ge and Ga on the As-Trimer 
Reconstruction of the (Compressed) InAs(111)A Surface 

Adatom A1 A2 A3 T1 T2 ED 

Ge -4.18 -3.90 n/a -2.72 -2.69 1.46 

Ga -2.72 -2.71 -2.48 -2.44 -2.29 0.28 

 

InAs(111)A (compressed to have the InAlAs lattice constant as before). We find that the 

Ga adatom diffusion barrier is then 1.10 eV (1.24 eV) for the In-vacancy reconstruction 

(which is now a Ga-vacancy reconstruction),364 and 0.10 eV (0.10 eV) for the As-trimer 

reconstruction. Comparing these barriers with those in Tables 4.1 and 4.2 tells us that Ga 

diffusion on a thin GaAs(111)A wetting layer is still faster than Ge, and so our 

conclusions remain unchanged. We also note that these diffusion barriers for Ga on 1–2 

ML of tensile-strained GaAs(111)A are similar to values we have obtained previously for 

Ga on unstrained GaAs(111)A, suggesting that the presence of strain does not modify the 

differences between Ga and Ge diffusion behavior to a great extent.77 

The fact that for a given TSUB, Ga diffuses faster than Ge means that diffusivity 

arguments alone are unable to explain our experimental observation that Ge TSQDs form 

predominantly at the step edges, while GaAs TSQDs form on the terraces (Figure 4.2). 

We speculate that small GaAs clusters are more stable than small Ge clusters. GaAs 

clusters are sufficiently stable that they can form directly on the terraces, while dangling 

bonds available at the step edges are needed to help stabilize Ge clusters. Step edges play 

a more important role for Ge since unlike GaAs it can fill both group III and group V 

sites and still satisfy electron counting rules. We believe that this difference in bonding 

between group III and group IV atoms is ultimately the main reason for the distinct self-
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assembly behaviors of Ge and GaAs TSQDs. However, future experiments to compare 

other group IV and III–V TSQD systems, for example Si and GaP TSQDs grown on 

GaAs(111)A,18 could allow us to definitively rank the relative importance to self-

assembly of differences in adatom diffusion vs differences in bonding. 

4.4.3 Scaling of Ge and GaAs TSQD Size Distributions 

To experimentally test this hypothesis of differences in cluster stability, we 

studied the scaled island size distribution functions for Ge and GaAs TSQDs. This 

scaling analysis allows one to identify how many atoms are required to stabilize a cluster 

and nucleate a TSQD during the self-assembly process. We define a critical cluster size i 

as being one less than the number of atoms needed to form a stable nucleus. Lower 

stability means that more atoms are needed to form the TSQD nucleus and so i will be 

larger. 

For homoepitaxial growth, the island size distribution scales according to a 

scaling function, fi, given by 76,91,92. 

𝑓𝑓𝑖𝑖 �
𝑠𝑠
⟨𝑠𝑠⟩� =

𝑁𝑁𝑠𝑠⟨𝑠𝑠⟩2

𝜃𝜃   

where s is the size of the island, Ns is the number of islands of size s, ⟨s⟩ is the average 

island size, and θ is the coverage. The shape of fi depends on the degree of reversibility of 

the adatom aggregation process, as well as on the value of i in a given system, which can 

take noninteger values.76 Explicit analytic expressions for the functions fi for integer 

values of i were given in Reference 91. While this scaling behavior was studied in detail 

in the submonolayer regime, we now know that it also holds for heteroepitaxial QDs after 

the deposition of multiple layers.18,367 Researchers speculate that the scaling also holds in 

these cases because the heteroepitaxial TSQDs do not coalesce and, in that sense, are  
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Figure 4.5 (a) Scaled 3D Ge/InAlAs(111)A TSQD size distributions with different 

Ge deposition amounts grown at TSUB = 535 and 560 °C. (b) Scaled 3D 
GaAs/InAlAs(111)A TSQD size distributions with different GaAs deposition 

amounts grown at TSUB = 485 and 535 °C. Solid lines are analytic expressions for 
critical cluster sizes i = 5 in a and i = 3 in b.91 The schematics suggest how six atoms 

(i = 5) and four atoms (i = 3) can be arranged into clusters with 3-fold symmetry. 

somewhat similar to islands during homoepitaxy in the submonolayer, precoalescence 

regime. 

In Figure 4.5 we show the scaled size distributions for Ge and GaAs TSQDs 

grown at TSUB = 535 °C, with different deposition amounts. In these plots, θ represents 

the effective surface coverage of the TSQDs, rather than their volume. The individual 

island size distributions for both the Ge and GaAs TSQDs collapse onto single curves 

after scaling, confirming that in each case we can describe the tensile self-assembly 

process with a single scaling function fi (Figure 4.5(a),(b)). 
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For Ge TSQDs grown at TSUB = 535 °C, the best fits to the data come from the 

analytic expressions for i = 5–6 (Figure 4.5(a) shows the fit for i = 5).91 This range of 

values for i comes from the spread in the scaled data. When we also include scaled size 

distribution data for a similar Ge TSQD sample grown at TSUB = 560 °C, we see that they 

too lie on the i = 5 curve, and are essentially indistinguishable from the TSUB = 535 °C 

data. Therefore, at both temperatures the smallest stable cluster size (given by i + 1) for 

the Ge TSQDs consists of six atoms. That the critical cluster size appears to be 

insensitive to TSUB over this range is somewhat surprising. Previous studies of QD critical 

cluster sizes have found that the value of i tends to increase with TSUB.18,367 As TSUB rises, 

the additional thermal energy means that atoms are able to detach from previously stable 

clusters, and so for an atom to become irreversibly attached to a cluster, more atom-to-

nearest-neighbor bonds are required.91 The fact that i is the same in Figure 4.5(a) despite 

an increase in TSUB of 25 °C suggests that the six-membered TSQD nucleus is 

particularly stable. 

Similar analysis for GaAs TSQDs grown at TSUB = 535 and 485 °C results in 

scaled island size distributions that, regardless of TSUB, are best fitted with the analytic 

expressions for i = 2–3 (Figure 4.5(b) shows the fit for i = 3).91 The fact that the critical 

cluster size for GaAs TSQD nucleation remains constant at four atoms, once again 

reveals that this specific arrangement is particularly stable over this 50 °C range of TSUB. 

It is worth noting that nuclei consisting of six atoms (Ge) and four atoms (GaAs) 

can both be arranged into clusters with 3-fold symmetries (see schematics in Figure 

4.5(a),(b)). For a triangular lattice, Joyce and Vvedensky referred to clusters with 3-fold 

symmetry as “magic” islands.68 Like them, we speculate whether clusters containing 
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these specific numbers of Ge and Ga atoms gain additional stability by mirroring the 

symmetry of the underlying (111)A surface reconstruction. 

4.4.4 Scaling of Ge and GaAs TSQD Radial Distributions 

Our DFT calculations predict differences in Ge and Ga adatom diffusion that we 

can observe experimentally. As diffusion length increases, we expect to see larger, lower 

density TSQDs (i.e., spaced farther apart).68 We used radial distribution analysis to 

explore Ge and GaAs interdot spacings and find the scaling relation N(r) for their 

separation as a function of distance r. The radial distribution function g(r/⟨R⟩) describes 

the normalized probability of finding a TSQD whose center is a distance r away from the 

center of another72,92 and is given by 

𝑔𝑔 �
𝑟𝑟
⟨𝑅𝑅⟩� =

𝑁𝑁(𝑟𝑟)
𝑁𝑁  

where N is the TSQD areal density and ⟨R⟩ = 1/√N is the average distance between 

TSQDs if we assume uniform separation. Table 4.3 summarizes our results for ⟨R⟩ and 

the average TSQD radius (r0) for Ge and GaAs TSQDs grown from different deposition 

amounts. The values for the four samples grown at 535 °C are entirely consistent with the 

results from our DFT calculations. At this same TSUB, the faster diffusion of Ga adatoms 

compared to Ge results in bigger GaAs TSQDs with larger average interdot separation. 

For the 0.2 BL Ge TSQDs we see overlap between ⟨R⟩ = 107 ± 14 nm and the 

average InAlAs terrace width in Figure 4.2(a) of 86 ± 13 nm. The similarity between 

these values indicates that, at low Ge coverage, the interstep separation has a stronger 

influence on TSQD separation than the distance between Ge TSQDs along a given step 

edge. Raising the Ge coverage to 0.6 BL increases the TSQD areal density.26 As a result, 

⟨R⟩ is reduced to 61 ± 6 nm, and so average TSQD separation along the step-edges is now  
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Table 4.3 Experimental Values for ⟨R⟩ and Average TSQD Radius (r0) for the 
Ge and GaAs Samples in Figure 4.6(a),(b) 

Sample ⟨R⟩ (nm) r0 (nm) 

0.2 BL Ge, 535 °C 107 ± 14 6.4 ± 0.8 

0.6 BL Ge, 535 °C 61 ± 6 8.2 ± 0.7 

0.6 BL Ge, 560 °C 73.3 ± 0.4 14.9 ± 1.2 

3.5 ML GaAs, 485 °C 358 ± 8 23.2 ± 5.4 

4.0 ML GaAs, 535 °C 241 ± 13 32.0 ± 4.5 

4.5 ML GaAs, 535 °C 360 ± 41 35.7 ± 5.3 

 

less than the average InAlAs terrace width. Indeed, this is what we see from AFM images 

(e.g., Figure 1(c) in Reference 26), where “chains” of QDs, often separated by less than 50 

nm, decorate the step-edges. Increasing TSUB to 560 °C enhances adatom diffusion, which 

increases the average size of the 0.6 BL Ge TSQDs but reduces their density.26 As a 

result, ⟨R⟩ increases slightly to 73.3 ± 0.4 nm, but this separation is still less than the 

average terrace width. 

Table 4.3 shows that raising the GaAs coverage from 3.5–4.0 ML while also 

raising TSUB from 485–535 °C has the expected combined effect of increasing average 

GaAs TSQD size.21 That ⟨R⟩ simultaneously decreases from 358–241 nm tells us that 

depositing an additional 0.5 ML of GaAs has a stronger effect on TSQD separation than 

the 50 °C increase in TSUB which would tend to decrease areal density.21 Interestingly, 

raising the GaAs coverage by a further 0.5 ML at 535 °C has the opposite effect on ⟨R⟩ of 

increasing the average TSQD separation from 241–360 nm. This decrease in TSQD areal  
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Figure 4.6 (a) Scaled Ge/InAlAs(111)A TSQD radial distributions with different 

Ge coverages grown at TSUB = 535 and 560 °C. (b) Scaled GaAs/InAlAs(111)A 
TSQD radial distributions with different Ga coverages grown at TSUB = 485 and 535 

°C. In each data series, the standard errors are calculated using averages from at 
least three independent samples over an area of ≥33 μm2. Dashed lines show the 
uniform radial distribution for a noninteracting system. Parts a and b include 

comparative radial distribution data from Reference 72. 

density at high GaAs coverage is consistent with the onset of Ostwald ripening where the 

smallest TSQDs disappear, their material consumed by larger neighboring dots.21  

Figure 4.6(a),(b) show the radial distribution functions for the samples in Table 

4.3. If TSQD nucleation was perfectly uniform, their radial distributions would fall on the 

dashed lines at g(r/⟨R⟩) = 1 in Figure 4.6(a),(b). Indeed, at long-range as r → ∞ we do see 

g(r/⟨R⟩) → 1 as the data converge to these dashed lines. However, the fact that at short-
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range we see significant deviation both below and above the dashed lines indicates that 

the nucleation and growth of Ge and GaAs TSQDs is not uniform. 

Data falling below the dashed lines tell us we have a reduced probability of 

finding a Ge or GaAs TSQD in very close proximity to another. At very short-range, 

existing TSQDs act as local sinks for adatoms, preventing new TSQDs from nucleating 

nearby. Therefore, as r → r0 in Figure 4.6(a),(b), g(r/⟨R⟩) → 0. 

In contrast, at slightly longer range, we see peaks in the data at r/⟨R⟩ ∼ 1 for the 

Ge TSQDs, and r/⟨R⟩ ∼ 0.75 for the GaAs TSQDs (Figure 4.6(a),(b). Data above the 

dashed lines at g(r/⟨R⟩) > 1 are a measure of how many times more likely a TSQD is to 

be found at distance r/⟨R⟩ from the center of any other TSQD. The peaks in the data 

therefore reveal spatial correlations for both Ge and GaAs TSQDs. We attribute the 

appearance of these peaks to the fact that existing TSQDs are surrounded by a capture 

zone for adatoms within which new TSQDs cannot nucleate. The result is an effective 

“repulsion” between the TSQD centers above a critical nucleus size. This is supported by 

simulation results for strained island growth in the submonolayer regime.75,368 The island 

size distribution narrows and sharpens as a function of strain, because the island capture 

zones become more regular. 

After sampling at least 31 1 μm2 areas for each radial distribution function, these 

peaks of height g(r/⟨R⟩) = 1.2–1.4 for Ge and GaAs TSQDs show good agreement with 

the correlation peaks of ∼1.4 observed by Bressler-Hill et al. for distributions of 

InAs/GaAs(001) QDs (see yellow circles in Figure 4.6(a),(b)).72 It is noteworthy that 

despite the opposite sign of strain, these similarities suggest tensile-strained Ge and GaAs 

QDs exhibit nearly identical spatial distributions and capture zones of comparable 
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strength to traditional compressively strained InAs/GaAs(001) QDs.72 This is the first 

demonstration of tensile-strained QDs distributed with a preferred separation. In the 

future, the use of similar studies to tune short-range separations of Ge and GaAs TSQDs 

could be quite attractive for tailoring quantum dot densities to specific optoelectronic 

applications. 

It is noteworthy that we do not observe temperature-dependent differences in the 

radial distribution functions for either Ge or GaAs TSQDs. The general agreement (to 

within error) of the various data sets in Figure 4.6(a),(b) suggest that the observed spatial 

correlations of the Ge and GaAs TSQDs persist across the TSUB ranges explored here. 

4.5 Conclusions 

Although Ge and GaAs TSQDs both self-assemble on In0.52Al0.48As(111)A 

surfaces, their structural characteristics (size, shape, and areal density) are quite different. 

Formation of these TSQDs can be reproduced reliably over a fairly broad range of 

substrate temperatures. It appears that the critical island size for both Ge and GaAs 

TSQD nucleation is unchanged over the temperature windows explored here, enabling 

robust control of TSQD size uniformity and areal density. Our DFT calculations predict 

that regardless of the surface reconstruction, Ga diffuses much faster on the 

In0.52Al0.48As(111)A surface than Ge. These DFT results are borne out experimentally, as 

we show that Ge TSQDs are smaller and higher density than GaAs TSQDs grown at the 

same substrate temperature. We speculate that while GaAs clusters are stable enough to 

form on the terraces, most Ge clusters form at step-edges as a result of the extra stability 

provided by the additional dangling bonds. We find experimental support for this 

hypothesis from island size scaling analysis of our TSQD data, which shows that more 
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atoms are required to form a stable Ge nucleus than a GaAs nucleus. The spatial 

distributions of Ge and GaAs TSQDs are not uniform. Instead we see that the TSQDs are 

distributed such that they have a preferred separation from one another and that these 

spatial correlations are independent of substrate temperature over the ranges studied here. 

To build on these results, we are planning a more detailed DFT study of the binding 

energies and stability of step edges. The insights gained from this study will assist 

researchers interested in designing Ge(111) and GaAs(111)A TSQD arrays for a range of 

applications from novel infrared emitters to entangled photon sources. 
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Abstract 

Recent reports show that defect-free, optically active quantum dots can store 

tensile strains large enough to transform germanium (Ge) into a direct band gap 

semiconductor. These tensile-strained quantum dots (TSQDs) self-assemble during 

molecular beam epitaxy (MBE) on (111) and (110) surfaces. We adopt this approach to 

synthesize defect-free Ge TSQDs on InAlAs(110) via the Volmer-Weber growth mode. 

This surface orientation allows us to avoid introducing antiphase domains in the InAlAs 

capping layer. The Ge(110) TSQDs grow as rectangular prisms oriented parallel to the 

[1�10] direction, with flat tops and short-range ordering. We report room temperature 

light emission from Ge(110) TSQDs at 2.8 μm (~0.44 eV). This work paves the way to 

future edge-emitting infrared LEDs and lasers based on highly tunable, direct band gap 

Ge TSQDs. 

5.1 Introduction 

Researchers are searching for ways to turn the technologically vital element Ge 

into an effective light-emitter, and take advantage of this semiconductor’s high gain 

coefficient and narrow band gap.7,12–16 Ordinarily, Ge has an indirect semiconductor band 

gap making it unsuitable for light-emitting applications. Theory predicts however, that 

Ge should become a direct band gap semiconductor when grown on (001) and (110) 

surfaces, under ~1.9% and ~3% biaxial tensile strain respectively.4,6,8,9 Direct band gap 

Ge could have important implications for future mid-infrared (IR) optoelectronic devices 

useful in environmental monitoring, in vivo diagnostics, and trace gas detection.22,369,370 

Researchers have hence explored numerous approaches to induce these large 

tensile strains in Ge. The challenge is that such large tensile strains are quickly relaxed in 
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bulk Ge by the formation of dislocations that are detrimental to optoelectronic 

performance. For this reason, approaches that rely on mechanical stretching or 

differences in thermal expansion coefficients are typically limited to tensile strains of  

~1%.12,14,15,371  

However, by localizing the tensile strain at the nanoscale, we may be able to store 

the large strains needed without generating crystallographic defects. Groups have 

explored phase separation to form nanocomposites of highly tensile-strained Ge/InAlAs 

and Ge/AlAs, although these approaches have yet to report the strong mid-IR light 

emission we anticipate for direct band gap Ge.13,16 

Quantum dot (QD) self-assembly offers an alternative route to highly tensile-

strained Ge. We have known since the 1990s that QDs storing compressive strains in 

excess of 7% can have excellent crystal and optical quality.80,81,137 More recently, groups 

have extended self-assembly techniques to produce defect-free, optically active QDs 

under large tensile strains.21–26 Ge tensile-strained QDs (TSQDs) have been demonstrated 

on both InAlAs(001) and (111)A surfaces.26,27 Indeed, for the Ge(001) TSQDs, 

photoluminescence (PL) at ~1550 nm (~0.8 eV) was reported below 100 K. Interestingly, 

the authors attributed this light emission to electron-heavy hole recombination (Γ0–

HH0).27 Given that tensile strain should induce a light hole valence band ground state, 

longer wavelength emission PL from Γ0–LH0 recombination was perhaps expected.318 In 

fact, the authors saw only a weak spectral feature at ~2580 nm (~0.48 eV) that seemed to 

correspond to that transition.27 

In this paper, we apply tensile-strained self-assembly to enable the growth of Ge 

TSQDs within In0.52Al0.48As(110) barriers. This material system is beneficial for several 
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reasons. The 3.7% lattice mismatch between Ge and InAlAs should generate tensile 

strains in excess of what is predicted for an indirect-to-direct band gap transition in 

Ge(110).4,6 The (110) surface orientation is better suited than (001) to the accommodation 

of large tensile strains without plastic relaxation via dislocation formation.19 Capping of 

the Ge TSQDs with the InAlAs top barrier should be simplified since antiphase disorder 

should be minimized at III-V/IV interfaces with a (110) orientation.59 

We explore the impact of MBE parameters on Ge(110) TSQD self-assembly. We 

report the unusual formation of flat-topped TSQDs, and discuss the relationship between 

their rectangular shape and anisotropic adatom diffusion on the (110) surface. As a result 

of their large residual tensile strains and optical quality, for the first time we demonstrate 

room temperature light emission from direct band gap Ge(110) TSQDs. 

5.2 Methodology 

We grew the Ge/In0.52Al0.48As(110) samples with solid-source MBE. We used 

nominally on-axis (±0.5˚) Fe-doped InP(110) substrates and standard effusion cells for 

ultra-high purity Ge, In, and Al. We kept our valved-source As cracker at 600 °C to produce 

As4, for consistency with previous TSQD studies on (110) surfaces.22 To find the beam 

equivalent pressure (BEP) for each source, we used a flux monitor at the substrate position. 

We calibrate pyrometer and thermocouple measurements of the substrate temperature 

(TSUB) against known surface reconstruction changes via reflection high-energy electron 

diffraction (RHEED). 

We determined InAs and AlAs growth rates from RHEED intensity oscillations and 

calibrated the In0.52Al0.48As (hereafter InAlAs) composition for lattice-matching to InP 

using ex-situ x-ray diffraction. We calibrated the Ge growth rate by growing Ge on 
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GaAs(001) at TSUB = 535 °C for 1 hour and using ex-situ ellipsometry to determine the 

resulting layer thickness.  

To grow the TSQD samples, we first removed the substrate surface oxide by 

heating the InP(110) substrate to 500 °C and degassing at this temperature for 30 min under 

an As4 overpressure. We then cooled the sample to 300 °C at 50 °C/min, waited four 

minutes for the substrate temperature to stabilize, and then deposited a 500 nm InAlAs 

bottom barrier.52 The InAlAs was grown at 0.5 μm/h under an As4/III BEP ratio of ~80 

(As4 BEP ~2E-5 Torr). We finished the InAlAs bottom barrier by heating the substrate to 

500 °C at 25 °C/min and annealing for 15 min under the same As4 overpressure. 

For TSQD growth, we brought the substrate temperature to 520–550 °C and closed 

the As valve. We waited 60 s for the As overpressure to drop and deposited 0.4, 1.4, 1.9, 

or 2.4 monolayers (ML) Ge at 0.025 ML/s. The RHEED pattern immediately changed from 

a streaky to a spotty pattern, indicative of 3D growth. This completed the growths for 

surface studies of the TSQDs, which were then promptly cooled and removed from the 

growth chamber.  

For the photoluminescence (PL) samples, we continued growth by immediately 

opening the As valve to 100%; reducing TSUB to 300 °C at 50 °C/min; waiting 4 min for 

the substrate temperature to stabilize; and growing a 50 nm InAlAs top barrier under the 

same growth conditions as the bottom barrier. We then deposited a 5 nm InAs cap to 

prevent oxidation. We rapidly cooled and then removed the sample from the growth 

chamber. 

 We used Raman spectroscopy to determine residual tensile strain in the Ge TSQDs. 

To increase the signal from the Ge TSQDs for Raman we grew a sample under the same 
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conditions as above, but containing four buried Ge TSQD layers grown at 520 °C, 

separated by 30 nm InAlAs layers, and finished with a 10 nm InAlAs cap. For this specific 

sample, we omitted the 15 min anneal step for the InAlAs barriers separating the Ge layers. 

We compared the Raman spectrum from this Ge(110) TSQD sample with both a bulk 

Ge(110) substrate and a control sample consisting of 500 nm InAlAs on InP(110) without 

Ge TSQDs. We took care to avoid sample heating during Raman spectroscopy. 

We used atomic force microscopy (AFM) imaging and analysis to determine the 

TSQD areal density, and average height, length, width, and aspect ratio of surface TSQDs. 

Imaging details for high-resolution AFM appear in Section 5.5. 

To explore whether Ge(110) TSQDs form at some preferred separation we used a 

custom radial distribution function (RDF) code written previously to compare Ge and 

GaAs TSQDs grown on InAlAs(111)A.43 We adapted this RDF code to look for preferred 

clustering in TSQD separation parallel to [1�10] and [001]. For these linear distribution 

functions (LDFs) we looked at 10 nm strip intervals and counted TSQD centers with a 

parallel histogram scheme,372 using a 5 nm bin size. We obtained averaged plots and their 

corresponding error bars from using the LDF program on four 500 nm × 500 nm AFM 

scans for each sample (roughly 275 TSQDs per AFM scan). 

We used scanning transmission electron microscopy (STEM) to investigate the 

internal structure of our Ge TSQDs and identify their bounding crystallographic facets. We 

also used electron energy loss spectroscopy (EELS) to map the compositional distribution 

of our samples in the region close to the Ge TSQDs. Additional detail regarding the STEM-

based identification of the edge facets on our TSQDs appears in Section 5.5. 
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Details regarding our setup for PL spectroscopy can be found in one of our recent 

articles,373 with the exception of a few key differences. Specifically, here we used a cooled 

InSb detector, together with either a Ge window or a GaAs wafer to act as a long pass 

filter.373 

To better understand the physical origin of the asymmetric shape of the Ge(110) 

TSQDs we performed density-functional theory (DFT) calculations. All DFT calculations 

were completed with the Fritz-Haber Institute ab initio molecular simulations code (FHI-

aims).355–358 This code uses numeric atom-centered orbitals for its basis set and by default 

includes scalar relativistic corrections. For all calculations, we used the Perdew-Burke-

Ernzerhof approximation for the exchange-correlation functional.359 FHI-aims implements 

“light" and “tight" versions of its basis functions. We used the “light” setting, but only after 

testing that the results are essentially the same with the “tight” setting. All computational 

calculations reported here are for compressed InAs. This is justified since we have shown 

in earlier work on the (111)A surface that In0.52Al0.48As can be approximated with InAs 

that is compressed by 3.13% (i.e., to the In0.52Al0.48As lattice constant).43 We do supercell 

calculations with a 2 × 2 cell size and 8 atomic layers. The bottom layer is capped with 

pseudo-hydrogen to minimize the interactions between the bottom and the top layer. The 

dimensions of the supercell are 8.65 Å × 12.24 Å × 50.0 Å (ensuring a vacuum thickness 

that is slightly larger than 30 Å). We have carefully tested that our results are converged 

with respect to the cell dimensions. We chose a k-grid that corresponds to (8 × 8 × 1) k-

points for a 1 × 1 cell. In total there are 73 atoms in most calculations (72 plus the adatom).  
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5.3 Results & Discussion 

5.3.1 Ge(110) TSQD Structure 

We demonstrate for the first time that Ge TSQDs self-assemble on InAlAs(110). 

Figure 5.1 shows the evolution of the InAlAs(110) surface with increasing Ge deposition 

at 550 °C. The bare InAlAs(110) surface (i.e., 0 ML Ge) exhibits a streaky (1 × 1) 

RHEED pattern along the [1�10] direction, confirming a smooth unreconstructed surface 

prior to Ge deposition (Figure 5.1(a)). AFM of the InAlAs(110) surface shows small hill-

like features roughly 0.5-1.0 nm high extending parallel to [1�10]. After growing 0.4 ML 

Ge, the RHEED pattern immediately develops spotty features consistent with 3D self-

assembly (Figure 5.1(b)). We confirm the spontaneous formation of these 0.4 ML Ge 

TSQDs using AFM. That these Ge(110) TSQDs form from sub-monolayer Ge coverage 

indicates that self-assembly takes place via the Volmer-Weber (VW) growth mode (i.e. 

without a wetting layer) (Figure 5.1(b),(d)). We have previously observed the VW-based 

self-assembly of Ge TSQDs on InAlAs(111)A grown at similar values of TSUB.26 

Although 0.4 ML Ge TSQDs are elongated towards [1�10], the elongation becomes more 

obvious with higher deposition amounts (Figure 5.1(c),(e)).  

0.4 ML Ge on InAlAs(110) results in areal densities of ~2.7 × 1010 cm-2, heights 

of 1.1 ± 0.04 nm, lengths of 15.2 ± 3.6 nm, and widths of 9.5 ± 2.1 nm. At the same TSUB 

of 550 °C, we see all of these values increase at 2.4 ML: these QDs present with areal 

densities of ~1.1 × 1011 cm-2, heights of 2.0 ± 0.6 nm, lengths of 24.7 ± 6.1 nm, and 

widths of 12.1 ± 3.1 nm (Table 5.1). Interestingly for this series, both the 0.4 ML and 2.4 

ML series have the same average length/width ([1�10]/[001]) ratio of 1.6 ± 0.3 (0.4 ML) 

and 2.0 ±  
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Figure 5.1 (a)-(c) 1 × 1 μm2 AFM images showing how the surface changes with 
Ge deposition and (insets) the images’ corresponding RHEED patterns seen down 

the [𝟏𝟏�𝟏𝟏𝟏𝟏] direction (later presented in greater detail). The arrows indicate the [𝟏𝟏�𝟏𝟏𝟏𝟏] 
direction. For (b) and (c), the Ge TSQDs grew at a substrate temperature of 550 °C. 

(d) and (e) are expanded sections of (b) and (c) respectively with a scalebar of 50 
nm. For each image, the z-scale is 3 nm. 

0.60, indicating that the Ge(110) TSQD shape does not change considerably with 

increasing deposition amounts. 

In Figure 5.2 we compare the Raman spectrum from an InAlAs(110) sample 

containing four layers of Ge TSQDs to that from a bulk InAlAs(110) control sample. In 

the former, we see a weak feature at 290.8 cm-1 that we attribute to the presence of the Ge 

TSQD layers. This Ge-related feature appears at smaller wavenumbers than the LO 

phonon line for bulk Ge(110) at 303.4 cm-1 (dashed line in Figure 5.2), which tells us that 

the Ge TSQDs are under tensile strain.45 
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Figure 5.2 Raman spectra of Ge/InAlAs(110) TSQDs (black) and bulk 

InAlAs(110) (red). The Ge/InAlAs(110) TSQDs spectrum has been vertically offset 
for clarity. The vertical dashed black line is the peak position for bulk Ge(110). 

Inset: enlarged section showing the Ge emission peak. 

Dividing the shift in the phonon line by the Ge phonon strain coefficient of –

415±40 cm–1 (Ref. 45), we calculate that the Ge TSQDs experience 3.0 ± 0.3% tensile 

strain. Theory suggests tensile strains in excess of 3% will transform Ge(110) into a 

direct band gap semiconductor.4,6,8,9 This measured value reflects the average tensile 

strain for the four layers of TSQDs in our Raman sample. It is slightly lower than 

expected from the 3.7% lattice mismatch between Ge and InAlAs, which we attribute to 

the fact that some of the TSQDs are strain relaxed from threading dislocations (compare 

Figure 5.3(a) and 5.3(b)). Figure 5.3 shows that dislocations form at the 

InAlAs/Ge/InAlAs interface (Figure 5.3(a)) and that some Ge TSQDs have these 

dislocations next to them (left TSQD in Figure 5.3(b)) or within them (central TSQD in 

Figure 5.3(b)), with some TSQDs being free of defects entirely (rightmost TSQD in  
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Figure 5.3 (a) STEM high angle annular dark field (HAADF) image of a 1.4 ML 
Ge/InAlAs(110) TSQD sample grown at 525 °C. (b) corresponding EELS map from 

the area in (a) showing the spatial distribution of Ge counts in pink. The white 
scalebars are 20 nm. The zone axis is [𝟏𝟏�𝟏𝟏𝟏𝟏]. 

Figure 5.3(b)). As with our previous work on Ge/InAlAs(111)A TSQDs, we see 

asymmetric broadening of the Ge(110) TSQD phonon peak towards lower wavenumbers, 

which occurs due to optical phonon confinement in the TSQD arrays (Figure 5.2).26,333–335  

EELS shows no evidence of As or group III desorption differences at this 

interface, nor any interdiffusion between the Ge TSQDs and surrounding InAlAs crystal 

(Figure 5.3(b)). There is no evidence of anti-phase boundary formation (Figure 5.3(a)); 

this is a result we expect to see on this surface orientation.59,60 

The AFM images in Figure 5.1 suggest that Ge(110) TSQDs are preferentially 

elongated parallel to [1�10]. To explore this structural asymmetry, we grew a series of 2.4 

ML Ge(110) TSQD samples at different values of TSUB for imaging with high resolution 

AFM (Figure 5.4). These samples were grown with increased substrate temperature  
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Figure 5.4 500 × 500 nm2 AFM images showing the evolution of 2.4 ML 

Ge/InAlAs(110) surface morphology with substrate temperature. The arrows 
indicate the directions for the [𝟏𝟏�𝟏𝟏𝟏𝟏] and [𝟎𝟎𝟎𝟎𝟎𝟎] directions. The scalebar is 100 nm. 

For all images, the z-scale is 5 nm. 

precision after routine MBE maintenance and thus the 550 °C series completed for Figure 

5.1 is similar but slightly different than the 550 °C sample in Figure 5.4(c). As we 

increase TSUB from 520–550 °C, we show that we can control the size, areal density and 

shape of the Ge(110) TSQDs (Table 5.1).19,21,26,43,90 A slight decrease in average TSQD 

areal density at higher substrate temperature is consistent with longer adatom diffusion 

lengths.18,19,21,26,374,375 Since we deposit the same 2.4 ML of Ge in each case, a decrease in 

areal density must be accompanied by an increase in average TSQD size.18,21,26,43,375  
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Table 5.1 Substrate temperature dependence of particle analysis and aspect 
ratio data for 2.4 ML Ge(110) TSQDs. 

Substrate 
Temperature 

(°C) 

Areal 
Density 

(1E11 cm-2) 

Avg. 
Height 
(nm) 

Avg. [𝟎𝟎𝟎𝟎𝟎𝟎] 
Length 
(nm) 

Avg. [𝟏𝟏�𝟏𝟏𝟏𝟏] 
Length 
(nm) 

Avg. QD 
Aspect Ratio 
[𝟏𝟏�𝟏𝟏𝟏𝟏]/ [𝟎𝟎𝟎𝟎𝟎𝟎] 

520 1.25 1.6 ± 0.61 9.1 ± 1.8 28.2 ± 9.3 3.18 ± 1.09 

535 1.09 1.9 ± 0.62 9.3 ± 2.0 25.7 ± 8.4 2.86 ± 1.05 

550 1.09 2.0 ± 0.60 12.1 ± 3.1 24.7 ± 6.1 2.10 ± 0.43 

 

Indeed, as we raise TSUB from 520–550 °C, the average TSQD height increases from 

1.6±0.6 nm to 2.0±0.6 nm (Table 5.1). 

The overall shape of the Ge(110) TSQDs in Figure 5.4 is rather unusual. They are 

discrete “fin-like” nanostructures, the vast majority of which have seemingly straight 

edges parallel to (001) and (1�10). The longer edge of these rectangular prisms is 

consistently aligned parallel to the [1�10] direction, reflecting 2-fold rotational and mirror 

symmetries. 

Elongated self-assembled nanostructures are seen in other material systems, for 

example compressively strained InAs/InAlAs(001), InAs/AlAsSb(001), and 

InP/InGaP(001).236,277,285 However the morphology of those elongated compressively 

strained nanostructures on (001) surfaces is typically quite different from what we see for 

the Ge(110) TSQDs in Figure 5.4. Most notably, the discrete nature of the Ge(110) 

TSQDs contrasts with the compressively strained nanostructures that tend to cluster 

together such that they almost touch (Figure 5.5(a)). The compressive (001) 

nanostructures can be hundreds of nanometers long, with widths that, though similar in  
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Figure 5.5 (a) 1 × 1 μm2 AFM image of compressively-strained, self-assembled 
InAs/InAlAs(001) nanostructures. From Reference 236. (b) AFM image of 6 ML 

GaAs TSQDs on InAlAs(110), where the white scalebar is 1 μm, the inset is 1 × 1 
μm2, and the z-scale is 4 nm. Adapted from Reference 22. Both (a) and (b) show QD 

alignment parallel to [𝟏𝟏�𝟏𝟏𝟏𝟏]. 

scale to the Ge(110) TSQDs in Figure 5.4, vary along the length of the nanostructure, 

removing any symmetry (Figure 5.5(a)).236,277,280,282,285,376 

Perhaps the closest resemblance to these Ge(110) TSQDs are the discrete GaAs 

TSQDs that self-assemble on InAlAs(110), which adopt a trapezoidal-like asymmetry 

(Figure 5.5(b)).22 

As we increase TSUB from 520–550 °C, the ratio between the length/width of 

these fin-like Ge(110) TSQDs, changes measurably (Figure 5.4). With high resolution 

AFM (Figure 5.6(a)), we can build up reliable statistics for average length (along 

[1�10]) and width (along [001]) by accurately measuring a large number of individual 

TSQDs on each sample (Table 5.1). At 520 °C, the Ge(110) TSQDs are less uniform in 

size and have an aspect ratio ([1�10]/[001]) of 3.18±1.09. As we increase TSUB, the 

TSQD aspect ratio decreases, indicating that they are becoming less elongated and more 

symmetric. At 550 °C, the average TSQD aspect ratio is reduced to 2.10±0.43 (Table  
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Figure 5.6 (a) 100 × 100 nm2 AFM image of a 2.4 ML Ge TSQD grown at 535 °C 

and 0.025 ML/s. The z-scale is 5 nm. (b) Height profiles along [𝟏𝟏�𝟏𝟏𝟏𝟏] (black) and 
[𝟎𝟎𝟎𝟎𝟎𝟎] (red) for a Ge TSQD shown in (a). The vertical dashed lines indicate the 

approximate FWHM limits used to determine QD lengths along each direction. (c) 
High-resolution STEM image of the cross-section of a single Ge(110) TSQD with 

identifiable facets labelled. 

5.1). Figure 5.6(c) reveals a similar, flat-topped TSQD shape to that seen in Figure 5.6(b), 

a discussion for which is described later in this section. 

We attribute the elongation of the Ge TSQDs to the natural anisotropy in adatom 

diffusion on a (110) zinc-blende surface.19,375 Figure 5.7 depicts the two dominant 

pathways for Ge adatom movement on an InAlAs(110) surface according to our 

computational model. We calculated overall diffusion barriers of 0.36 eV for Ge  
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Figure 5.7 InAlAs(110) crystal structure with a Ge adatom and its accompanying 

paths of lowest energy diffusion (solid black and red arrows). The dashed arrows 
indicate the total distance moved by a Ge adatom along [𝟏𝟏𝟏𝟏�𝟎𝟎] (black) or [𝟎𝟎𝟎𝟎𝟎𝟎] 

(red). 

diffusion in the [1�10] direction, and 0.72 eV for diffusion towards [001]. The fact that 

the diffusion of adatoms will be faster in the [1�10] direction for the TSUB range studied 

here leads to the elongated TSQDs we observe. The ratio of the orthogonal adatom 

diffusion coefficients, 𝐷𝐷[1�10] [001]⁄ , is shown in Equation 5.1: 

Equation 5.1    𝐷𝐷[1�10]
[001]

=
𝐷𝐷0 exp�

−0.36 𝑒𝑒𝑒𝑒
𝑘𝑘𝐵𝐵𝑇𝑇𝑆𝑆𝑆𝑆𝑆𝑆

�

𝐷𝐷0 exp�
−0.72 𝑒𝑒𝑒𝑒
𝑘𝑘𝐵𝐵𝑇𝑇𝑆𝑆𝑆𝑆𝑆𝑆

�
= exp � 0.36 𝑒𝑒𝑒𝑒

𝑘𝑘𝐵𝐵𝑇𝑇𝑆𝑆𝑆𝑆𝑆𝑆
� 

Where D0 is the adatom diffusion constant, and kB is the Boltzmann constant. At 

520°C we calculate 𝐷𝐷[1�10] [001]⁄  = 194, which reduces to 160 at 550 °C. The decreasing 

value of this ratio suggests reduced anisotropy in Ge adatom diffusion at higher TSUB, and 

hence more symmetric TSQDs, in agreement with what we observe experimentally in 

Figure 5.4. By this analysis, the aspect ratio should approach unity at a high enough 

growth temperature, allowing us to produce highly symmetric TSQDs. In reality 
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however, 550 °C serves as a practical limit to how hot we can take the InAlAs(110) 

surface before detrimental effects begin to occur.26 

This is obviously a simplistic analysis, however. A more comprehensive model 

would need to account for differences in adatom detachment and diffusion rates at step 

edges parallel to [1�10] and [001], as well as anisotropic corner diffusion between 

them.90,368,377 We see that areal density decreases with substrate temperature; however, a 

lower density also means that the islands should increase in size.18,21,26,43,375  Instead, we 

see a decrease in QD length/width along both [1�10] and [001], indicating that there is 

another adatom diffusion consideration at play. The resolution to this contradiction is that 

more mass diffuses to higher layers, which we see in the increase of TSQD height at 550 

°C. The other factor is that at higher TSUB, the probability that an adatom can diffuse up a 

step edge to the top of an island increases. This is borne out in the data of Table 5.1, 

which shows that even as the average in-plane area of the TSQDs is decreasing with 

higher temperature, average TSQD height increases. Research shows that in kinetically-

driven processes, QDs avoid each other by increasing their height,378 which is what we 

see in Ge(110) TSQDs. Additional diffusion factors, such as adatom diffusion along the 

(1�10) and (001) QD edges and around other QD facets/corners, adatom detachment, and 

adatom desorption complicate the diffusion analysis.285,368,377 Anisotropy in surface 

diffusion lengths likely has a significant influence on the QD shapes we see here.285,377 

For this reason, it is very complicated to directly relate the aspect ratio to the diffusion 

constants.  

We were interested to see if anisotropic adatom diffusion also led to differences in 

TSQD separation in different directions on the sample surface. We used radial 
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distribution functions (RDFs) to look for clustering of the Ge TSQDs at some preferred 

distance (Figure 5.8(a)), following similar analyses of Ge and GaAs TSQDs on 

InAlAs(111)A.43 Small peaks above one (i.e. the expected curve for a uniform 

distribution) show a weak preference for clustering of the TSQDs with a separation of 

~27 nm, with no clear change as a function of TSUB. However, the circular symmetry of 

the RDF analysis obscures any anisotropy we see in TSQD separation along the [1�10] 

and [001] directions. We therefore constructed a linear distribution function (LDF) 

approach for analyzing TSQD separations specifically in the [1�10] and [001] directions 

as a function of TSUB (Figure 5.8(b),(c)). Similar to previous studies, the first peaks are 

directly related to capture zone width and thus the adatom diffusion lengths along the 

investigated directions.43,379 In the [001] direction we see a shift in preferred separation 

distance as TSUB varies (Figure 5.8(b)). At TSUB = 550 °C, there are possible peaks at 15, 

30, and 45 nm along [001], but these are not particularly distinct. RDF analysis at this 

temperature also indicates that there is a reduced chance of finding TSQD centers 

between 15-30 nm at higher temperatures compared to lower temperatures (Figure 5.8 

(a)). This is indicated by the slight decrease in peak height at 550 °C compared to 520 °C 

(Figure 5.8(a)). Reducing TSUB to 535 °C gives similar nearest neighbor distances as the 

550 °C sample, but the nearest neighbor correlations increase, particularly at 15 nm and 

45 nm (Figure 5.8(b)). This means that compared to the 550 °C sample, the 535 °C 

sample has more short-range order, i.e. periodicity, between TSQDs along [001]. Further 

reducing TSUB to 520 °C reveals a stronger shift in spacing with peaks at ~27 nm and 55 

nm (Figure 5.8(b)), meaning that the QDs are not as close together for the low 

temperatures along [001]. We attribute this to mass conservation: the increased  
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Figure 5.8 (a) Radial distribution functions indicating the most probable 

distance between the radii of Ge(110) TSQD centers. (b),(c) Linear distribution 
functions illustrating nearest neighbor (NN) correlations along (b) [001] and (c) [-

110] directions for Ge(110) TSQDs. (d) Plot comparing average QD aspect ratios to 
the first peak positions from (b) and (c) for Ge(110) TSQDs. All plots compare these 

quantities to the substrate temperature, TSUB. 

elongation towards [1�10] at low temperatures increases the separation distance towards 

[001]. 

In contrast, LDF data along [1�10] does not show a significant change in preferred 

separation distance between temperatures (Figure 5.8(c)). We see that between 520-550 

°C most peaks are at ~20-25 nm with echoing peaks at ~45 nm and ~65 nm (Figure 

5.8(c)). Focusing on the first, ~20 nm peaks, the nearest neighbor correlations decrease 

with increasing temperature (Figure 5.8(c)). In general, we see that at TSUB = 520 °C the 

QDs have lower uniformity in size and shape (see Table 5.1), but their spacing is more 

ordered along [1�10] than [001]. This contrasts with the sample grown at 550 °C, which 
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has broader, less distinct peaks along both directions (Figure 5.8(c)). We attribute this 

effect to longer adatom diffusion lengths at higher growth temperatures, which reduce the 

uniformity in TSQD spacings by giving adatoms more energy to move further on the 

surface.21,26,43,72  

LDF data appears to inversely reflect the TSQD aspect ratio with changing TSUB 

(Figure 5.8(d)). The aspect ratio decreases from 3.18±1.09 at 550 °C to 2.10±0.43 at 520 

°C. The LDF shows that while the preferred separation distance between TSQD centers 

along [1�10] remains approximately the same across the TSUB range studied, the preferred 

separation distance along [001] increases with decreasing temperature (Figure 5.8(d)). 

This change indicates that the QD aspect ratio changes with temperature, but it also 

shows that mass conservation plays an important part in the overall separation distances 

for elongated TSQDs. 

The integer increase in peaks along each direction indicates short range 

periodicity between the TSQDs (Figure 5.8(b),(c)). These echoing peaks disappear after 

about 80 nm, indicating no long-range periodicity in TSQD arrangements. Research on 

compressively strained InP QDs grown on InxGa1-xP(001) and InAs QDs grown on 

In0.52Al0.48As(001) shows that growth parameters have a strong impact on self-assembled 

quantum dot periodicity/arrangement.236,280–282,285 We see this strong dependence of 

TSQD arrangement on growth parameters reflected similarly in this Ge/InAlAs(110) 

system. 

Interestingly, despite the inherent differences between Ge(110) TSQDs and 

compressively strained InP/InxGa1-xP(001) QDs, these two systems both have flat-topped 

quantum dots (Figure 5.6).281,285,376 
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Figure 5.9 (a) A (110) stereographic projection labelled with important 

directions and angles, overlaying a 500 × 500 nm2 AFM image of a 2.4 ML Ge 
TSQD sample grown at 520 °C. The z-scalebar for this AFM image is 5 nm. (b)-(i) 

RHEED images taken before (b, d, f, h) and after (c, e, g, i) Ge deposition at 
different angles: (b, c) at 0°, (d, e) at 35°, (f, g) at 55°, and (h, i) at 90°. For (c, e, g, i), 

we deposited 0.4 ML Ge at 550 °C. The RHEED insets in (c, e, g, i) were screen-
captured from a video taken while rotating a 2.4 ML Ge sample grown at 550 °C. 

Upon deposition, the RHEED immediately changes from streaky to spotty, but 

with depositions greater than 0.4 ML, we see a few interesting details form (Figure 5.9). 

Along [1�10], our 0° position, we see diagonal reciprocal lattice rods (hereafter rel-rods) 

form at approximately a 45° angle from the original streak, orthogonal to the incident 

beam (Figure 5.9(c)). These orthogonal streaks may be indicative of {112} and {111} 
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facets. FFT analysis of our high-resolution STEM images indicates that looking along 

[1�10] shows (111) and (111�) facets (see Figure 5.6(c)).  This does not mean that {112} 

facets are not present, but we were not able to find them using a [1�10] zone axis in 

STEM. 

We continue to see streaks in these RHEED patterns at 2.4 ML Ge deposition 

(Figure 5.9). In a typical InAs/GaAs(001) growth, the streaks completely disappear as the 

spotty QD signature dominates.80 However, InAs QDs on GaAs(001) form highly-faceted 

dome-like structures.80 The streaky-spotty combination seen on the Ge(110) RHEED 

pattern thus provides additional evidence that the QDs themselves have flat tops. Flat-

topped QDs are unusual, because strain acts against flattened islands.378 Research 

indicates that there is an interplay between kinetics and surface energy that significantly 

complicates interpreting QD shape.227,378 

We can consider surface energy effects on Volmer-Weber QD shape in terms of 

the wetting angle.378 Adjusting the square Figure 5.6(a) x- and y-axes to the same scale, 

we determined the approximate wetting angle for these Ge(110) TSQDs to be about 140-

150° along both [1�10] and [001]. The STEM image in Figure 5.6(c) reveals a much 

sharper wetting angle of 90-100° along the elongated [1�10] QD direction, between the 

{110} and {002} facets. When looking at the angles between the {110} and the {111} 

facets, we again measure 140-150°, which matches up well with the AFM profile angles 

extracted from Figure 5.6(a). Since these two samples grown 30 °C apart appear to have 

similar wetting angles, we suggest that the surface energy does not change significantly 

in this temperature difference. This statement is supported by research showing that QD 

facets are not typically impacted by a change in substrate temperature.380 Since surface 
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energy does not appear to change, we can contribute much of this unusual flattening 

affect to kinetics.378 Müller and Kern suggest that QD shapes governed by kinetics will 

be flatter than those governed by thermodynamics.378 We see from AFM profiles and 

cross-sectional STEM images that Ge(110) TSQDs do not share the same dome-like 

shape of typical InAs/GaAs QDs (see Figure 5.6).80 Instead, they reveal flat-topped QDs. 

5.3.2 Ge(110) Light Emission 

The residual tensile strain in the Ge/InAlAs(110) TSQDs appears to have 

transformed Ge into a direct band gap semiconductor. We grew three samples at different 

deposition amounts (1.4, 1.9, and 2.4 ML) at the lowest TSUB in our range, 520 °C.  

When we compare PL from these three samples, we see a distinct emission peak 

at 2.8 µm appear for the 2.4 ML TSQD sample spectrum (Figure 5.10). We can assign all 

other peaks in the spectra and so we attribute this unaccounted-for peak to emission from 

the Ge(110) TSQDs. No similar peak is present for either the 1.4 ML or 1.9 ML TSQD 

samples. We believe that the smaller TSQDs of the 1.4-1.9 ML samples may lead to a 

loss of confined states. Other peaks in Figure 5.10 at 1.0 μm (~1.3 eV) and 1.25 μm (~1.0 

eV) can be attributed to the InP and InAlAs-Ge top interface, respectively.27,381 We also 

see a broad peak at 3.6-4 μm, which is from Fe2+ deep-level recombination in the semi-

insulating InP(110) substrates.382 

The Ge-related light emission at 2.8 μm (~0.44 eV) is 0.45 eV lower than the bulk 

Ge direct band gap of 0.89 eV.27 This red shift is consistent with previous research 

demonstrating that tensile strain reduces a materials’ band gap,4,6,8,9,27 and this band gap 

energy is close to Tahini et al.’s calculated value of 0.47 eV.4 Experimentally, these 

values also align well with the PL emission value of ~0.48 eV in Ge(001) TSQDs from  
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Figure 5.10 77 K PL spectra from three Ge/InAlAs(110) TSQD samples grown 

with different Ge coverages. 

the work by Chen et al.27 Although Chen et al. show that their 0.48 eV peak is relatively 

weak, ours is comparatively bright (Figure 5.10).27 This is likely due to the fact that 

(001)-oriented zinc-blende semiconductors emit in-plane.383 Since in-plane directions for 

(001) are related to the ⟨110⟩ family of directions,383 we anticipate that our (110) TSQDs 

will be brighter, which we see in Figure 5.10. This 0.44 eV peak can be attributed to a 

conduction band (CB) to light hole (LH) transition.27 

We discovered that the 2.4 ML Ge TSQD sample emits light only in locations 

where the sample is scratched (see Figure 5.11). Shiny regions free of scratches, (e.g., “dim 

regions”) do not appear to have any TSQD light emission. We plan to soon test whether 

this is the reason we do not see light emission from smaller deposition amounts (Figure 

5.10). These scratches indicate that Ge(110) TSQDs emit light laterally, which could be 

important for developing edge-emitting lasers or LEDs. This is particularly interesting for 

practical applications such as fiber optic communications that would benefit from the more 

singularly directed light of edge-emitters.384 
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Figure 5.11 (a) Temperature-dependent PL spectra on 2.4 ML Ge TSQDs, where 

(b) shows the corresponding emission efficiency decrease with increasing 
temperature. The bright spot locations are defined in (c), which are close-up 

photographs of the sample surface. The blue spectra (i.e., the “dim region”) is from 
shiny locations on the sample surface, whereas the bright spots originate from 

scratches. 

Although PL emission intensity decreases with increasing temperature as expected due 

to increased phonon interaction,27,141,385 Figure 5.11 shows that emission from the Ge(110) 

TSQDs persists up to room temperature, indicating excellent optical quality. Room 

temperature emission from Ge(110) TSQDs is a big improvement over the emission from 

the Ge(001) TSQDs reported by Chen et al. which was quenched above 100 K. Further 

optimization is needed to improve room-temperature light emission, but this initial finding 

is promising for the development of edge-emitting LEDs and lasers based on direct band 

gap Ge TSQDs. 

 

 



171 

 

5.4 Conclusions 

Defect-free Ge/InAlAs(110) TSQDs grow via the Volmer-Weber growth mode in 

symmetrical, elongated shapes with unusual flat tops. These TSQDs are distinctly 

separated along the major axes of the substrate so that short-range ordering in TSQD 

arrangement exists. We attributed the shapes and growth behavior of the TSQDs to a high 

anisotropy in adatom diffusion lengths, owing to the surface symmetry. Importantly, we 

demonstrate the first room-temperature, direct-band gap light emission from tensile-

strained Ge quantum dots grown on InAlAs(110). These TSQDs could lead to novel edge-

emitting infrared lasers and LEDs for a wide range of optoelectronic applications in 

communication, medicine, and defense.  

5.5 Supplemental Information 

5.5.1 Atomic Force Microscopy (AFM) 

A Bruker Dimension FastScan AFM operating in Bruker’s proprietary Peakforce 

Tapping mode, which utilizes rapid force curve acquisition to image sample topography, 

was used for AFM imaging. All images were obtained with a Bruker PeakForce-HIRS-F-

A probe (k = 0.35 N/m, f0 = 165 kHz) with a 1 nm radius of curvature and 15°/25° 

front/back angle. Sequentially smaller image sizes of 5 μm x 5 μm and 1 μm x 1 μm were 

acquired for each sample to enable identification of areas of interest for high resolution 

500 nm x 500 nm and 100 nm x 100 nm imaging. Typical parameters representative for a 

500 nm x 500 nm scan included a low PeakForce Setpoint of ~650 pN to minimize 

damage to the sample or dulling of the probe tip, and a PeakForce frequency of 2 kHz 

coupled with a 1 Hz scan rate and 512 samples/line to ensure at least 2 force curves/data 

point (i.e., 2 tip-sample interactions per pixel) and ~1 nm pixel resolution (i.e.,  
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Figure 5.12 Representative lateral dimensions measurement of a Ge TSQD using 
the rotating line section tool along [𝟏𝟏�𝟏𝟏𝟏𝟏] (i.e., the ‘y’ direction) and [𝟎𝟎𝟎𝟎𝟎𝟎] (i.e., the 

‘x’ direction). 

approximately equal to the nominal probe radius). Due to the extremely small heights of 

the TSQDs and overall low surface roughness of the samples, a reduced Z limit of 1 μm 

or less was employed to maximize the Z resolution of the A/D board. 

Prior to imaging, each sample was carefully oriented to ensure the (1�10) plane 

was perpendicular to the scanning direction of the probe. AFM image processing and 

analysis were conducted using NanoScope Analysis Version 2.0 (Bruker). Prior to 

quantitative analysis, raw image files were processed using a first order plane fit to 

remove sample tip and tilt, followed by a first order flatten if necessary. After image 

processing, TSQD dimensions were determined using a cross-section tool as shown in 

Figure 5.12. For consistency and to minimize the effects of AFM tip dilation (which will 

artificially increase the apparent TSQD length and width due to the finite probe diameter 

and geometry), lateral dimensions were calculated as full width at half maximum 

(FWHM), while TSQD heights were measured relative to the baseline (i.e., surrounding 

substrate) using NanoScope Analysis’s built-in particle analysis tool. TSQD aspect ratios 
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were calculated by measuring the TSQD FWHM dimensions along both the major and 

minor axes in the X-Y plane. To generate statistics, fifty (50) TSQDs per sample were 

analyzed in this way, with the results summarized in Table 5.1. 

5.5.2 Scanning Transmission Electron Microscopy (STEM) 

The sample imaged with STEM contained one buried layer of 1.4 ML Ge TSQDs 

grown at 525 °C, and a second layer of Ge TSQDs grown on the surface under identical 

MBE conditions. The zone axis for STEM was [1�10]. We performed a 2D fast Fourier 

transform (FFT) of cross-sectional STEM images and indexed the resulting spots. We 

masked the FFT to select a single set or single family of spots and took the inverse FFT 

(IFFT) of this mask to create an image showing only the periodicity captured in the 

masked portion of the FFT. We then zoomed in on the real space and IFFT images to 

compare specific regions, identifying crystallographic planes in the real image. We 

confirmed this quantitatively by taking careful angle measurements between selected 

planes. We repeated these steps for all planes of interest. 
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CHAPTER SIX: FUTURE WORK 

Abstract 

Since the work within this dissertation is so new, the area of self-assembled 

tensile-strained germanium quantum dots (Ge TSQDs) offers many unexplored areas for 

continued research and development. In this chapter, I provide several avenues for 

exploration in this exciting area of materials science. Since we only recently discovered 

that Ge(110) TSQDs emit light at room temperature, that is the first system I would 

choose to investigate, with the eventual goal of creating a Ge-based light-emitting diode 

(LED) or laser. I would also be interested to study the semimetallic behavior we 

anticipate for the Ge/InAlAs(111)A TSQDs, which could be used to increase the 

efficiency of multijunction solar cell and thermoelectric devices for renewable energy 

applications.10,102,104 In addition, I provide a few other ideas, for example using (211), 

(111)B, and offcut substrates to develop novel semiconductor devices based on tensile-

strained Ge, or adopting migration-enhanced epitaxy (MEE) at the onset of the InAlAs 

cap growth to reduce top barrier defects, thus increasing the emitted light intensity from 

our Ge TSQDs. I hope that this chapter acts as a roadmap for future optoelectronic 

devices based on Ge TSQDs. 

6.1 Exploring Ge’s direct band gap light emission and its applications 

In Chapter 5, we demonstrated the first-ever light emission from direct band gap 

Ge(110) TSQDs. We showed that 2.4 ML Ge(110) TSQDs grown at 520 °C emit light 

with a wavelength of 2.8 μm, even at room temperature. We noted that the light came out  
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Figure 6.1 PL spectra of three different Ge TSQD samples grown with different 

deposition amounts. We obtained all PL spectra at ~77K. 

of scratches and areas where there was indium metal on the surface. One thing we were 

unable to do prior to submitting this dissertation was test the other two samples grown at 

1.4 ML and 1.9 ML for these scratch- and/or indium-related emission peaks (Figure 6.1). 

The metal on the surface may be causing out-coupling of light from in-plane transverse-

magnetic polarized light-hole exciton recombination, possibly due to plasmonic 

waveguiding at the surface.27,373,386,387 If so, we will want to fabricate metal structures, 

such as gratings, in a cleanroom to enable out-coupling in an efficient way. We can then 

use this approach to collect polarization-dependent emission along different crystal axes 

by making grating arrays at different angles. 

In addition, we should grow samples with larger TSQD amounts, starting at 2.6 

ML and increasing until we see plastic deformations. Knowing the min-to-max 

deposition amounts and their accompanying PL will tell us the range of possible IR 

emission wavelengths, which will increase light emission tunability for optoelectronic 

devices based on these Ge(110) TSQDs. I expect that larger TSQDs will be further red-
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shifted due to the increased quantum confinement well size.3,21,22,98 For this reason, we 

should perform these growths on undoped InP(110) substrates. Using undoped InP(110) 

will be important at higher deposition amounts, because we want to prevent the 3.5-4 μm 

Fe2+ deep-level recombination (Figure 6.1) from obscuring light emission from larger 

TSQDs. Since TSQDs will be increasingly red-shifted by quantum confinement effects as 

we grow the TSQDs bigger (see Chapter 1, Section 1.2.5 for more information on this),3 

ensuring there is no Fe2+ emission is important for this future work. 

Once we show the dependence of the Ge(110) TSQD light emission on deposition 

amount, we should also explore how other MBE growth parameters affect the emitted 

light. Based on GaAs(111)A TSQD research, optimizing the MBE growth parameters is 

the natural next step for enhanced light emission.21,90 Exploring how substrate 

temperature (TSUB) and Ge growth rate impact the intensity of emitted light will be 

crucial for optimizing TSQD growth conditions for future optoelectronic devices based 

on this material system. Understanding how growth parameters affect light polarization, 

room temperature emission intensity, and quantum efficiency are all important for the 

successful integration of Ge(110) TSQDs into LEDs and lasers. An additional step will 

be optimizing the initiation of the InAlAs capping layer, which I discuss in more detail in 

Section 6.4. Once we optimize these parameters, we should build LEDs and lasers with 

these TSQDs and see how they perform compared to analogous compressively strained 

systems, such as one of the most well-studied systems, InxGa1-xAs/GaAs(001).114  

I want to emphasize that mid-IR lasers based on self-assembled Volmer-Weber 

TSQDs will be much easier, quicker, and cheaper to grow than many other current 

devices used for producing light in this IR range. For example, quantum cascade laser  
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Figure 6.2 Lattice constant vs. band gap energy/wavelength for various group IV 

and III-V semiconductors. The lines connecting III-V semiconductors indicate 
ternary alloys. Solid lines and filled-in circles illustrate direct band gap 

semiconductors while dashed lines and open circles indicate indirect band gap 
semiconductors. The red star and black star indicate where In0.52Al0.48As and 

In0.53Ga0.47As lie on this diagram, respectively. The dashed line helps define where 
the bulk In0.52Al0.48As and In0.53Ga0.47As band gaps (Eg) are relative to the dotted 
line, which points out the Eg for bulk GaAs and Ge. Adapted from Reference 20. 

approaches rely on many hundreds of quantum wells (QWs) with very specific widths 

that can take tens of hours to grow epitaxially.388,389 Additionally, QD-based lasers have 

other benefits due to their delta-function density of states: they offer excellent 

temperature stability and comparatively low threshold currents than QWs.156,157,201 

Finally, I suggest growing Ge TSQDs in In0.53Ga0.47As(110). Since the 

In0.53Ga0.47As band gap is larger than Ge’s, quantum confinement should still occur (see 

Figure 6.2), plus InGaAs is much easier to grow via MBE than InAlAs.52 Since this 

surface is different than InAlAs, Ge TSQDs on this surface may form in a different 

growth pattern. Depending on how the Ge TSQDs grow, the direct band gap emission 
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along different directions could change due to the TSQDs’ symmetry. Although the 

confinement would not be as deep, GaAs(111)A TSQDs still experience Type I quantum 

confinement in InAlAs(111)A21 even though the band gap difference is small between 

these two materials (Figure 6.2).20 

6.2 Examining Ge/InAlAs(111)A TSQDs 

While direct band gap Ge(110) TSQDs will be important for building novel, 

edge-emitting devices, semimetallic Ge on InAlAs(111)A could potentially improve the 

efficiency of an entirely different group of devices. In Chapter 3, I discussed several 

applications for Ge TSQDs grown on InAlAs(111)A. We could embed them in tunnel 

junctions for both surface-emitting lasers103 and improved multijunction solar cell 

efficiency.102 We could also embed them in thermoelectric energy conversion devices for 

an increased thermoelectric figure of merit.104  

We first need to learn more about Ge/InAlAs(111)A TSQD semimetallic 

properties, then we can embed them into these devices for testing. An idea I have for 

testing whether or not the Ge TSQDs are semimetallic is based on the work by Zide et 

al.102 I would grow two InAlAs(111)A samples, each with a p-n junction, where one of 

the samples contains Ge TSQDs inside the p-n junction while the other does not. We 

would need to deposit a simple front and back metal contact for the sample in a 

cleanroom, and then we could perform a current density vs. bias test on each. If we see a 

decrease in required forward bias to get the same current density as with the Ge-free p-n 

junction (e.g., for 10 mA/cm2 we only need 0.3 V forward bias for the Ge TSQD-

containing junction while the Ge-free junction needs 0.7 V to get the same current  
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Figure 6.3 A current density vs. bias curve for a semimetallic ErAs nanoparticle-

filled p-n junction (solid line) compared to the same p-n junction without ErAs 
(dashed line). The arrows point out the differences between the two junctions: the p-

n junction with the ErAs nanoparticles needs far less forward (+) bias than the 
ErAs-free p-n junction to get the same current density. From Reference 102. 

density102), then that would be indicative of semimetallic nanoparticles. An example for 

this is found in Figure 6.3. 

After this initial testing, I want to replace the semimetallic nanoparticles from the 

aforementioned device references10,102,104 with Ge/InAlAs(111)A. This way, we can see if 

Ge affects the tunnel junctions and thermoelectric devices differently than the ErAs and 

GaAs nanoparticles from these references.10,102,104 

6.3 Investigating other substrates for novel tensile-strained Ge devices 

I discovered how to grow Ge on nominally flat (i.e., on-axis, ±0.5°) 

InAlAs(111)A and (110) surfaces for the semimetallic and direct band gap transitions, 

respectively. However, these are not the only viable substrates we can use. We could 

explore several other surface orientations to see how they change Ge TSQD growth and 

band structure. 
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Figure 6.4 A cross-sectional diagram of ZB growth on a DC crystal with a (211) 

orientation. Despite step edges, there are no antiphase domains. The group III 
element is black, the group IV element is a mottled dark grey, and the group V 

element is white. Singly back-bonded group IV sites bond preferentially to group III 
atoms whereas doubly back-bonded group IV sites prefer bonding to group V 

atoms. Adapted from Reference 53. 

One interesting surface we could investigate is the InAlAs(211) surface. Research 

suggests that it might be possible to grow zinc-blende (ZB) crystals that are free from 

APDs on diamond cubic (DC) materials with a (211) surface orientation.53,390 The 

symmetry of the ZB/DC interface allows for only two types of bonding sites: singly back-

bonded sites and doubly back-bonded sites (Figure 6.4).53,390 These bonding types depend 

on the sublattice orientation of the two interpenetrating FCC lattices that make up the DC 

crystal.53 This means that each possible site is not equivalent energetically or 

chemically.53,390 As a result, in a GaAs/Ge system, As and Ga atoms will preferentially 

bond to the doubly or singly back-bonded Ge sites, respectively (Figure 6.4).53,390 This 

means that even in the presence of single-height step edges, APD formation is 

unlikely.53,390 For this reason, depositing Ge on InAlAs(211) may be successful. The 

caveat is that although we know tensile-strained self-assembly works on (110) and (111) 

surfaces,19 the (211) surface has not yet been investigated. 

 



181 

 

 
Figure 6.5 2D crystal representations showing a III-V material (black and white 

atoms) grown on a diamond cubic structure’s (001) interface (grey atoms). In 
general, the dashed lines represent interfaces, but in (a), the vertical dashed lines 

separate APDs. (b) shows how increasing the step height from one to two 
monolayers (ML) eliminates APDs. Adapted from Reference 53. 

Although tensile-strained self-assembly on (211) has not yet been tested, the 

effects this surface will have on the Ge band structure are remarkably similar to that seen 

on (111) surfaces: it should become semimetallic.391 Thus, self-assembled, Ge TSQDs on 

this surface could be used in applications like those for Ge/InAlAs(111)A TSQDs: 

embedded in multijunction solar cells or for thermoelectric devices.10,102,104 The key 

difference is that this surface orientation is relatively unexplored, and thus is a rich new 

area for developing novel electronic devices based on self-assembled Ge or even GaAs 

TSQDs. 

Offcut substrates are another possibility for continued development of novel 

electronic devices based on self-assembled, tensile-strained Ge. Carefully choosing the 

offcut angle and its crystallographic direction can result in a terraced surface with steps 

two ML high. Polar materials (i.e., ZB crystals like InAlAs) grown on nonpolar materials 

(i.e., DC crystals like Ge) with a double-stepped surface have no opportunity to form 

APDs (Figure 6.5).53 Therefore, we could use offcut substrates to create terraced InAlAs 

buffers on which we will synthesize the tensile Ge TSQDs. During subsequent capping of 
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the Ge TSQDs with InAlAs, the double-height steps will encourage formation of a top 

InAlAs barrier that is APD-free. Although we did not find APDs in our Ge TSQDs (see 

Chapters 3 and 5),26 offcut substrates have the benefit of being easier to grow on than 

exactly-oriented substrates for the (110) and (111) surfaces.19 Researchers used offcut 

substrates with great success to promote smooth, step-flow growth on non-(001) 

surfaces.392,393 

One specific offcut substrate example could be for developing novel 

Ge/InAlAs(111)B devices. This surface might be interesting, because tensile-strained 

self-assembly of GaP on 2° offcut GaAs(111)B showed quantum wire (QWr) 

formation.19 QWrs have different electronic properties than QDs, because unlike QDs, 

QWrs confine carriers in only two directions instead of three.394 This makes QWrs 

particularly useful for electron waveguides and switchable high-speed lasers.394 Growing 

tensile-strained Ge QWrs could open up novel devices in these areas. Additionally, since 

(111)-oriented tensile-strained Ge should be semimetallic,4,6 the QWrs may be useful as 

embedded structures in solar cell tunnel junctions10,102 and thermoelectric devices104 

while offering a different geometry than lens-shaped Ge/InAlAs(111)A TSQDs.26 

6.4 Optimizing the capping layer for improved TSQD properties 

While offcut (111) and (110) substrates may offer reduced dislocation formation 

in the InAlAs capping layer, this is not the only method we should consider for further 

optimizing the capping layer above the Ge TSQDs. The capping layer quality is essential 

for improved light emission, since this capping layer acts as the top barrier to our TSQDs 

(see also: light-emitting GaAs/InAlAs TSQDs).21,22,26 Since dislocations act as  



183 

 

 
Figure 6.6 (a) STEM high angle annular dark field (HAADF) image and (b) 

accompanying EELS map showing the Ge counts in pink. The white scalebar is 20 
nm. These are discrete, 1.4 ML Ge(110) TSQDs grown at 525 °C. From Chapter 5. 

recombination locations, they reduce the overall emitted light and quantum efficiency of 

the system.28 

Using offcut substrates may eventually be useful, but they do not improve the Ge 

TSQDs I already grew on nominally on-axis substrates. Instead for these on-axis systems, 

migration-enhanced epitaxy (MEE) may be particularly useful for reducing the 

dislocations we see in STEM (Figure 6.6). As I discussed in Chapter 1, Section 1.2.3.3, 

MEE enables the smooth, low-defect growth of III-V materials by increasing the adatom 

diffusion lengths for both the group III and group V elements.61,65,66 MEE does this by 

alternating the deposition of the group III and group V elemental components, separated 

by short, annealing pauses.61,65,66 Thus, performing MEE to initiate the growth of the 

InAlAs capping layer after Ge TSQD deposition could allow us to greatly improve its 

material quality. Due to its pulsed nature, MEE is slow, but it does not need to be used 

throughout the entire capping layer. Since the dislocations form at the InAlAs/Ge/InAlAs 
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interfaces (Figure 6.6), MEE will be most beneficial at the onset of capping layer growth. 

Once the Ge TSQDs are completely encapsulated, I suggest continuing the capping layer 

growth with traditional MBE to save time. Improving the capping layer quality will 

increase the emitted light intensity by reducing detrimental recombination centers, 

enhancing the efficiency of light-emitting devices based on Ge TSQDs. 

6.5 Summary 

I suggest that we continue the work found in this dissertation by: further 

investigating Ge(110) TSQD light emission; exploring the semimetallic properties of 

Ge/InAlAs(111)A TSQDs in tunnel junctions and thermoelectric devices; discovering 

how Ge self-assembles on (211), offcut, and (111)B substrates; optimizing the InAlAs 

capping layer formation; and finally making novel LEDs and lasers based on Ge TSQDs. 

This new and exciting area of research has the potential to unlock novel optoelectronic 

devices based on self-assembled Ge TSQDs. This chapter provides a roadmap for 

continued research in tensile-strained Ge self-assembly.
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Chapter 3 
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coordinated with the authors of this chapter. Dr. Christopher F. Schuck pioneered the 
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growth and trained me on molecular beam epitaxy. Trent A. Garrett acquired the AFM 

images. Garrett and Ariel E. Weltner helped me with particle analysis for all samples 

used in Figure 3.4. Kevin D. Vallejo conducted rocking curve x-ray diffraction (XRD) on 

some of the samples in this project to test for lattice-matching between the substrate and 

buffer materials. Vallejo also performed transmission electron microscopy (TEM) to get 

the Ge growth rate measurements for the project. Dr. Dingkun Ren and Dr. Baolai Liang 

helped us with energy dispersive x-ray spectroscopy (EDS) imaging on cross-sectional 



186 

 

TEM images for the Raman spectroscopy Ge TSQD sample. Dr. Kevin A. Grossklaus 
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and electron energy-loss spectroscopy (EELS) imaging. Dr. Paul J. Simmonds, the 

principal investigator (PI), oversaw the entirety of this work and contributed greatly to its 

flow and success. Dr. Simmonds came up with the idea for this project, and he initiated 

the collaborations with the authors in other universities/departments. All authors 

contributed to writing and editing each section. 

Chapter 4 

Dr. Christopher F. Schuck and I contributed equally to this work. We both grew 

and analyzed the AFM images for both GaAs and Ge TSQDs on InAlAs(111)A. We 

contributed equally to writing the experimental methods and results sections, Sections 4.2 

4.4.1, 4.4.3, and 4.4.4. I coordinated with the authors of this chapter. Dr. Justin C. Smith 

and Dr. Christian Ratsch performed all density functional theory (DFT) and potential 

energy surface calculations. Dr. Smith and Dr. Ratsch wrote about their computational 

methods and analysis, or sections 4.3 and 4.4.2. Kevin D. Vallejo performed the same 

tasks as mentioned for Chapter 3. Trent A. Garrett acquired the AFM images and 

performed both island scaling analysis. Garrett, Hunter J. Coleman, Dr. Michael M. 

Henry, and Dr. Eric Jankowski took the AFM images and created a program to collect 

radial distribution scaling (RDS) plots for this paper. Dr. Jankowski wrote much of the 

RDS analysis. Jake Soares collected x-ray photoelectron spectra (XPS) to determine the 

indium segregation at the surface. Dr. Paul J. Simmonds, the principal investigator (PI), 

oversaw the entirety of this work and contributed greatly to its flow and success. All 

authors contributed to writing and editing each section. 
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Chapter 5 

I wrote the majority of this chapter and grew all of the samples used within this 

work. I performed XRD and the AFM analysis for the Ge(110) TSQDs. I coordinated 

with the authors of this chapter. Dr. Aaron J. Muhowski and Dr. Daniel M. Wasserman 

executed and analyzed the photoluminescence spectroscopy and analyzed the resulting 

spectra. Dr. Kevin A. Grossklaus acquired and analyzed the STEM and EELS images. 

Ashton E. Enrriques performed high-resolution AFM on the temperature variation series 

samples and, with Dr. Paul H. Davis, wrote the AFM methodology in section 5.5.1. I 

used these high-resolution AFM images for the majority of TSQD structural analysis. Dr. 

Davis advised Enrriques and I on ideal AFM conditions for these samples in addition to 

analyzing TSQD diameters without the particle analysis tool. Alessia M. Molino helped 

me create Figure 5.8 and aided in analysis. Hunter J. Coleman created the plot used in 

Figure 5.6(b). Trent A. Garrett and Kevin Saythavy performed AFM imaging on all other 

Ge(110) samples. Dr. Dmitri A. Tenne acquired the Raman spectra that I used to 

calculate the tensile strain within Ge(110) TSQDs. Dr. Eric Jankowski collected the data 

used in Figure 5.8 and created a new program for finding linear distribution function 

(LDF) plots. Dr. Jankowski helped myself and Molino understand our results from the 

radial distribution function (RDF) and LDF plots. Dr. Christian Ratsch did the 

computational analysis and helped me form a discussion on adatom diffusion processes 

for Ge(110) TSQDs. Dr. Paul J. Simmonds, the principal investigator (PI), oversaw the 

entirety of this work and contributed greatly to its flow and success. Dr. Simmonds came 

up with the idea for this project. All authors contributed to writing and editing each 

section.
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