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ABSTRACT 

This dissertation implements first-principles calculations to understand the 

nucleation mechanisms for atomic layer deposition (ALD) of molybdenum disulfide 

(MoS2) using MoF6 and H2S precursors. ALD is a self-limiting process that can deposit a 

range of materials at the nanoscale, while maintaining chemical stoichiometry, atomic 

scale thickness control, and can conform to high-aspect ratio substrate designs. ALD is 

extremely sensitive to surface chemistry and morphology; therefore, it is critical to 

understand how these factors control deposition. 

Density functional theory (DFT) was used to understand what factors can control 

the nucleation for ALD of MoS2 using MoF6 and H2S. Surface hydroxyls on oxide 

substrates help facilitate the formation of ionic MFx (M = metal, x = 1, 2, 3) species, 

which thermodynamically drive the first-half cycle of ALD. DFT calculations were 

supported by experimental measurements to validate computational predictions. DFT and 

experiment both confirmed that there are different types of nucleation mechanisms during 

ALD of MoS2. The types of mechanisms depend on which precursor is introduced, and 

highlights the complexities during nucleation of MoS2 during ALD. 
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CHAPTER ONE: INTRODUCTION, MOTIVATION, AND SIGNIFICANCE OF 

DISSERTATION 

1.1 Goal of This Dissertation 

The project goal is to validate the hypothesis that surface chemistry and atomic-

scale morphology can control the nucleation mechanism during the atomic layer 

deposition (ALD) of thin films used in electronic devices. Specifically, I aim to uncover 

what specific factors control nucleation during the first two half-cycles for ALD of MoS2 

using MoF6 and H2S. Although it is widely known that surface chemistry and 

morphology are crucial to ALD, their exact role remains unclear, such as how surface 

chemistry and morphology control ALD, and how these factors can be leveraged to 

improve the quality of films deposited. In addition, the details of the chemical reaction 

processes involved are not always clear, thus, the goal of this project is to use 

computational modeling methods to fully address those issues.  

Thin films are classified by their thickness, ranging from one micron (10-6 m) to 

one nanometer (10-9 m). Depositing thin films is one cornerstone of electronic device 

manufacturing, because it facilitates the miniaturization of integrated circuits (ICs). For 

successful fabrication of ICs thin film deposition must be a repeatable process with little 

materials property variation. The ALD technique this project focuses on explores the 

nanometer length scale. Specifically, molybdenum disulfide (MoS2) is grown by 

molybdenum hexafluoride (MoF6) and hydrogen sulfide (H2S) precursors using ALD. 

First-principles density functional theory (DFT)-based methods can explore the 
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nucleation mechanism of MoS2, which is not easily observed in-situ. Understanding the 

controlling factors of nucleation mechanisms during ALD could provide the necessary 

insights to achieve higher quality films and enable the integration of the MoS2 ALD 

process within the microelectronics industry.   

1.2 Background and Motivation 

The global economy is intertwined with the semiconductor industry and directly 

linked to technological advances. Moore’s law retains that the number of transistors on an 

IC doubles every two years1 and can be correlated to MOSFET scaling2. In 1971, the 

minimum feature size, or process node, was 10μm, and almost 50 years later in 2020 the 

minimum feature size had shrunk to 7nm3. This exponential decrease in minimum feature 

size has two-fold effects. Firstly, it allows for more complicated ICs that can outperform 

previous generations. Secondly, it decreases manufacturing cost while the amount of 

computer memory increases. The next set of challenges is to precisely manufacture high 

quality thin films at the nanoscale. Graphene is a 2D-material that sparked great interest 

in the scientific community when it was first synthesized, however, there are several 

drawbacks. Firstly, graphene possesses an applicable carrier mobility, however, the lack 

of a bandgap makes it not useable for field effect transistors4. Secondly, graphene can be 

oxidized into graphene oxide when it is exposed to oxygen and heat, which could destroy 

the advantageous properties5,6. Thirdly, graphene is toxic to humans due to the nature of 

its nanoscale-sharp edges that will tear cell membranes7,8. For these reasons, new 2D 

materials are of great research interest. Transition metal dichalcogenides (TMDs) have a 

composition MX2 (M = transition metal, X = chalcogen), with a range of band gaps9 

between 0-2 eV10. As seen in Figure 1.1 the transition metal atoms are sandwiched 
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between two hexagonal sheets of chalcogens resulting in strong covalent bonding within 

an atomic trilayer, while out-of-plane sheets are held together by weak van der Waals 

bonds. This unique bonding structure also creates novel properties in the transition from 

bulk to monolayer9,11. Table 1.1 contains a short list of commonly synthesized bulk and 

2D-TMDs with applications in semiconducting manufacturing. The MoX2 and WX2 (X = 

S, Se, or Te) TMDs families excellently illustrate the unique shifts in electronic band 

gaps when transitioning from bulk to monolayer.  

 
Figure 1.1. Cross-section of a 2D-TMDs where the yellow atoms are chalcogens 

that sandwich a purple-colored transition metal. 

Table 1.1. Two commonly studied TMD compounds MoX2 and WX2 with the 
band gaps in the bulk and monolayer phases10. 

Bulk TMDs  Band Gap (eV) Monolayer 
TMDs 

Band Gap (eV) 

MoS2 1.2 2D-MoS2 1.8 

MoSe2 1.1 2D-MoSe2 1.5 

MoTe2 1.0 2D-MoTe2 1.1 

WS2 1.4 2D-WS2 1.9 

WSe2 1.2 2D-WSe2 1.7 

 

Atomic layer deposition is a rapidly growing field that has potential applications in a 

variety of industries, including but not limited to, electronics manufacturing, 

energy/battery applications, optical applications, and more. This range of applications 
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stems from the variety of materials that can be deposited with precise sub-nanometer 

thickness control. The lower operating temperatures of ALD also allow for easier 

industrial integration in comparison with traditional chemical vapor deposition (CVD). 

The first successful ALD experiment occurred in the 1960’s by Professor Kol’tsov, and 

was labeled as “molecular layering”12. Since then, the number of ALD studies relative to 

other deposition techniques remained quite low until 2001. Improvements in ALD 

equipment and techniques lead to an exponential growth in the number of ALD articles 

after 2001, as well as number of new authors. In 2018 Alvaro and Yanguas-Gil 

established that over 11,000 ALD articles have been published due to the work of over 

21,500 scientists12. During this period, the types of films deposited ranged from oxides to 

chalcogenides, to metals, and semiconductors, which highlighted the potential for ALD. 

Specifically, selective-area ALD where substrates could be patterned to deposit specific 

material on a selective part of the substrate, has become a common method for thin film 

deposition.  

1.3 Research Significance 

There are important scientific questions that need to be answered on how 

nucleation is initiated during ALD. Work needs to be done to understand how surface 

chemistry can be leveraged to control the deposition process. This would facilitate more 

ALD of nanoscale semiconducting films and drive the production of the next generation 

of transistors, memristors, memory arrays, and more. As device manufacturing becomes 

increasingly smaller the nucleation phase of ALD will begin to dictate device 

performance. Furthermore, the self-limiting nature of ALD is highly attractive for coating 

surfaces and features that possess high aspect ratios. Self-limiting deposition alleviates 
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the mechanical stresses on nanoscale features and ensures uniform deposition. As device 

manufacturing becomes more architecturally complex, advanced methods like ALD are a 

viable solution. 

This dissertation explores the nucleation process during ALD of MoS2 using first-

principles methods. DFT-based calculations coupled with experiments reveal critical 

phenomena during deposition, specifically the nucleation mechanics for ALD of 2D-

MoS2.  The DFT results also provide insight into how nucleation can be controlled on the 

atomic scale.  

1.4 Dissertation deliverables 

This dissertation has four Objectives, discussed in detail below. Chapter 2 of this 

dissertation contains a literature review of MoS2 compounds and the ALD process. 

Chapter 3 explains first-principles method. Chapter 4 is my published work on 2D-TMD 

lateral heterojunctions, and how small compressive and tensile forces can alter the 

electrical and thermal properties of 2D-TMDs. Chapter 4 highlights the important 

relationship between processing and properties. The subsequent chapters address the 

deliverables of this dissertation as follows: 

• Objective 1: Determine the effects of surface chemistry and morphology on 
nucleation of MoF6 on oxide surfaces 

Identifying the effects of different surface chemistries and morphologies is the 

primary work of this dissertation, because it helps identify which surface chemistries and 

morphologies could improve or hinder MoF6 deposition. Coupling reactive and non-

reactive surfaces during ALD could be used for area-selective ALD, which is an 

increasing area of study for additional control over film deposition in complex device 

structures. Chapter 5 discusses how surface chemistry and morphology change between 
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Al2O3, HfO2, and MgO oxide substrates. Fully hydroxylated oxide surfaces are compared 

with non-hydroxylated counterparts. We found that hydroxyl groups (OH) can control 

deposition on each oxide. The findings indicate there is a significant difference between 

oxide surface chemistries, while OH groups on the oxide surfaces could improve the 

reactivity of the substrates. Furthermore, OH groups help facilitate chemical bonds 

between each surface and an MoF6 precursor. Without the OH groups weak van der 

Waals bonds are found. The difference between hydroxylated and non-hydroxylated 

oxide surfaces may provide a path for area-selective deposition. The presence of 

hydroxyl groups could ultimately dictate nucleation. The findings in Chapter 5 support 

the hypothesis of this project that surface chemistry dictates deposition. Further studying 

how the OH groups facilitate deposition is also crucial. Chapter 6 of this dissertation 

explores how the OH concentration on Al2O3 controls the ALD process of MoS2. We 

found that the OH groups alter the surface chemistry by attacking the Al-O bonds, 

resulting in the formation of AlFx (x = 1, 2, etc.) bonds. Our results suggested that OH 

surface chemistry might be able to control deposition.  

• Objective 2: Explore multiple precursors reacting on the surface 

There have been very few DFT studies clearly addressing the deposition of 

multiple MoF6 precursors on a surface. Chapter 6 of the dissertation presents an Al2O3 

surface fully saturated with multiple MoF6 precursors. A variety of AlFx (x = 1, 2, etc) 

bonds are formed between the precursors and Al2O3 surface.  The analysis of charge 

density difference allows us to further quantify those chemical interactions.   

• Objective 3: Validate DFT predictions with experimental measurements 

Combining DFT and experimental measurements not only validate the DFT 

predictions but also provide detailed insight into experimental observations, such as the 
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initial stage of nucleation of MoS2.Chapter 6 presents experimental measurements, 

performed by Jake Soares and supervised by Dr. Elton Graugnard, in couple with DFT 

calculations. Quartz crystal microbalance (QCM), x-ray photoelectron spectroscopy 

(XPS), and residual gas analysis (RGA) were combined with DFT calculations to 

understand the bonding characteristics between MoF6 molecules hydroxylated Al2O3 

substrate. Bond lengths were measured using DFT and the Bader charges were calculated 

to correlate with experimental measurements.    

• Objective 4: Determine controlling factors and propose nucleation mechanism 
based on DFT and experimental studies 

Chapter 6 proposes that the first half-cycle of MoF6 does not follow a ligand-

exchange mechanism. The DFT calculations suggested highly ionic AlF3 formed at the 

Al2O3 surface and no gaseous byproducts formed during the first half-cycle. Residual gas 

analysis (RGA) data identified H2O byproducts, but no gas phase HF. The lack of HF 

byproducts during the first half-cycle for ALD of MoS2 confirms our hypothesis that the 

MoF6 precursor on an Al2O3 substrate does not follow a typical ligand-exchange process. 

We suggest that during the first half-cycle of MoF6 the precursor undergoes a 

dissociation chemistry, instead of a ligand-exchange mechanism. This is interesting, 

because during the growth regime for ALD of MoS2 the ligand-exchange occurs. We 

observe two different nucleation mechanisms during the ALD of MoS2. Chapter 6 also 

discusses the second half-cycle for ALD of MoS2. Reaction barriers for H2S deposition 

were calculated to understand how S bonds to the film and the required activation 

energies were calculated.  
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Finally, chapter 7 summaries the results of the studies reported in this dissertation 

and offers suggestions for future work aimed toward gaining further understanding of 

nucleation and growth of 2D materials deposited by ALD. 
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CHAPTER TWO: MOLYBDENUM DISULFIDE AND DEPOSITION PROCESSES 

2.1 Molybdenum Disulfide 

2.1.1 Bulk Phase Molybdenum Disulfide 

Molybdenum disulfide (MoS2) naturally occurs as the mineral molybdenite1 and 

is comprised of molybdenum atoms sandwiched between two layers of sulfur atoms. 

MoS2 in Figure 2.1 is a layered structure with strong in-plane covalent bonds between the 

S-Mo-S atoms, and weaker van der Waals bonding between the layers.  

 
Figure 2.1. Bulk MoS2 where the yellow atoms are S and the purple atoms are 

Mo. A unit cell for the trigonal prismatic 2H phase of bulk MoS2 is shown. 

This unique bonding structure allows the mineral to be easily flaked and used as a 

lubricant. Bulk phase MoS2 is a diamagnetic semiconductor with an indirect band gap of 

1.3 eV2-4, and can be found in two separate crystalline phases. The first phase is 2H-MoS2 

where the crystal structure is P63/mmc, while the second phase is 3R-MoS2 with a crystal 

structure of R3m (where H = hexagonal and R = rhombohedral). Like graphene, 

mechanical exfoliation techniques can separate the weakly bound van der Waals forces 
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between the layered S-Mo-S structures, leading to the driving motivation to form free-

standing single-layered MoS2. 

2.1.2 Two-Dimensional Molybdenum Disulfide 

This project focuses on two-dimensional (2D) MoS2 due to a wide range of its 

novel properties. Single-layered MoS2, or 2D MoS2 was first synthesized in 2010 by Mak 

et al.5 by mechanical exfoliation. Radisavljevic et al. later demonstrated MoS2 possessing 

a mobility large enough for practical application and similar to that of graphene6. First-

principles calculations predicted a shift in band structure when transitioning from bulk to 

monolayer. In bulk MoS2, there is an indirect band gap transition of 1.2 eV. In monolayer 

MoS2 there is a direct transition of 1.8 eV at the Κ-point. The indirect-to-direct band gap 

transition plays an important role in the optical and electrical properties of 2D-MoS2. For 

example, in bulk phase MoS2 photoluminescence is negligible, but at reduced 

dimensionality strong photoluminescence is observed7. Quantum confinement of 

electrons in 2D-MoS2 affects the electrical properties by resulting in direct-band exitonic 

transitions8 as well as an improvement in the electron mobility. Spatial confinement at 

low dimensionalities also alters thermal transport properties by restricting phonon 

vibration modes in-plane. In addition, 2D-MoS2 also possesses exceptional mechanical 

properties. Defect-free monolayer MoS2 has demonstrated a Young’s modulus of 270 

GPa, which is higher than stainless steel (205 GPa)9. All the properties discussed above 

are dominated by the dimensionality of MoS2. 2D-MoS2 requires an extremely precise 

deposition technique to capture and leverage these novel properties at the reduced 

dimensionalities.  Therefore, it is imperative to control the deposition and nucleation of 

low dimensional MoS2 during ALD to maintain these advantageous materials properties.  
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 2D-MoS2 can be found in two crystal phases of 2H (P63/mmc space group)10 or 

1T (P3̅m1 space group)11, as seen in Figure 2.2. The properties of 2D-MoS2 depend on its 

crystal structure and symmetry. The 2H phase of 2D-MoS2 has a direct band gap of 1.8 

eV, while the 1T phase is metallic. The crystal structure of 2D-MoS2 will dictate the 

application of the material. If a device is expecting the semiconducting 2H phase of MoS2 

but metallic 1T is deposited instead, that will be detrimental for many device 

performances. For this specific reason, it is imperative to know how to deposit or grow 

the appropriate crystal structure of 2D-MoS2 in order to maintain its semiconducting 

properties. The transition to a direct band gap semiconductor of 1.8 eV at low dimensions 

provides a wealth of new properties when compared to its bulk phase, resulting in a wide 

range of applications12, such as electrocatalysis13-16, photocatalysis17-20, batteries21-24, 

biological applications25-28, sensors29-34, and electronic devices4,35-38. 

 
Figure 2.2. Two different crystal phases of 2D-MoS2. The left phase is 

semiconducting 2H (P63/mmc space group) and the right is metallic 1T (P3̅m1 space 
group).  
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2.2 Deposition Techniques for 2D-MoS2 

There are several methods to prepare 2D-MoS2 such as mechanical exfoliation, 

liquid exfoliation, chemical vapor deposition (CVD), and atomic layer deposition (ALD). 

Table 2.1 contains a quick synopsis of the advantages and disadvantages for each method 

used to synthesize 2D-MoS2. The following sections will elaborate on each of these 

fabrication techniques.  

Table 2.1 The various advantages and disadvantages of fabricating 2D-MoS2 
with different deposition processes. 

Deposition Fabrication Type Advantages Disadvantages 

Exfoliation (liquid 
and mechanical) 

Top-down Cheap, relatively 
defect free36 

Low yield, not 
integrated process5 

CVD Bottom-up High deposition rate, 
high quality film, 
integrated process42-44 

Vulnerable to 
substrate features, 
high operation 
temperatures, 
continuous growth 
mode46-47 

ALD Bottom-up Atomic precision, 
conformality, low 
temperature, self-
limiting growth 
mode42-44 

Growth mechanisms 
still under 
investigation46-47 

  

2.2.1 Mechanical and Liquid Exfoliation 

Both mechanical and liquid exfoliation are forms of top-down fabrication 

processes because they are subtractive techniques where material is removed to obtain a 

desired size and shape. Mechanical exfoliation is a proven and effective method for 

generating high-quality free-standing graphene39. This is done by placing a piece of 

graphite on an adhesive tape, folding the tape over on itself, and rubbing the folded tape 
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to generate friction. The shear force generated by this friction is enough to cleave 

graphene flakes held together by the weak van der Waals forces between the graphite 

layers. This same process is adopted for 2D-MoS2
5, and adaptations and improvements of 

the process result in high-quality 2D-MoS2 with limited defects36. Liquid exfoliation 

operates in slightly different fashion. Bulk MoS2 is suspended in a liquid solution and 

then sonicated, and the dispersions are put in a centrifuge and 2D-MoS2 is then 

extracted40. Both liquid and mechanical exfoliation can generate large, relatively defect 

free, sheets of 2D-MoS2. However, the yield of these processes is relatively low, making 

both exfoliation techniques difficult to implement in large-scale 2D-MoS2 manufacturing.  

2.2.2 Chemical Vapor Deposition 

Chemical vapor deposition (CVD) is a bottom-up fabrication technique because 

atoms and molecules are assembled on a surface to generate a new material. Unlike 

physical vapor deposition (PVD) techniques that use evaporation or sputtering, CVD is a 

chemically driven process. Films are grown by chemical reactions that occur at and above 

the substrate. When compared to PVD, CVD has a higher deposition rate and ability to 

operate at lower vacuum levels41. CVD operates as follows: (1) transporting precursors to 

substrate, (2) transporting reactants from main gas stream though the boundary layer to 

the substrate surface, (3) substrate adsorbs precursors, (4) chemical reactions between the 

precursors and substrate, (5) deposition of by-products, (6) transport of excess and un-

needed by-products away from substrate. Steps (2) through (5) are the most important for 

determining deposition rate.  

The driving force for CVD is to reach some state of chemical equilibrium where 

the concentrations of each chemical species is constant, and temperature plays a critical 
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role to reach this equilibrium. The substrate must provide enough thermal energy to 

overcome the activation energy barrier that initiates the chemical reactions between the 

gas phase precursors. 2D-MoS2 has been grown via CVD, but the high substrate 

temperatures42-44 (over 400o C) are beyond the operation temperatures of any “Back End 

of The Line” applications45. The disadvantages of CVD are not only high operation 

temperature but also the lack of self-limiting growth,46,47 providing unwanted challenges 

during fabrication. These two reasons lead further investigation of an alternative process 

– atomic layer deposition (ALD). ALD is a subset of CVD that alleviates some issues 

associated with CVD. 

2.3 ALD Process 

ALD exploits the volatility of gas phase precursors to deposit a range of thin films 

on a variety of substrates. Although both ALD and CVD are conducted in a chamber 

under vacuum with a heated substrate, unlike CVD, the gas phase precursors used for 

ALD are never mixed simultaneously in the reactor and are introduced in a sequential 

fashion48. A typical ALD workflow is modeled in Figure 2.3 using example precursors A 

and B. Precursor A is introduced into the chamber for a preprogramed amount of time 

and it reacts with the surface. When all the available surface sites are satisfied, the 

reactions terminate and the film growth stops. This results in uniform and conformal thin 

films with atomic thickness control. Purge cycles are required to remove the byproducts 

between each precursor pulse. Excess Precursor A molecules that do not react with the 

surface are also removed during this purge cycle. This completes the first half-cycle of 

ALD. The second half-cycle begins by introducing Precursor B into the chamber. 

Precursor B undergoes the same process as Precursor A and creates its own unique 
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surface. The self-limiting chemical reactions of the precursors limit the growth during the 

cycles, and results in precise atomic layer control. Figure 2.3 depicts the ALD process 

modelled by two half-reactions created by each precursor and its respective surface. 

These two half-reactions are the focus of this dissertation.  

 
Figure 2.3. A full ALD cycle starts with a bare substrate and is exposed 

precursor-A. Once the all the available surface sites have been satisfied a purge step 
removes excess precursors and hazardous byproducts. The newly deposited film 
serves as the substrate for precursor-B, and the reactions ensue until all reaction 

sites are satisfied. Another purge step begins to remove excess precursor and 
byproduct. This process represents one full ALD cycle.  

2.3.1 In-Situ Measurements 

There are several methods to study ALD in-situ, including but not limited to 

quartz crystal microbalance (QCM), residual gas analysis (RGA), Fourier transform 

infrared spectroscopy (FTIR), and x-ray photoelectron spectroscopy (XPS). Our 

experimental collaborators combine these different methods during ALD for process 

characterization and development. QCM measures the mass change during deposition. 

When mass deposits on the QCM this registers a change in frequency of a quartz 

resonator and can be correlated to mass change in an area during in-situ ALD. The 
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growth per cycle (GPC) is calculated using QCM and can determine if self-limiting 

growth has been achieved. Figure 2.4 demonstrates the temperature sensitive “ALD 

window” and the importance of calculating the GPC. At both low and high temperatures 

ALD will not be constant. The blue region in Figure 2.4 is the “ALD growth window,” 

where deposition remains constant and self-limiting. QCM is specifically used to 

calculate the GPC to ensure that self-limiting growth is achieved, and self-limiting 

growth is foundational for ALD.  

Another in-situ method used to understand ALD is RGA. RGA is an apparatus 

attached an end of a chamber that captures byproducts and excess precursors at the end of 

each half-cycle. The RGA employs mass spectrometry and measures the mass to charge 

ratio of gas phase molecules. This is useful for ALD, because based on the masses and 

charges of the collected gaseous species, reaction equations can be constructed. Possible 

reaction pathways can be predicted. Complementary to RGA, surface FTIR is another 

diagnostic tool that provides chemical information for bound surface species. In-situ 

FTIR can be used to measure the vibrational modes of surface atoms. This in-situ FTIR 

scans the infrared energy range during ALD cycles, which can identify the adsorption and 

desorption of surface molecules.  

Once self-limiting growth has been established, there are other methods used to 

verify the quality of the film. Specifically, XPS is a surface characterization technique 

that measures the binding energy between atoms and allows users to analyze the chemical 

composition of the thin film and validate the purity of the ALD films49,50. A range of 

other techniques are used to further characterize ALD films. 
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Figure 2.4. Schematic of the ALD growth window. 

2.3.2 First-Principles Calculations 

First-principles methods are effective for understanding the thermodynamics 

involved during ALD. Specifically, density functional theory (DFT) calculates the ground 

state of the system and can explain the unobservable phenomena at the atomic scale that 

cannot be studied in-situ. DFT studies of ALD consist of atomic orbital basis set and 

plane wave basis set calculations. Atomic orbital basis set calculations can only contain 

fewer than 100 atoms and are used to model reaction coordinates and calculate accurate 

transition states by using small portions of the surface with a single precursor51-55. Atomic 

orbital basis sets are ideal for calculating geometries and vibrational frequencies of 

known chemical precursors56, as well as reactions that undergo a stable intermediate 

complex or hydrolysis55,56. These targeted calculations examine various bonding 

formations and can identify the exothermic or endothermic pathways during a 

reaction51,54. Atomic orbital basis set calculations have identified precursor candidates for 

selective ALD53 while maintaining accurate reaction barriers that align with 

experiment57.  
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Conversely, plane wave basis set calculations can contain up to 1000 atoms (1 

cubic nanometer). Unlike atomic orbital basis set calculations, plane wave basis sets can 

improve accuracy by exploring many possibly reaction pathways. DFT has been 

extensively used to simulate the ALD growth of various thin films58-75, including but not 

limited to Al2O3
58-60,63,64,68,69,71,76,77

 (including ordered and disordered), HfO2
66,70,71

, Si-

based61,62,65, TiO2
75, W67 and MoS2

72,73. Periodic boundary condition is used in a variety 

of DFT calculations to understand ALD. Plane wave basis set studies have examined how 

surfaces can be passivated or fully saturated after exposure76,77, as well as estimated 

charge transfer, which can quantify bond strength, and identify type of electronic 

interaction and how precursor bonding originates78-81. However, a majority of these DFT 

studies for ALD only focused on the thermodynamics of a single precursor on a surface 

and did not clearly address the nucleation and growth mechanisms of the thin films. 

2.3.3 ALD of MoS2  

2D-MoS2 has been grown via CVD, but the high operating temperatures42-44 and 

lack of self-limiting growth46,47 have prompted further investigations into alternative 

methods like ALD. Table 2.2 contains a collection of the known precursor chemistries 

and temperatures ranges used for ALD of bulk MoS2.   
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Table 2.2 Sample of some of the up-to-date chemistries and temperatures used 
for ALD of MoS2 (not including any post-treatment to achieve crystallinity). CO = 
carbonyl, Me = Methyl group, thd = 2,2,6,6-tetramethylheptane-3,5-dionato. 

Mo-Source S-Source Temperature (oC) Ref. 

MoCl5 H2S 375-475 82 

MoCl5 H2S 350-450 83 

MoCl5 H2S 300 84 

MoCl5 H2S 250-325 85 

Mo(CO)6 H2S 170 86 

Mo(CO)6 CH3S2CH3 100 87 

Mo(NMe2)4 H2S 60 88 

Mo(CO)6 H2S 175-225 89 

MoCl5 H2S 450 90 

Mo(thd)3 H2S 300 91 

Mo(NMe2)4 CH3S2CH3 50 92 

MoF6 H2S 150-250 49,50 

 

These low deposition temperatures for MoS2 have potential for industrial 

integration. However, post processing treatments, such as annealing, are required to 

achieve crystallinity49,50,82,84,85,87,88,92. Therefore, it is imperative to fundamentally 

understand the nucleation mechanisms for ALD of MoS2. This dissertation focuses on the 

molybdenum hexafluoride (MoF6) and hydrogen disulfide (H2S) chemistry, which both 

are extremely volatile. MoF6 has a high vapor pressure and a liquid phase at room 

temperature, allowing for a simpler delivery system into the chamber. Unlike other Mo 
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sources, MoF6 does not grow films with C or Cl contamination, and strong Al-F bonds 

improve deposition. H2S precursor is commonly used as a sulfur source. 

However, knowledge gaps remain regarding the ALD process of MoS2: 

• Can the surface chemistry and morphology control nucleation and help develop 
free-standing MoS2? 

• How do the MoF6 precursors interact with the surfaces? What types of reaction 
pathways can be expected? 

• Do the bonds between the precursor and surface change with additional 
precursors? If so, how? 

• How does S from H2S deposit onto the film? What kinds of reaction pathways 
should be expected? 

This dissertation aims to understand the nucleation mechanisms for ALD of MoS2 

to facilitate the growth of 2D-MoS2. The primary focus is on the first half-cycle using 

MoF6 as a precursor, and Chapter 6 investigates the second half-cycle using H2S. The 

hypothesis of this research is that nucleation can be controlled by altering the surface 

chemistry and morphology of oxide substrates. Hydroxyl groups (OH) on the surface is a 

possible method to alter the surface chemistry, as discussed in detail below.  
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CHAPTER THREE: FIRST-PRINCIPLES SOLID STATE THERMODYNAMICS 

USING DENSITY FUNCTIONAL THEORY 

3.1 Overview of DFT 

First-principles solid state thermodynamic computations is based in quantum 

mechanics using Schrödinger’s wave function (ψ) to calculate the total energy, E, of the 

system: 

 Ĥ𝝍𝝍(𝒓𝒓𝒊𝒊, 𝒓𝒓𝑰𝑰, 𝒕𝒕) = 𝑬𝑬𝝍𝝍(𝒓𝒓𝒊𝒊,𝒓𝒓𝑰𝑰, 𝒕𝒕) (1) 

   

Where Ĥ is the Hamiltonian operator, 𝜓𝜓 is the wavefunction, 𝑟𝑟𝑖𝑖 and 𝑟𝑟𝐼𝐼 are the 

coordinates of the electron and nucleus, respectively, and 𝑡𝑡 is time. In a many body 

system, the number of electron-electron and electron-ion interactions begins to increase 

exponentially. As the number of electrons in a system become insurmountable several 

approximations must be applied to make the calculations feasible. Firstly, gravity and 

relativity should be neglected for electrons because their masses are negligible, and they 

move much slower than the speed of light. Secondly, first-principles studies restrict the 

system to only its ground state and therefore solving the time-independent Schrödinger 

equation: 

 Ĥ𝝍𝝍(𝒓𝒓𝒊𝒊,𝒓𝒓𝒍𝒍) = 𝑬𝑬𝝍𝝍(𝒓𝒓𝒊𝒊,𝒓𝒓𝒍𝒍) (2) 

   

The next step is to decouple the dynamics between the nucleus of the atom and 

the electrons surrounding it which is known as the Born-Oppenheimer approximation. 
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The Born-Oppenheimer approximation stems from the idea that the nucleus of the atom 

is so much larger than electrons that any movement of the nucleus does not affect the 

electrons’ relative positions. The wavefunction then becomes a function of electron 

coordinates, and allows us to further simplify equation (2) into the time-independent 

wave equation: 

 Ĥ(𝒓𝒓)𝝍𝝍(𝒓𝒓) = 𝑬𝑬𝝍𝝍(𝒓𝒓) (3) 

   

Where Ĥ(𝑟𝑟) is the Hamiltonian operator, 𝜓𝜓(𝑟𝑟) is the wave function, 𝐸𝐸 is the total 

energy of the system, and 𝑟𝑟 is now the electron coordinate1.  

3.2 Density Functional Theory 

Density functional theory (DFT) simplifies many of the mathematical challenges 

associated with calculating the quantum effects in a many body system. In the n-electron 

system, the calculation is dictated by the number of electrons, and thereby can drastically 

increase the computational demand. In order to understand the DFT, framework the 

Hamiltonian Operator needs to be defined. 

3.2.1 The Hamiltonian Operator 

The Hamiltonian Operator (Ĥ) incorporates all the energy terms used in first-

principles calculations and is as follows: 

 Ĥ =  𝑬𝑬𝒌𝒌𝒊𝒊𝒌𝒌 +  𝑬𝑬𝒆𝒆𝒆𝒆𝒕𝒕 + 𝑬𝑬𝑯𝑯 + 𝑬𝑬𝒆𝒆𝒙𝒙 (4) 

   

The first term 𝐸𝐸𝑘𝑘𝑖𝑖𝑘𝑘 considers the kinetic energy of the electrons in the system: 

 
𝑬𝑬𝒌𝒌𝒊𝒊𝒌𝒌 = −

ℏ𝟐𝟐

𝟐𝟐𝟐𝟐�𝛁𝛁𝟐𝟐
𝒌𝒌

𝒊𝒊

=  
𝟏𝟏
𝟐𝟐�𝛁𝛁𝟐𝟐

𝒌𝒌

𝒊𝒊

 (5) 



32 

 

   

Later sections will address how Equation 5 simplifies from an all n-electron 

system into a non-interaction n-electron system. The second term in the Hamiltonian is 

the potential energies 𝐸𝐸𝑒𝑒𝑒𝑒𝑒𝑒 arising from the Coulombic interactions between the nucleus 

and electrons (𝑈𝑈𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑘𝑘−𝑘𝑘𝑛𝑛𝑒𝑒𝑒𝑒𝑒𝑒𝑛𝑛𝑛𝑛), and the interactions between the electrons themselves 

𝑈𝑈𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑘𝑘−𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑘𝑘. Thus, 𝐸𝐸𝑒𝑒𝑒𝑒𝑒𝑒 can be expressed as: 

 𝑬𝑬𝒆𝒆𝒆𝒆𝒕𝒕 =  𝑼𝑼𝒆𝒆𝒍𝒍𝒆𝒆𝒙𝒙𝒕𝒕𝒓𝒓𝒆𝒆𝒌𝒌−𝒌𝒌𝒏𝒏𝒙𝒙𝒍𝒍𝒆𝒆𝒏𝒏𝒏𝒏

+ 𝑼𝑼𝒆𝒆𝒍𝒍𝒆𝒆𝒙𝒙𝒕𝒕𝒓𝒓𝒆𝒆𝒌𝒌−𝒆𝒆𝒍𝒍𝒆𝒆𝒙𝒙𝒕𝒕𝒓𝒓𝒆𝒆𝒌𝒌 
 

   

The next task is to break down 𝐸𝐸𝑒𝑒𝑒𝑒𝑒𝑒 into its two separate portions. First, the 

𝑈𝑈𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑘𝑘−𝑘𝑘𝑛𝑛𝑒𝑒𝑒𝑒𝑒𝑒𝑛𝑛𝑛𝑛 is broken down as the sum of all nucleus-electrons interactions within 

the system where N and n represent the number of nuclei and electrons, respectively, and 

Zl is the charge on the nuclei: 

 
𝑼𝑼𝒆𝒆𝒍𝒍𝒆𝒆𝒙𝒙𝒕𝒕𝒓𝒓𝒆𝒆𝒌𝒌−𝒌𝒌𝒏𝒏𝒙𝒙𝒍𝒍𝒆𝒆𝒏𝒏𝒏𝒏 = −��

𝐙𝐙𝒍𝒍
|𝒓𝒓𝒍𝒍𝒊𝒊|

𝒌𝒌

𝒊𝒊

𝑵𝑵

𝒍𝒍

  

   

The interactions between the electrons themselves (𝑈𝑈𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑘𝑘−𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑘𝑘) can be 

written as: 

 
𝑼𝑼𝒆𝒆𝒍𝒍𝒆𝒆𝒙𝒙𝒕𝒕𝒓𝒓𝒆𝒆𝒌𝒌−𝒆𝒆𝒍𝒍𝒆𝒆𝒙𝒙𝒕𝒕𝒓𝒓𝒆𝒆𝒌𝒌 =

𝟏𝟏
𝟐𝟐�

𝟏𝟏
|𝒓𝒓𝒍𝒍𝒊𝒊|

𝒌𝒌

𝒊𝒊 ≠𝒋𝒋

  

   

The combination of 𝑈𝑈𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑘𝑘−𝑘𝑘𝑛𝑛𝑒𝑒𝑒𝑒𝑒𝑒𝑛𝑛𝑛𝑛 and 𝑈𝑈𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑘𝑘−𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑘𝑘 gives 𝐸𝐸𝑒𝑒𝑒𝑒𝑒𝑒: 
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𝑬𝑬𝒆𝒆𝒆𝒆𝒕𝒕 = −��

𝐙𝐙𝒍𝒍
|𝒓𝒓𝒍𝒍𝒊𝒊|

+ 
𝒌𝒌

𝒊𝒊

𝑵𝑵

𝒍𝒍

𝟏𝟏
𝟐𝟐�

𝟏𝟏
|𝒓𝒓𝒍𝒍𝒊𝒊|

𝒌𝒌

𝒊𝒊 ≠𝒋𝒋

 (6) 

   

The third term in the Hamiltonian is the Hartree energy (𝐸𝐸𝐻𝐻). 𝐸𝐸𝐻𝐻 improves the 

accuracy of the Hamiltonian energy term because it helps describe how electrons interact 

with one another. The Hartee-Fock (HF) model takes a simplified approach where 

election interactions are not considered individually but as an average density with 

respect to position. The resulting 𝐸𝐸𝐻𝐻 is defined in Equation 7: 

 
𝑬𝑬𝒆𝒆𝒆𝒆𝒕𝒕 =

𝟏𝟏
𝟐𝟐
��

𝝆𝝆(𝒓𝒓)𝝆𝝆(𝒓𝒓′)
|𝒓𝒓 − 𝒓𝒓′| 𝒅𝒅𝒓𝒓𝒅𝒅𝒓𝒓′ (7) 

   

The final term in the Hamiltonian is the exchange correlation energy (𝐸𝐸𝑒𝑒𝑒𝑒). 𝐸𝐸𝑒𝑒𝑒𝑒  

takes into account the differences in energy between interacting electrons with the same 

and different spins and plays an important role in the accuracy of the calculation. It can 

be modeled by the local density approximation (LDA) or general gradient approximation 

(GGA). LDA provides an intuitive solution for describing the electron density of a 

system2. In a real system there are large variations in the electron density. To counteract 

these variations LDA treats the electron density as a homogenous gas system. It partitions 

localized areas of similar charge densities into a homogenous gas where the electron 

density is fixed in that localized area. This results in sections of the electron density being 

constant in terms of energy and allows for an accurate and fast energy calculation. Due to 

the nature of treating the electron density as a homogenous gas, materials that are not 

homogenous in charge density will suffer in accuracy. Therefore, the LDA functional 

should be used when examining systems containing only one atom type. When dealing 
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with complex materials systems containing dramatically varying charge densities, GGA 

is the improved exchange correlation function. Although GGA uses the same framework 

from LDA to describe the electron density, there is one critical difference. GGA 

implements an additional factor to correct the difference in electron densities3. Equations 

8 and 9 represent LDA and GGA, respectively. The important “S” factor included in 

GGA. 

 𝑬𝑬𝒆𝒆𝒙𝒙𝑳𝑳𝑳𝑳𝑳𝑳 = �𝝆𝝆(𝒓𝒓) 𝝐𝝐𝒆𝒆𝒙𝒙 [𝝆𝝆(𝒓𝒓)]𝒅𝒅𝒓𝒓 (8) 

   

   𝑬𝑬𝒆𝒆𝒙𝒙𝑮𝑮𝑮𝑮𝑳𝑳 = �𝝆𝝆(𝒓𝒓)𝝐𝝐𝒆𝒆𝒙𝒙  [𝝆𝝆(𝒓𝒓)]𝑭𝑭(𝒏𝒏)𝒅𝒅𝒓𝒓 (9) 

where 
𝒏𝒏 = 𝑪𝑪 

|𝛁𝛁𝝆𝝆(𝒓𝒓)|

𝝆𝝆𝟒𝟒 𝟑𝟑� (𝒓𝒓)
  

   

Figure 3.1 is a schematic representation of how LDA and GGA consider the 

charge density of a solid material. If we are partitioning the charge density into 

homogenous electron gases with LDA we describe the charge density using the orange 

partitions. There is no change in charge density relative to the location of the 

wavefunction. GGA changes the charge density with respect to position of the 

wavefunction as seen in green. The 𝐹𝐹(𝑠𝑠) factor in Equation 9 accounts for changes in the 

charge density and leads to more accurate models. GGA is therefore a superior method to 

estimate the exchange correlation energy and was used for all DFT calculations presented 

in this dissertation1.   
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Figure 3.1. The schematic differences between calculating Exc using the LDA and 

GGA functionals.  

3.2.2 Implementing and Solving the Kohn-Sham Approach 

The Kohn-Sham approach allows for an intuitive method that solves the n-

electron problem and calculates the energy of the system. Unlike the first-principles 

approach, the Kohn-Sham equation uses the electron density 𝜌𝜌(𝑟𝑟) of the system which 

has several advantages. First and foremost, the Kohn-Sham approach disregards the n-

electron interacting system for a one-electron non-interacting system. This results in a 

reformulation of the energy equations that leverages the 𝜌𝜌(𝑟𝑟) of individual electrons and 

therefore reduces the computational complexity. The Kohn-Sham approach can be seen 

in Equation 10 for the Kohn-Sham orbital (ϕ𝑖𝑖) and the density for an N-particle system: 
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𝝆𝝆(𝒓𝒓) = � |
𝑵𝑵

𝒊𝒊

𝛟𝛟𝒊𝒊(𝒓𝒓)|𝟐𝟐 (10) 

This equation becomes the basis for how Kohn-Sham orbitals form the charge 

density used in DFT calculations in this dissertation. With the Kohn-Sham approach the 

energy of the system can be calculated using the iterative self-consistency loop, as seen in 

Figure 3.2. This self-consistency loop implements an iterative diagonalization of the 

Kohn-Sham Hamiltonian matrix that works as follows: 

1. Start with an initial (or trial) 𝜌𝜌(𝑟𝑟) by superimposing that initial 𝜌𝜌(𝑟𝑟) on each atom  

2. Solve the Kohn-Sham equations to find a new 𝜌𝜌(𝑟𝑟)  

3. Compare the new 𝜌𝜌(𝑟𝑟) with the initial 𝜌𝜌(𝑟𝑟) against a predetermined convergence 

criteria 

4. If 𝜌𝜌(𝑟𝑟) doesn’t meet criteria solve the Kohn-Sham equations until criteria is met 

5. Once 𝜌𝜌(𝑟𝑟) meets convergence criteria calculate atomic forces and update ion 

positions to predetermined atomic forces criteria 

6. Repeat steps 2-5 until the ground state of the material is calculated then obtain 

materials properties  
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Figure 3.2. Iterative self-consistent loop used in density functional theory. 

3.2.3 Simplifying Equations for Solids and Surfaces 

When using DFT to calculate properties of solids and surfaces the Kohn-Sham 

equations can be overwhelmed by the sheer number of electrons in a system. In an effort 

to counteract the computational strain of millions upon millions of electrons, clever 

assumptions and approximations are made for DFT method. The first adaptation is the 

pseudopotential approach, as seen in Figure 3.3, separating electrons into two categories: 

electrons that participate in bonding or other chemical functions, and electrons close to 

nuclei that are rather inert. The pseudopotential approach works by “freezing” the core 

electrons and not including them in the DFT calculations. This results in only the outer 

valence electrons being used in the DFT calculations, which dramatically reduces the 

computational time while maintaining accuracy. When one considers all the electrons in 

the system (ψAE), there are significant fluctuations in the wavefunction close to the 

nucleus. These fluctuations are extremely difficult to compute and make it nearly 

impossible to reach the ground state due to the electron potential (UAE). In order to 

alleviate these issues, the pseudopotential approach smooths the wavefunction close to 
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the nucleus (ψPP) and simulates a fictitious potential energy (UPP) that substantially 

reduces the computational effort. 

 
Figure 3.3. The pseudopotential approach is illustrated with the red lines. 

Fictitious wavefunctions and potential energies are incorporated when close to the 
nucleus to facilitate the calculations. 

This dissertation uses a linear combination of plane wave expansion known as 

projected-augmented wave (PAW) potentials4. The PAW potentials function under the 

premises that wavefunctions are mapped from the core of the atom outwards in a radial 

fashion. The total number of wavefunctions used in the calculation is set by the cutoff 

energy (Ecutoff), where wavefunctions with energies larger than the Ecutoff are not 

incorporated. This results in wavefunctions of the valence electrons being consider in the 

DFT calculations. The second adaptation applied to the DFT method is periodic boundary 

condition (PBC), which can reduce the size of the cell considered in the DFT calculations 

by simulating a small atomic-scale portion of a material and extrapolating those results to 

the properties bulk of the material. This is also accomplished by implementing the Bloch 
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theorem, which allows one to treat real systems in terms of wave vector (k) and 

reciprocal-space (G). 

3.3 DFT Methods Implemented in this Dissertation 

Several DFT methods were implemented in this project to understand ALD of 

MoS2, as shown in Figure 3.4. Surfaces were created with varying surface chemistries. 

Partial charge density and local density of states calculations were then applied to the 

surface. Partial charge density shows where electrons localize while local density of 

states identifies electronic states available for bonding. Next, precursors were introduced 

above the surface. Bond strengths were quantified between the surface and the precursor 

using the Bader charge analysis. The types of chemical bonding were determined by 

calculating the local density of states. Combining these different DFT methods with 

experimental measurements could reveal a possible nucleation mechanism for ALD of 

MoS2. More details on each DFT method are discussed below. 

 
Figure 3.4. Workflow of the DFT calculations used to understand the nucleation 

mechanism for ALD of MoS2. 

3.3.1. Density of States 

Density of States (DoS) can be used to determine if chemical bonds form between 

a gas phase precursor and solid surface during ALD. There are two possible types of 
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interactions: van der Waals and chemical. Van der Waals bonding is a purely physical 

type of bonding where electrons are not shared between the gas phase molecule and the 

surface. Typically, these bonds are weak, and can easily be broken mechanically or 

chemically. Van der Waals bonding is derived from instantaneous dipole moments and is 

characterized by short-range attractive forces. For these reasons, van der Waals bonding 

is catastrophic for ALD of thin films because the deposited films are not self-limiting. 

Conversely, chemical bonding requires the sharing or exchanging of electrons between 

the gas phase precursor and surface. Chemical bonds are far stronger than the van der 

Waals counterpart, and can occur as ionic or covalent bonds. As discussed earlier, ALD 

exploits a self-limiting form of chemical bonding, resulting in film composition and 

thickness control. Therefore, it is imperative to understand when chemical bonding 

occurs, how the chemical bonding functions, and which atoms between the precursor and 

substrate bond together. Calculating the DoS can reveal those features.  

The DoS is a probability density function used in solid state physics. It quantifies 

the number of available states per unit volume at a given energy level. The DoS can be 

calculated using Equation 11: 

 𝑳𝑳(𝑬𝑬) = 𝑵𝑵(𝑬𝑬)/𝑽𝑽 (11) 

   

Where 𝑁𝑁(𝐸𝐸) and 𝑉𝑉 represent the number of states in a system of volume 𝑉𝑉. 

Calculating the DoS of a solid material can give important information on its electronic 

properties. Specifically, the DoS can identify whether a material is insulating, 

semiconducting, or conducting. DoS has been widely used to study ALD. It determines 

when a surface has been fully saturated with precursors5 or if surfaces can be passivated 
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by surface termination6. This dissertation aims to understand at what energies electrons 

from the precursor can bond to the substrate, suggesting what surface chemistries can 

promote deposition. Figure 3.5 is the calculated DoS for alumina surface without and 

with hydroxyl groups respectively. A single MoF6 precursor is bonded to each surface. 

By partitioning electronic contributions created by the surface (red) and precursor (blue) 

it is possible to interpret the differences bonding behavior. Without hydroxyl groups there 

is little overlap between the surface and precursor electronic states which indicates van 

der Waals forces. The hydroxylated alumina DoS contains mid gap states populated by 

the surface and precursor, suggesting the formation of chemical bonds and therefore 

successful deposition using MoF6.  

 
Figure 3.5. Calculated DoS for non-hydroxylated and hydroxylated Al2O3 

surfaces with a single MoF6 precursor above each. 

3.3.2. Partial Charge Densities 

Partial charge densities can help interpret the DoS results discussed above. 

Previous works have used partial charge densities to understand specific occupied states7 

or map where these occupied states are localized in the atomic structures of interest8. 

According to the analysis of DOS, the energy range considered for the partial charge 

densities should include the electronic interactions between the precursor and the 
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substrate. Figure 3.6 provides a cross section for the calculated partial charge densities 

for a non-hydroxylated and hydroxylated Al2O3 surface. We found an increase in electron 

density at the Al2O3 surfaces with the presence of hydroxyls. This indicates that hydroxyl 

groups could improve deposition, when compared to a non-hydroxylated surface. 

 
Figure 3.6. Calculated partial charge densities for non-hydroxylated and 

hydroxylated Al2O3. 

3.3.3. Bader Charge Analysis  

Bader charge analysis is commonly used to understand charge transfer in a 

system9. It takes an intuitive approach to partition atoms in a system in order to capture 

the specific charge on individual atoms, particularly useful when attempting to 

understand charge transfer between an adsorbate and a surface10-13. For example, Table 

3.1 compares the Bader charge analysis for three substrates (Al2O3, HfO2, and MgO) with 

and without hydroxyl groups in order to quantify the strength of MoF6 precursor 
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adsorption. The metal Mo atom on the MoF6 precursor has a more positive Bader charge 

above the hydroxylated surface when compared to the non-hydroxylated counterpart. The 

change in Bader charge indicated that the Mo atom has a stronger bond to hydroxylated 

surface. 

Table 3.1 Calculated Bader charge analysis for non-hydroxylated and 
hydroxylated Al2O3, HfO2, and MgO with a single MoF6 molecule.  

 
3.3.4. Charge Density Difference 

Charge density difference examines the electron densities only participating in 

adsorption, calculated using Equation 12: 

 𝝆𝝆𝒅𝒅𝒊𝒊𝒅𝒅𝒅𝒅 =  𝝆𝝆𝒕𝒕𝒆𝒆𝒕𝒕𝒕𝒕𝒍𝒍 𝒏𝒏𝒔𝒔𝒏𝒏𝒕𝒕𝒆𝒆𝟐𝟐 −  𝝆𝝆𝒏𝒏𝒏𝒏𝒓𝒓𝒅𝒅𝒕𝒕𝒙𝒙𝒆𝒆 −  𝝆𝝆𝒕𝒕𝒅𝒅𝒏𝒏𝒆𝒆𝒓𝒓𝒂𝒂𝒕𝒕𝒕𝒕𝒆𝒆 (12) 

   

where 𝜌𝜌𝑒𝑒𝑒𝑒𝑒𝑒𝑡𝑡𝑒𝑒  𝑛𝑛𝑠𝑠𝑛𝑛𝑒𝑒𝑒𝑒𝑠𝑠 , 𝜌𝜌𝑛𝑛𝑛𝑛𝑒𝑒𝑠𝑠𝑡𝑡𝑒𝑒𝑒𝑒 , and 𝜌𝜌𝑡𝑡𝑎𝑎𝑛𝑛𝑒𝑒𝑒𝑒𝑎𝑎𝑡𝑡𝑒𝑒𝑒𝑒  represent the charge densities of the 

total system, surface, and adsorbate, respectively. Charge density difference can be 

projected onto the atomistic models, visualizing chemical bonding. Isosurfaces indicates 

a gain or loss of electrons. For example, Figure 3.7 demonstrates the charge density 

difference for an MoF6 precursor above hydroxylated Al2O3 surfaces where blue and 

yellow isosurfaces indicate a gain and loss of electrons, respectively. Above the 

 

                    

  Al2O3 HfO2 MgO 

 
Non-

hydroxylated Hydroxylated   Non-
hydroxylated Hydroxylated   Non-

hydroxylated Hydroxylated   

Atomic Species Bader Charge Δ Bader Bader Charge Δ Bader Bader Charge Δ Bader 

Mo -2.75 -1.53 1.22 -2.46 -1.94 0.51 -2.44 -2.09 0.35 
F 0.45 0.70 0.25 0.47 0.63 0.16 0.44 0.62 0.18 
F 0.45 0.92 0.46 0.42 0.62 0.20 0.44 0.62 0.18 
F 0.46 0.86 0.40 0.50 0.70 0.19 0.58 0.79 0.21 
F 0.46 0.85 0.39 0.57 0.69 0.12 0.53 0.81 0.28 
F 0.47 0.85 0.39 0.47 0.70 0.23 0.53 0.79 0.26 
F 0.45 0.71 0.25 0.49 0.72 0.24 0.44 0.61 0.17 

Total F 2.75 4.88 2.13 2.93 4.07 1.14 2.95 4.24 1.29 
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hydroxylated surface more chemical bonds form between the precursor and the surface, 

indicating successful ALD deposition.  

 
Figure 3.7. Calculated charge density difference for an MoF6 precursor above a 
hydroxylated Al2O3 surface. Blue and yellow isosurfaces indicate a gain and loss of 

electrons, respectively. 
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Abstract 

We performed first-principles-based methods to study the structural stability, 

electronic and phonon transport properties of lateral transition metal dichalcogenides. 

Specifically, we focused on the interface at the MoS2-WX2 heterostructures, where X= S 

or Se. The structures underwent pseudo uniaxial strain testing for compression and 

tension from 0 – 10% at 2% intervals. The electronic and phonon densities of states were 

calculated at each interval in comparison with the unstrained structure. Computational 

results provide insight into the effect of uniaxial strain on structure, electronic and 

phonon transport processes, causing a crucial impact of use of the materials in electronic 

devices. In addition, combining the calculated force constants with the atomistic Green’s 

function method reveals interfacial thermal transport at the heterostructure and its 

underlying phonon mechanisms.  

4.1 Introduction 

Transition metal dichalcogenides (TMDs) have rapidly emerged in the electronic 

industry due to novel physical properties. Their composition is commonly written as MX2 

(M = transition metal, X = chalcogen), and they can exist as bulk, bilayer, and monolayer 

structures. In a monolayer sheet, two chalcogens sandwich each transition metal atom, 

and the in-plane covalent bonds supply stability while the weak out-of-plane van der 

Waals bonding allows individual sheets to be self-standing1,2. Unlike graphene, many 

two-dimensional (2D) TMDs possess band gaps with high electron mobilities suitable for 

use in semiconducting devices1,3,4 . As the dimensionality decreases, e.g. from bulk MoS2 

to monolayer MoS2, its electronic band gap shifts from an indirect 1.2 eV5 to a direct 1.8 

eV1,6. This finding has been observed in experiments2,7,8 and density functional theory 
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(DFT) calculations9-11. Needless to say, MoS2 is not the only TMD with an increased 

band gap as a monolayer structure3.  

Although single-layer TMDs have been extensively studied, TMD 

heterostructures have been much less explored in spite of their potential for tunable 

properties through combining various materials with different band gaps, electron 

mobilities, and work functions.  Heterostructures can be either lateral or vertical. Lateral 

heterostructures are comprised of two different in-plane MX2 monolayers to form a 

lateral configuration while vertical heterostructures stack two MX2 monolayers in a 

vertical configuration. Unlike the weak van der Waal forces that hold vertical 

heterostructures together, lateral heterostructures have strong in-plane covalent bonds 

along their boundaries that exert significant effects on the transport properties of the 

heterostructure at the interface. Two common lateral heterostructures are MoS2-WS2 and 

MoS2-WSe2, which can be grown through chemical vapor deposition12 (CVD), in which 

heteroepitaxy techniques facilitate the growth mechanics13. resulting in high-quality 

heterostructures with limited defects at the interface14,15. The MoS2-WS2 lateral 

heterostructure forms a straight interface that runs down the zig-zag direction13. Although 

the individual MoS2 and WS2 TMDs are n-type semiconductors16, their lateral 

heterostructure is proven to act as an intrinsic p–n junction where WS2 serves as the p-

side while MoS2 serves as the n-side13,17 and electron-hole recombination can occur13. 

Like MoS2-WS2, the MoS2-WSe2 interface, which has a lattice mismatch of 5 percent, is 

also an ideal p – n junction as its I/V curve demonstrates good rectification character with 

a threshold voltage of about 0.9 V (forward biased)18.  
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Given the increasing importance of TMD-based field effect transistors (FETs) that 

utilize the band-to-band tunneling effect19, the ability to control interfacial properties, 

which include structure, electronic and phonon transport at the interface, can be highly 

advantageous for optimizing their device performance. To tune and control the band gap 

in TMDs, structural modification techniques like doping and alloying have been utilized 

20 and may be analogously employed for heterostructures. The calculated formation 

energies of monolayer MoS2-WS2 indicate a stable structure21, while the composition of 

the heterostructure has been shown to play a role in the band gap energy22. DFT 

calculations have identified a type-II band alignment for both MoS2-WS2 and MoS2-

WSe2
22,23

 which further suggests their potential for optoelectronics applications. Recent 

studies of the strain effects have also revealed how the band gap and band edges change 

under compression and tension. First-principles calculations of monolayer MoS2 

demonstrate a shift from a direct to indirect band gap at 0.3% tension and 1.3% 

compression24. Similar studies have also found that when MoS2 undergoes 1.9% 

compression, the band gap increases by 0.13 eV. Tension uniformly decreases the band 

gap until the band gap vanishes at 9.8% tension and the structure becomes metallic. 

These findings imply that the electrical properties of the MoS2-WS2 lateral 

heterostructure are also sensitive to strain. The transition from type-II to type-I band 

alignment when a 8 percent tensile strain is applied to the WS2-side of the MoS2-WS2 

interface has been predicted using first-principles modeling25. In addition, first-principles 

calculations have also been used to investigate the power conversion efficiency of MoS2-

WS2 lateral heterostructures, and demonstrate a 35% increase at 4% uniaxial strain26.  
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Due to the significant effects of interface and uniaxial strain on the TMD 

heterostructure performance, this paper firstly presents our studies of the electronic and 

interfacial phonon transport properties of MX2-MX2 lateral heterostructures and how 

those properties can be manipulated through uniaxial strain. It then provides detailed 

insight into how the interface of the MX2-MX2 heterostructure plays a key role in the 

phonon scattering mechanisms that dictates thermal boundary conductance and transport 

processes.  

4.2 Methods 

Density functional theory (DFT)-based calculations were used to accurately 

model the ground state of the system. The Vienna Ab initio Simulation Package 

(VASP)27 and Perdew-Burke-Ernzerhof (PBE)28 pseudopotentials were implemented 

with the generalized gradient approximation (GGA) exchange correlation functions. A 

cut-off energy of 400 eV was chosen for the plane waves. The initial screening involved 

88 heterojunctions and was used to identify viable lateral heterostructures.  The structures 

were relaxed until the residual forces were reduced to 0.01 eV/Å while an energy 

convergence of 1x10-7 was achieved. The on-site Coulombic potentials were accounted 

for each transition metal. A Γ-centered 1x9x1 k-point mesh was selected, because both 

MX2 leads were zig-zag terminated, and this was shown to lead to an accurate analysis at 

the band edges29. The long-range effect was also considered with lattice convergence test.  

In order to simulate a monolayer, 20 Å of vacuum was included in the unit cell to avoid 

interlayer interaction. Figure 4.1 shows an atomic structure of lateral MX2-MX2 

heterostructure where the periodicity is applied parallel to the interface in the b direction.  
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Figure 4.1. Atomic structure for lateral MX2-M’X”2 down the c axis (a) and b 

axis (b). Figure (b) also depicts how the distances are measured later in the 
manuscript. The grey and purple atoms correspond to transition metals while 

yellow atoms are chalcogenide. (Color online)  

Our previous studies examined 18 combinations of MX2 structures evaluated 

using a previously developed “criticality score”30,31. This “criticality score” was 

developed to gauge which transition metals could be used in mass production by 

comparing their supply risk, vulnerability to supply restriction, and environmental 

implications31. The lattice constants were determined for the 18 monolayer MX2 

structures. Given that a large difference between the lattice constants of the two MX2 

constituents in a lateral heterostructure would induce defects and strain at the interface, 

resulting in structural instability, it was determined that a lateral heterostructure with a 

difference in individual lattice constants greater than 7% was unsuitable for use in a FET. 

The formation energy of each heterostructure was calculated with the following 

equation: 

 

 
 

 

(a
 

(b
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           𝐸𝐸𝑠𝑠 = 𝐸𝐸𝑒𝑒𝑒𝑒𝑒𝑒𝑡𝑡𝑒𝑒−ℎ𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒 −  𝑛𝑛�𝐸𝐸𝑒𝑒𝑒𝑒𝑒𝑒𝑡𝑡𝑒𝑒−𝑒𝑒𝑒𝑒𝑠𝑠𝑒𝑒� + 𝑚𝑚(𝐸𝐸𝑒𝑒𝑒𝑒𝑒𝑒𝑡𝑡𝑒𝑒−𝑒𝑒𝑖𝑖𝑟𝑟ℎ𝑒𝑒)                           (1) 

The formation energy is equal to difference between the total energy of the 

heterostructure and that of the individual MX2 components. The n and m coefficients 

represent the number of unit cells for each MX2 components. A negative formation 

energy indicates a stable heterostructure, while a positive formation energy suggests an 

energy penalty to form the heterostructure. This effective screening method narrowed the 

list of candidates for energetically favor lateral heterostructures. Using a converged 

supercell size and a denser k-point mesh we then performed density functional 

perturbation theory (DFPT)-based phonon calculations to validate the stabilities of the 

selected heterostructures.  We found that both MoS2-WS2 and MoS2-WSe2 were stable. 

Given that inducing strain on a lateral heterostructure has been shown to alter 

electronic properties25 and that flexible electronic devices constantly undergo 

compression and tension, it is important from a fundamental and technological 

perspective to understand how strain affects the transport properties. In our studies, 

MoS2-WS2 and MoS2-WSe2 heterostructures underwent uniaxial compression and tension 

ranging from 0 to 10% in 2% increments applied perpendicular to the interface. To create 

the strained structure, the relaxed heterojunction structure was simulated. The length 

along the heterostructure was either increased or decreased using the following 

expression: 

                                                        𝜀𝜀 =  𝐿𝐿
′−𝐿𝐿
𝐿𝐿

=  ∆𝐿𝐿
𝐿𝐿

                                               (2) 

where ε refers to strain. L’ is the calculated length of the strained heterostructure 

while L is the original, or relaxed, length of the heterostructure. With a denser k-point 

mesh, we calculated electronic density of states (DoS) and band structure to reveal the 
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effect of strain on the electronic properties. The DFT + U32 scheme was applied with an 

on-site potential of 4.38 eV and 8.0 eV for Mo and W, respectively. Phonon density of 

states calculations were also performed to determine the strain effect on phonon 

scattering, suggesting a change in lattice thermal conductivity. To account for long-range 

effect 1x3x1 supercells were generated for the phonon calculations. Second-order force 

constants were generated using DFPT33. 

The calculated force constants were then used as inputs into the Atomistic 

Green’s Function (AGF) code34, which calculates the phonon transmission function for 

the interface of two materials and the transmission coefficients of individual phonon 

modes. For the phonon transmission function Θ(𝜔𝜔), the system of interest consists of 

three components, including semi-infinite left lead, interfacial region, and semi-infinite 

right lead. Θ(𝜔𝜔) corresponds to the total phonon transmission across the interface region 

and is computed from the AGF and depends on the phonon dispersion of the leads and 

the atomistic structure of the interface. The thermal boundary conductance (TBC) 

𝐺𝐺(𝑇𝑇) can be computed as follows:35 

 

𝐺𝐺(𝑇𝑇) = 1
2𝜋𝜋 ∫ 𝑑𝑑𝝎𝝎ℏ𝝎𝝎𝑎𝑎𝑑𝑑(𝜔𝜔,𝑇𝑇)

𝑎𝑎𝑇𝑇
∞
0 Θ(𝜔𝜔)    (3)  

where N and T are the Bose-Einstein function and the temperature, respectively. 

This method has been implemented to graphene/BN system for validation35.   



55 

 

4.3 Results and Discussion 

4.3.1 Structural Features 

MoS2-WS2 and MoS2-WSe2 heterostructures have been successfully fabricated by 

experiments17,18 and have potential application in flexible electronics36. The calculated 

formation energies of MoS2-WS2 and MoS2-WSe2 are -0.0146 eV/atom and -0.13525 

eV/atom, respectively. Our simulations revealed no significant structural distortion nor 

defect is observed at the interface, agreeing with the sharp interface observed in 

experiment18,37. The difference in lattice constants between individual monolayers MoS2 

and WS2 is only 0.03%, while the MoS2-WSe2 lateral heterostructure has a lattice 

mismatch of 4.06%, which would easily induce a strain at the interface. The various bond 

lengths for MoS2-WS2 and MoS2-WSe2 heterostructures were calculated, and the results 

are summarized in Table 4.1. Comparing the bulk regions of MoS2-WS2 and MoS2-WSe2, 

the Mo-Mo distances are 3.18 Å and 3.19 Å while the W-W distances are 3.18 and 3.31, 

respectively. The distances between chalcogen pairs on the Mo side are smaller than 

those on the W side because the larger Se chalcogen atoms push the W atoms further 

apart from one another. Similarly, the Mo-W distances at the interface of MoS2 – WS2 

are smaller than those at the interface of MoS2-WSe2.  
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Table 4.1 Computed bond lengths in the bulk and interfacial regions of lateral 
MoS2-WS2 and MoS2-WSe2 heterostructures, as well as the isolated MoS2 and WS2 
materials, referred to Figure 1(b). 

 Mo-Mo 

Å 

W-W 

Å 

S-S 

(Mo Side) 
Å 

S /Se-
S/Se  
(W Side) 
Å 

Mo-W  
(Interface) 

Å 

MoS2 – WS2 3.185 3.182 3.125 3.140 3.177 

MoS2 – 
WSe2 

3.189 3.310 3.107 3.374 3.312 

 

MX2 Band Gap 
(eV) 

Band 
Alignment 

M-M (Å) X-X (Å) 

MoS2 1.69 Direct 3.182 3.138 

WS2 1.85 Direct 3.181 3.139 

WSe2 1.58 Direct 3.317 3.355 

 
4.3.2 Electronic Properties 

We induce compression and tension in each heterostructure to examine how 

uniaxial strain affects its electronic properties. The unstrained MoS2-WS2 has a direct 

band gap of 1.644 eV while the unstrained MoS2-WSe2 structure has a direct band gap of 

1.351 eV, potentially advantageous for optoelectronic applications. Both band gaps are 

sensitive to uniaxial strain. Table 4.2 contains a summary of the electronic properties of 

the two heterostructures under tension and compression. Both heterostructures can 

undergo small amounts of compression and tension without significant degradation of 

their performance. The band gap in MoS2-WS2 reaches its maximum (1.736 eV) at 2% 

compression although it is highly sensitive to tensile forces. There is a dramatic drop in 

band gap for MoS2 – WS2 under tension. At 8% tension the band gap decreases by over 
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half of its original value. In contrast, a 10% compression decreases the band gap by only 

10.22%. At all calculated strains, the band alignment of the MoS2-WSe2 lateral 

heterostructure shifts from direct to indirect. For MoS2-WSe2, the band gap variation for 

compression is 0.093 eV, implying that the band gap is relatively stable under 

compressive forces while the band gap variation for tension is 0.586 eV, implying that its 

band gap is more sensitive to tension. For both lateral heterostructures there is a dramatic 

drop in the band gap under tension, as can be seen in Table 2. Unlike the MoS2-WS2 

lateral heterostructure, MoS2-WSe2 can sacrifice 25.24% of its band gap, and briefly 

return to a direct band gap alignment at 6% tension. The band gap will remain direct up 

to 2% compression, and benefits from 9.40% increase in band gap. It can be concluded 

that for both structures increasing amounts tension decreases the band gap while small 

compressive forces can increase the band gap. For device applications compression is 

best suited for band gap refinement for non-optoelectronic devices. The small amounts of 

tension can be applied on the structure without sacrificing its optoelectronic properties 

like band gap alignment.    



58 

 

Table 4.2 Summary on the calculated band gap for the lateral MoS2-WS2 and 
MoS2 – WSe2 heterostructures with tension and compression 

  
  

  
 

      

MoS2 – WS2 

Unstrained Band gap: 1.644 eV (Direct) 

Tension Compression 

Strain 
Percentage 

Eg 
(eV) % Change Type 

Strain 
Percentage 

Eg 
(eV) % Change Type 

2% 1.412 -14.11% Indirect 2% 1.736 5.60% Indirect 

4% 1.192 -27.49% Indirect 4% 1.677 2.01% Indirect 

6% 0.986 -40.02% Indirect 6% 1.617 -1.64% Indirect 

8% 0.794 -51.70% Indirect 8% 1.551 -5.66% Indirect 

10% 0.623 -62.10% Indirect 10% 1.476 -10.22% Indirect 

                

MoS2-WSe2 

Unstrained Band gap: 1.351 eV (Direct) 

Tension Compression 

Strain 
Percentage 

Eg 
(eV) % Change Type 

Strain 
Percentage 

Eg 
(eV) % Change Type 

2% 1.234 -8.66% Indirect 2% 1.468 8.66% Direct 

4% 1.117 -17.32% Indirect 4% 1.478 9.40% Indirect 

6% 1.01 -25.24% Direct 6% 1.433 6.07% Indirect 

8% 0.899 -34.20% Indirect 8% 1.384 2.44% Indirect 

10% 0.736 -45.52% Indirect 10% 1.324 -2.00% Indirect 
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Our band structure calculations further reveal the electronic band alignments with 

the induced strain. Figure 4.2 contains the band alignment and individual atomic 

contributions for the unstrained and strained MoS2-WS2 and MoS2-WSe2 lateral 

heterostructures. For the unstrained MoS2-WS2 heterostructure, a direct band gap is 

observed at the K point. The valence band maximum and conduction band minimum are 

contributed by the W and Mo atoms, respectively. It suggests that the band gap and band 

alignment are dominated by the choice of transition metals rather than chalcogen 

elements. We compare the unstrained band structure with 10% tension and 2% 

compression, which both significantly impact the band alignments. Figure 4.2(a) 

illustrates the drastic change in band structure MoS2-WS2 under 10% tension (red dashed 

curves) plotted against the unstrained heterostructure (black solid curves) as well as the 

individual atomic contributions at the band gaps. The valence bands shift to higher 

energies at the Γ and M points and become the valence band maximum. The Mo, W, and 

S atoms all contribute to the valence band shift, thereby closing the band gap. 

Conversely, the conduction band minimum at the Γ point splits into two new local 

minimums. This shift from a direct band gap to an indirect gap requires phonon 

displacement to excite an electron from the valence band to the conduction band. From 2 

– 10% tension the band alignment remains indirect. Similar to tension, applying 

compression to the material shifts the band alignment from direct to indirect. Figure 

4.2(b) is the band structure of MoS2-WS2 under 2% compression, compared to that of the 

unstrained heterostructure. The valence band of the structure with 2% compression (red 

dashed curves) shifts to the lower energy level, and opens up the band gap. The 

conduction band has a minimum between Γ and M points, which shifts the band gap to 
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indirect. Our computational results suggest that the MoS2-WS2 heterojunction can 

undergo slight compressive forces without sacrificing a large reduction in band gap size, 

but it shifts from direct to indirect. 

Unlike MoS2-WS2, the band structure of MoS2-WSe2 is switched between direct 

and indirect with the induced strain. For the unstrained MoS2-WSe2 heterostructure, a 

direct band gap is observed at the K point, as seen in Figure 4.2. We compare it with 6% 

tension and 4% compression, which both manipulate the transition between direct and 

indirect band gaps. Figure 4.2(c) shows the band structure of the MoS2-WSe2 

heterostructure at 6% tension (red dashed curves) in comparison to that of the unstrained 

band structure (black solid curves). The valence band is controlled by the metal W and 

Mo atoms under tension and towards the Fermi level, i.e. decreasing the band gap. The 

valence band maximum returns to the Γ point resulting in a direct band alignment. Small 

tensile forces can shift the band alignment of MoS2-WSe2 and dominate the overall 

performance if it is used in the flexible electronics. When MoS2-WSe2 induces 

compression its band gap increases and converges at 8% compression. It reaches a 

maximum band gap of 1.478 eV at 4% compression. Although compression increases the 

band gap, the direct band alignment is only maintained until 2% compression. Figure 

4.2(d) is the band structure of MoS2-WSe2 under 4% compression, demonstrating the 

shift from a direct to indirect band gap. The conduction band splits at the Γ point, 

creating a new conduction band minimum. Compressive forces play a large role in the 

conduction band alignment while tensile forces dictate the valence band alignment.  
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(a) 

(b) 
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Figure 4.2. Calculated band structure of the MoS2-WS2 heterostructure 

undergoing (a) 10% tension and (b) 2% compression, in comparison with that of the 
MoS2-WSe2 heterostructure when undergoing (c) 6% tension and (d) 4% 

compression. The solid black line indicates the unstrained heterostructure while the 
dashed red line represents the same structure under strain. 

4.3.3 Phonon Properties  

Phonon calculations could reveal phonon scattering phenomenon and predict the 

lattice thermal conductivity changes of the heterostructures under tension and 

compression. We found that applying either tension or compression to the lateral MoS2-

WS2 heterostructure does not generate negative phonon frequencies, suggesting its 

(c) 

(d) 
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structural stability. Its unstrained structure has a phonon frequency gap of 0.83 THz 

between the acoustic and optical regions, as seen in Figure 4.3(a). Increasing the amounts 

of tension and compression closes the phonon frequency gap, suggesting an increase in 

phonon scattering. The phonon frequencies are projected along the armchair and zigzag 

(i.e. along a and b directions in Figure 4.1, respectively) directions to understand the 

strain effect on the phonon modes. Figure 4.3(a) shows an isotropic feature along the two 

directions of the unstrained structure. The armchair and zigzag directions contribute 

relatively equally to the in-plane phonon DoS. To highlight the effects of strain both 10% 

tension and 10% compression are also plotted. In Figure 4.3(b) the phonon frequencies 

are no longer isotropic. The acoustic and optical modes split at approximately 4 and 9 

THz, respectively. Phonon vibrations along the armchair direction dominate the lower 

frequencies of the acoustic and optical modes. Compressive forces reveal the opposite 

trend. The acoustic and optical modes split around 5 and 11 THz, respectively, and the 

zigzag direction dominates the lower frequencies of the acoustic and optical modes, as 

seen in Figure 4.3(c). We found that strain splits the directionality of the phonon 

contributions, where tensile forces shifts the armchair direction contribution to the lower 

frequencies, while compressive forces shifts the zigzag direction contribution to the lower 

frequencies. In both tension and compression we found that the zigzag direction peak in 

the optical mode remains at 11 THz. The interface is aligned in the armchair direction, 

which explains how sensitive the phonon contributions are along the armchair direction.  
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Figure 4.3. The projected the phonon density of states of the lateral MoS2 – WS2 
heterostructure along the armchair and zigzag direction for the (a) unstrained, (b) 

10% tension, and (c) 10% compression structures.  

 
The lateral MoS2-WSe2 heterostructure is composed of two chalcogens with 

different atomic weights. Figure 4.3-4.4 shows no negative phonon frequencies with 

tension and compression, indicating that MoS2-WSe2 is stable under strain. There is also 

no phonon frequency gap between the acoustic and optical modes, suggesting the higher 

phonon scattering and lower lattice thermal conductivity than those in MoS2-WS2 due to 

atomic weight difference. Projecting the phonon DoS along the armchair and zigzag 

(a) 

(b) (c) 
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directions of the lateral MoS2 – WSe2 heterostructure reveals the effects of the different 

chalcogens. In the unstrained structure (Figure 4.4(a)) the armchair and zigzag directions 

do not contribute as equally to the total phonon DoS due to the atomic weight difference 

of two chalcogen elements. Applying tension creates a sharp peak at approximately 7 

THz, but it does not create any significant further distortion in the phonon density of 

states, as seen in Figure 4.4(b). With compression the phonon DoS has the fewer 

fluctuations, as seen in Figure 4.4(c). One significant change with the induced 

compression is a sharp peak at 12 THz in the highest-frequency of the optical mode.  The 

acoustic mode of the unstrained structure has the armchair direction dominating the 

lowest frequencies. However, under compression zigzag direction switches and 

overpowers the lower frequencies. Clearly, the different atomic weights of the chalcogen 

species play a significant role in the directionality of the phonon DoS, resulting in 

phonon scattering mechanism and lattice thermal conductivity.   
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Figure 4.4. The projected the phonon density of states of the lateral MoS2 – WSe2 
heterostructure along the armchair and zigzag direction for the (a) unstrained, (b) 

10% tension, and (c) 10% compression structures.  

4.3.4 Interfacial Thermal Resistance 

With a phonon frequency gap, MoS2 – WS2 heterostructure is expected to have 

the higher lattice thermal conductivity than MoS2 – WS2, and its interface plays a crucial 

role to control phonon scattering mechanism. We used the extended AGF to investigate 

interfacial phonon transmission and thermal transport at the MoS2-WS2 interface. Figure 

4.5 shows the transmission coefficient spectra for the longitudinal (LA), transverse (TA) 

and flexural (ZA) acoustic phonons at the MoS2-WS2 interface. The different colors 

(a) 

(b) (c) 



67 

 

indicate the transmission coefficient or fraction of energy transmitted across the interface 

by each phonon mode. The gray-shaded points correspond to phonon modes that do not 

impinge on the interface and do not contribute to the interfacial heat flux. Figure 4.5 (a, c 

& e) show the rightward interfacial heat flux contribution from MoS2 phonons while 

Figure 4.5 (b, d &f) show the leftward interfacial heat flux contribution from WS2 

phonons. In general, the phonons with long wavelengths and low frequencies, closing to 

the center of the Brillouin zone, have transmission coefficients of 1, i.e. 100% transmitted 

across the interface. As we move away from the center of the Brillouin zone towards the 

zone boundaries, the phonon have higher frequencies and smaller transmission 

coefficients, i.e. the they become more strongly scattered at the interface. Interestingly, 

for the phonon transmission from the WS2 side, we observe a “critical angle” beyond 

which no transmission is observed. This “critical angle” is akin to that in optics and is 

due to the heavier W atoms, which leads to lower acoustic phonon group velocities in 

WS2. In addition, the transmission coefficients also depend on the frequency alignment of 

phonons with similar polarizations in MoS2 and WS2. As phonon velocities in MoS2 are 

generally higher than those in WS2, we have a wider angular distribution of phonon 

modes that contributes to the heat flux. 

Figure 4.6 shows the total boundary conductance (TBC) as a function of 

temperature. The TBC increases with temperature because of more populated phonon 

modes that contribute to interfacial thermal transport. The acoustic phonons dominate the 

TBC for all temperatures. At 300 K, the contribution from the optical phonons, i.e. the 

difference between the overall and acoustic phonon-dominated TBC curves in Figure 4.6, 

only comprises about 16% of the TBC. Even though the optical phonon contribution is 
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small, it can be a source of discrepancy if not considered in the computation of the TBC, 

specifically at high temperatures. The MoS2-WS2 TBC converges to ~351MWK-1m-2 at 

300K, an order of magnitude smaller than the graphene/h-BN TBC of 2.5 GWK-1m-2.30 

This is the consequence of the lower acoustic phonon velocities in MoS2 and WS2, which 

limit their maximum interfacial heat flux. Although this currently only applies to the 

unstrained MoS2-WS2 interface we plan on extending the code to include the MoS2-WSe2 

heterostructure. The code will also calculate the photo transmission coefficient on the two 

heterostructures at 10% compression and tension to understand how uniaxial strain 

affects the interfacial properties in our future work.  
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Figure 4.5. Phonon transmission coefficients across the MoS2-WS2 interface for 
the ZA (a and b), TA (c and d), and LA (e and f) acoustic phonon modes. The left 
column (a, c, and e) represents MoS2 phonons contributing to leftward interfacial 

heat flux whereas the right column (b, d, and f) represents WS2 phonons 
contributing to rightward interfacial heat flux. 
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Figure 4.6. Thermal boundary conductance (TBC) for MoS2-WS2 lateral 

interface. The dotted black plot represents the total TBC for the system and the 
dotted pink plot represents the TBC contribution from the acoustic phonon modes. 

4.4 Conclusions 

We utilized DFT-based methods to examine a stain effect on the electronic and 

phonon properties of lateral MoS2-WS2 and MoS2-WSe2 heterostructures. They were 

strained from 0 -10% for compression and tension at 2% intervals. The unstrained MoS2-

WS2 heterostructure has an indirect band gap of 1.649 eV. Small compressive forces, 

such as< 4%, slightly increase the band gap while the band gap decreases with the 

compression of > 4%.  Tension also decreases the band gap, but at a much faster rate. The 

unstrained MoS2-WSe2 heterostructure has a direct band gap of 1.316 eV. The 

compressive forces not only increase the band gap size but also switch between direct and 

indirect.  Further studies on the strain effect on the structural stability and phonon 

scattering were conducted using phonon density of states calculations. No imaginary 

phonon frequencies occur for MoS2-WS2 or MoS2-WSe2 heterostructures under 

compression and tension, indicating the structures remain stable.  Increasing the 

compressive forces applied to MoS2-WS2 shifts its acoustic mode to the higher 

frequencies, and minimizes its phonon gap between the acoustic and optical modes, 
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suggesting an increase in the phonon scattering and a decrease in the lattice thermal 

conductivity. Increasing tensile forces achieves the opposite scenario, where the optical 

mode shifts to the lower frequencies. The in-plane phonon contributions can also be 

manipulated through tension and compression. Different types of chalcogenide elements 

in the MoS2-WSe2 heterostructure induce the stronger phonon scattering than that in the 

MoS2-WS2. Increasing both compressive and tensile forces also creates the higher 

frustrations in the phonon modes, leading to an increase in the phonon mean free path. 

The projected phonon DoS highlights the anisotropy of the MoS2 – WSe2 heterostructure, 

derived from the different chalcogen species. Our studies show that the TBC at the MoS2-

WS2 interface is dominated by the acoustic phonons. The optical phonons have a small 

but significant contribution to the TBC at high temperatures. In comparison with the 

graphene/h-BN interface, the calculated TBC of the MoS2-WS2 heterostructure is an 

order of magnitude smaller due to the lower acoustic phonon velocities. This may 

potentially be a source of impediment to efficient heat dissipation in nanoelectronic 

devices with such interfaces. Our studies can guide flexible electronic and photovoltaic 

material and device design.  
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Abstract 

Significant interest in two-dimensional transition metal dichalcogenides has led to 

numerous experimental studies of their synthesis using scalable vapor phase methods, 

such as chemical vapor deposition (CVD) and atomic layer deposition (ALD). ALD 

typically allows lower deposition temperatures, and nucleation of chemical precursors 

requires reactions with surface functional groups. A common first-principles method used 

to study ALD modeling is the calculation of activation energy for a proposed reaction 

pathway. In this work we calculated the partial charge densities, local density of states 

(LDoS), Bader charge analysis, adsorption energies, and charge density difference using 

density functional theory (DFT) to investigate the nucleation of MoF6 on three oxide 

surfaces, including Al2O3, HfO2, and MgO. Our findings indicate that hydroxyl groups 

(OH) help lower the reaction barrier during the first half-cycle of MoF6 and promote the 

chemisorption of a precursor on the oxide substrates. This discovery is supported by the 

formation of highly ionic MFx (M = metal, x = 1, 2, 3) bonds at the oxide surfaces. By 

comparing surfaces with and without hydroxyl groups, we highlight the importance of 

surface chemistry.  

5.1 Introduction 

Due to their atomic structures and unique properties, there has been tremendous 

interest in semiconducting two-dimensional (2D) materials, especially transition metal 

dichalcogenides (TMDs), which have a composition MX2 (M = transition metal, X = 

chalcogen), with a range of band gaps1 and unique properties1-7. An interesting feature of 

certain TMD materials is the shift of electronic bands when transitioning from bulk to 

monolayer1,8. Specifically, monolayer MoS2 becomes a direct band gap semiconductor 
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with a gap of 1.8 eV, whereas its bulk phase has an indirect band gap of 1.3 eV1,8. Due to 

its novel physical and chemical properties, 2D MoS2 has drawn attention for its wide 

range of applications9 such as electrocatalysis10-13, photocatalysis14-17, batteries18-21, 

biological applications22-25, sensors26-31, and electronic devices1,32-35. 

2D-MoS2 has been grown via chemical vapor deposition (CVD), but the high 

substrate temperatures36-38 and lack of self-limiting growth39,40 have prompted further 

investigations into alternative methods, such as atomic layer deposition (ALD). Unlike 

more common CVD techniques, the highly reactive precursor gases for ALD are 

introduced sequentially into the reactor and never mixed simultaneously41. This results in 

two half-reactions created by each precursor species and its respective surface. The 

reactions are limited by the number of available surface sites. Sequential cycling of the 

precursors limits the growth during cycles, and results in precise atomic thickness 

control. In semiconductor device manufacturing, low k dielectric materials are used for 

interconnect or “Back End of the Line” applications. Their low melting temperatures 

restrict the process temperature to around 400 °C42. In CVD of TMDs, the substrate 

temperature is typically much higher than this upper limit, making it impractical for 

integration into semiconductor device fabrication43. However, ALD can operate at a 

much lower temperature making it feasible41. 

A number of studies have reported the ALD processes of TMDs, such as MoS2 

and WS2, using a variety of precursors44-58. Most of these processes yield amorphous as-

deposited films, which can be crystallized upon annealing. One such process uses MoF6 

and H2S to grow amorphous MoS2 at 200 °C52,53. The initial half reaction of this process 

introduces MoF6 to an oxide surface (e.g., atomic layer deposited aluminum oxide, 
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Al2O3). Critically, this first half reaction controls the nucleation of the film, only forming 

a three-atom thick monolayer. Complementary to in situ quartz crystal microbalance 

(QCM) and Fourier transform infrared (FTIR) spectroscopy characterization, density 

functional theory (DFT) calculations can be employed to gain insight into various 

reaction pathways that occur during initial ALD growth59. Specifically, DFT can not only 

explore potential reaction pathways efficiently but also investigate precursor-substrate 

interactions and quantify electron exchange60,61. Here, we report the use of DFT method 

to investigate the electronic interactions of a single MoF6 precursor and three surfaces, 

including Al2O3, HfO2, and MgO. These oxide materials are widely used in the 

semiconducting industry ranging from optical applications62, high-k gate dielectrics63, to 

catalysis64. To simulate the surface reactions, the bulk structures of the substrates were 

cleaved to expose both oxygen and metal atoms in the vacuum. Recent DFT studies on 

ALD have found that hydroxylated SiO2 can facilitate MoS2 growth65,66. Hydroxyl groups 

also facilitate ALD of Si67, Hf68, ZnO69, and more70. Building from this insight, we 

explored nucleation reactions on surfaces without hydroxyl groups (non-hydroxylated) 

and those with hydrogen atoms terminating the oxygen atoms (hydroxylated). The results 

indicated that hydroxyl groups are crucial for the nucleation of MoS2 on these oxide 

surfaces.  

5.2 Methods 

We employed DFT calculations using the Vienna Ab initio Simulation Package 

(VASP)71 and Perdew-Burke-Enzerhof (PBE)72 pseudopotentials with the generalized 

gradient approximation (GGA) exchange correlation functions. Projector-augmented 

wave (PAW) pseudopotentials were used. In order to improve the accuracy of the 
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calculations, a cut-off energy of 400 eV was chosen, and residual forces were reduced to 

0.01 eV/atom. A vacuum greater than 15 Å was introduced to mitigate spurious 

interactions. The surfaces were cleaved from relaxed bulk structures, and supercells were 

generated to increase surface area and underwent another full relaxation. A Γ-centered 

5x5x1 k-point mesh was implemented on all surfaces during geometry optimization. 

Our initial results and cited literature indicated that ALD simulations converged 

within a reasonable timeframe when both metal and O atoms terminated at the surface, 

thus the (110), (100), and (100) surfaces for HfO2 73, MgO74-76, and Al2O3 
77,78 

respectively were cleaved from their bulk counterparts. Dimensions and images of the 

relaxed surfaces were generated using the VESTA79 program, and are provided in 

Appendix A. The potential reactivities of surfaces with and without hydroxyl groups 

were compared by calculating partial charge densities. Next, an MoF6 precursor was 

introduced at least 5 Å above the surfaces and underwent a full geometry optimization. 

To investigate the electronic interactions between precursor and surfaces, local density of 

states (LDoS) was calculated. The rotationally invariant LSDA+U80 on site coulombic 

potentials of 4.38 eV and 4.0 eV were included for the Mo and Hf atoms respectively, 

and a denser 10x10x1 k-point mesh was implemented. To quantify and compare MoF6 

interactions between the hydroxylated and non-hydroxylated surfaces, Bader charge 

analysis was employed. Bader charge analysis quantifies the degree of chemical 

interaction between atoms81, and is a quantitative method that allows us to study the 

effect of hydroxyl groups on precursor decomposition60,61. Finally, the adsorption energy 

of the MoF6 precursor was calculated to determine the degree of physisorption or 

chemisorption. The adsorption energy (𝐸𝐸𝑡𝑡𝑎𝑎𝑛𝑛) was calculated, as follows: 
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𝐸𝐸𝑡𝑡𝑎𝑎𝑛𝑛 = 𝐸𝐸𝑒𝑒𝑒𝑒𝑒𝑒𝑡𝑡𝑒𝑒  𝑛𝑛𝑠𝑠𝑛𝑛𝑒𝑒𝑒𝑒𝑠𝑠 − 𝐸𝐸𝑛𝑛𝑛𝑛𝑒𝑒𝑠𝑠𝑡𝑡𝑒𝑒𝑒𝑒 − 𝐸𝐸𝑀𝑀𝑒𝑒𝐹𝐹6 

where 𝐸𝐸𝑒𝑒𝑒𝑒𝑒𝑒𝑡𝑡𝑒𝑒  𝑛𝑛𝑠𝑠𝑛𝑛𝑒𝑒𝑒𝑒𝑠𝑠  is the total energy of the surface with precursor, 𝐸𝐸𝑛𝑛𝑛𝑛𝑒𝑒𝑠𝑠𝑡𝑡𝑒𝑒𝑒𝑒  is 

the total energy of a surface, and 𝐸𝐸𝑀𝑀𝑒𝑒𝐹𝐹6 is the total energy of a single isolated MoF6 

precursor. 

5.3 Results and Discussion 

5.3.1 Surface Reactivity 

To explore surface reactivities, the partial charge densities of the initial surfaces 

were computed.  In Figure 5.1, the partial charge densities are projected along the a axis 

for the non-hydroxylated Al2O3, HfO2, and MgO substrates. The color scale shows 

charge density integrated for each material from -1 eV to the Fermi energy. This energy 

range examines the edge states of the valence band, where electrons participate in 

chemical bonding. The calculated partial charge densities for the non-hydroxylated 

surfaces demonstrate the chemically stable surfaces. The charge densities are uniform in 

each surface and localized around the lattice atoms of all three substrates. The contour 

lines indicate the regions of equal partial charge densities. Our results suggest that the 

non-hydroxylated surfaces are not highly reactive. They cannot facilitate MoF6 

deposition, because the charge densities are distributed evenly around the atoms. 



82 

 

 
Figure 5.1. A cross section of the partial charge densities projected along the a 
axis for the non-hydroxylated Al2O3, HfO2, and MgO substrates from -1 eV to the 

Fermi energy (color online). 

Adding hydroxyl groups clearly changes the profile of partial charge densities. 

Figure 5.2 plots the partial charge densities along the a axis for the hydroxylated Al2O3, 

HfO2, and MgO substrates from -1 eV to the Fermi energy, where the densities are 

concentrated at the surfaces. The profile at the surface varies across substrates. The 

partial charge densities for hydroxylated Al2O3 substrate is localized in small “pockets” 

close to the O atoms at the surface, and the same phenomenon is observed with the HfO2 

substrate. The electron “pockets” extend to the OH groups, but they are concentrated at 

the terminating Hf atoms. The partial charge densities for MgO contains a uniform 

electron cloud extending across the hydroxyl groups at the surface. Our results highlight 

the importance of the hydroxyl groups, which could redistribute electrons at the surfaces. 
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Hydroxyl groups appear to increase the reactivity of the surface and provide an increase 

in electron density. Furthermore, the electrons become delocalized, which could promote 

the chemical bonding of the MoF6 precursor to the surface. 

 
Figure 5.2. A cross section of the partial charge densities projected along the a 

axis for the hydroxylated Al2O3, HfO2, and MgO substrates from -1 eV to the Fermi 
energy (color online). 

5.3.2 Precursor Adsorption  

To understand the interactions between the non-hydroxylated substrates and the 

precursor, a single MoF6 molecule was introduced into the system and underwent a full 

geometry relaxation. There was no significant structural distortion on any of the surfaces. 

The LDoS was calculated for each substrate to explore bonding characteristics and 

electronic interactions. Figure 5.3 splits the electronic contributions of the surface (in red) 
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and precursor (in blue) for all three non-hydroxylated substrates. The Fermi energy is 

shifted to 0, and negative energy E states below the Fermi energy are primarily occupied 

by the surface. The surfaces do not have overlapping states with the MoF6 precursor at 

the Fermi energy. These findings suggest little electronic interaction between the non-

hydroxylated surfaces and the MoF6 precursor. Physisorption is the dominant surface 

mechanism for the non-hydroxylated surfaces. Later sections will quantify these 

interactions82. 

   
Figure 5.3. The LDoS for the fully relaxed MoF6 above the non-hydroxylated (a) 
Al2O3, (b) HfO2, and (c) MgO substrates. The legend applies to all three substrates. 

The partial charge density calculations suggest that the presence of hydroxyl 

groups enhances the surface reactivity. The LDoS for each hydroxylated substrate with 

the MoF6 precursor is plotted in Figure 5.4, revealing the electronic interactions during 

deposition. We hypothesized that the electron “pockets” above the hydroxylated Al2O3 

and HfO2 substrates in Figure 5.2 would promote chemical reactions. Figure 5.4 (a) and 

(b) show small mid gap states forming below the Fermi energy, and the broadening of the 

LDoS peaks, which indicates hybridization and chemical bond formation82. The 

hydroxylated MgO substrate in Figure 5.4 (c) demonstrates similar behavior, however, 

   

(a) 

 
(b) 

 
(c) 

 



85 

 

the MoF6 precursor creates two small mid gap states, above and below the Fermi energy, 

at -0.5 and 0.5 eV, and the surface also contributes to these mid gap states.  

 
Figure 5.4. The LDoS for the fully relaxed MoF6 above the (a) Al2O3, (b) HfO2, 
and (c) MgO hydroxylated substrates. The legend applies to all three substrates. 

In comparison between Figures 5.3 and 5.4, the LDoS results for the non-

hydroxylated substrates do not show an overlap at the Fermi energy, suggesting no 

chemical interaction. The LDoS results for the hydroxylated substrates demonstrate the 

strong surface-precursor interactions stemming from the formation and overlapping of 

mid gap states. Specifically, Figures 5.4 (a) and (b) indicate that the surface and precursor 

both contribute to the states at and near the Fermi energy and show increased bond 

hybridization, resulting in a strong precursor-surface chemisorption interaction. Figure 

5.4 (c) has fewer overlapping states at the Fermi energy between the surface and 

precursor. Overall, these mid gap states are derived from the precursor, so further 

investigation is needed to quantify the physisorption and chemisorption interactions. The 

LDoS calculations for the non-hydroxylated and hydroxylated substrates reveal two 

important findings. The first is that non-hydroxylated substrates experience physisorption 

 

 

(a) 

 
(b) 

 
(c) 
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with the precursor and little electronic interaction. The second is that the hydroxylated 

surfaces hybridization occurs, leading to chemisorption.   

5.3.3 Electronic Interaction Between Precursor and Surface 

The partial charge densities reveal that hydroxylated substrates have an increased 

surface reactivity and confirm our hypothesis that hydroxyl groups facilitate chemical 

reactions with MoF6. The LDoS results suggest precursor-surface physisorption on the 

non-hydroxylated substrates and precursor-surface chemisorption on the hydroxylated 

substrates. To better quantify the interactions, we employed Bader charge analysis and 

calculated the adsorption energies of the precursor on three surfaces.  Both can serve as 

the methods to discern between physical versus chemical interactions as well as quantify 

the strength of adsorption81. Table 5.1 lists the Bader charge analysis and adsorption 

energies for the non-hydroxylated and hydroxylated substrates with a single  

MoF6 precursor. The Δ Bader is calculated by subtracting the hydroxylated Bader charge 

values by the non-hydroxylated Bader charge values. 
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For complete physisorption we would expect the sum of the Bader charges for the 

six F atoms from the precursor to be equal to the Bader charge of the central metal Mo 

atom. Thus, the Mo atom would distribute its available electrons to the surrounding F 

atoms, and weak van der Waals forces would hold the precursor to the surface. In Table 

5.1, Total F is the sum of the Bader charge for the F atoms from the MoF6 precursor. The 

Bader charge for the metal Mo atom is more negative above the non-hydroxylated 

surfaces than the hydroxylated surface and is equal to the sum Bader charge for the F 

atoms. These results indicate Mo-F bonds in the precursor are stronger than the chemical 

bonds formed between the F atoms and the non-hydroxylated surfaces, suggesting 

physisorption. The opposite trend is observed above the hydroxylated surfaces. The Mo 

atom above the hydroxylated surface has a less negative Bader charge than the non-

hydroxylated surface, and the sum Bader charge for the F atoms also increases. The Mo-F 

bonds become weaker while the F-surface bonds become stronger, suggesting 

chemisorption. We attribute the formation of the F-surface bonds due to the electrons 

contributed by the hydroxylated surfaces. 

Chemisorption occurs with the hydroxylated surfaces, because the Bader charge 

for the F atoms becomes more positive and the metal Mo becomes less negative. To 

further determine the magnitude of chemisorption, we calculated the adsorption energies 

in Table 5.1. The adsorption energy is negative above the non-hydroxylated and 

hydroxylated surfaces, which implies that for all systems the precursor will be adsorbed 

to the surface. However, the adsorption energy varies greatly between the non-

hydroxylated and hydroxylated surfaces. The adsorption energies for the MoF6 precursor 

above the non-hydroxylated surfaces are all less than 0.50 eV/MoF6. This result, coupled 
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with the LDoS in Figure 5.3 and Bader charge in Table 5.1, confirms our hypothesis that 

physisorption is the dominant mechanism on these non-hydroxylated surfaces. 

Conversely, the adsorption energies of the MoF6 precursor above the hydroxylated Al2O3, 

HfO2, and MgO are -9.95 eV/MoF6, -6.42 eV/MoF6, and -20.56 eV/MoF6, respectively. 

We attribute the extremely negative adsorption energy for MoF6 on hydroxylated MgO to 

the H2 gas that forms above the surface as seen in SI 4. These significantly more negative 

adsorption energies, coupled with the hybridization in the LDoS in Figure 5.4 and Bader 

charge analysis in Table 5.1, indicate chemisorption, caused by the changes in the surface 

electronic properties in the presence of hydroxyl groups. 

To map the location and redistribution of the electron densities, the charge density 

difference is plotted in Figure 5.5 for the non-hydroxylated and hydroxylated Al2O3 with 

a single MoF6 precursor. The charge density difference is calculated using the equation 

provided in Appendix A and supplies the residual charge density for the electrons 

contributing upon adsorption. Blue and yellow regions indicate a gain or loss of 

electrons, respectively. Upon the adsorption of MoF6, the non-hydroxylated Al2O3 

reveals an increase in charge density (blue isosurfaces) between the bonds of the Mo-F 

atoms while there is a decrease in charge density (yellow isosurfaces) at the bonds 

between the F atoms and surface (Figure 5.5 (a)). The charge density at the surface 

redistributes around the surface Al atoms, but it does not appear to participate in bonding. 

These findings indicate that the non-hydroxylated surface has a weak interaction with an 

MoF6 precursor, evidencing that physisorption occurs. The hydroxylated Al2O3 surface in 

Figures 5.5 (b) shows a sharp contrast in charge density. Upon the adsorption of MoF6, 

there is a large increase in the charge density between the surface and F atoms (blue 
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isosurfaces) that extends to the metal Mo atom. This drastic increase in the charge density 

suggests the covalent bonding characteristics observed during the ALD process. The 

partial charge density findings are consistent with the HfO2 and MgO substrates, and 

those partial charge density plots can be found in the Appendix A.  

 
Figure 5.5. Charge density difference for the non-hydroxylated (a) and 

hydroxylated (b) Al2O3 with MoF6. The yellow and blue regions indicate a loss and 
gain of electrons, respectively. The plotted charge density difference highlights the 

covalent behavior that forms with hydroxylated surfaces. 

5.4 Discussions 

Our work highlights the importance of hydroxyl groups in consistent with prior 

DFT works65,67-70,83. Hydroxyl groups control the first half-cycle for ALD of MoS2. 

Treated Al2O3, HfO2, and MgO substrates without hydroxyl groups are less reactive and 

do not appear to facilitate deposition. Precursor-surface chemisorption is observed on the 

hydroxylated substrates, but the precursor bonds do not form with the hydroxyl groups. 

Differences between the oxide surfaces could also play an important role in deposition. 

While all three oxides have high melting temperatures and large band gaps the crystal 

structures vary. The highly ionic MgO has a cubic structure where the valence states of 

Mg and O are 2+ and 2- respectively. The Mg and O exchange electrons and form 

inherently strong Mg-O bonds. The addition of hydroxyl groups at the surface could 

 

 

(a) 

 
(b) 
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break these inherently strong bonds and facilitate deposition. The valence state of HfO2 is 

similar to MgO. The valence states of Hf and O are 2+ and 2- respectively, but HfO2 has a 

distinctly different crystal structure. HfO2 has a more complicated bonding structure with 

7-coordinated Hf atom centers. ALD on HfO2 could depend on the surface termination 

due to the number of O atoms, and therefor hydroxyls. The Al2O3 substrate has valence 

states of 3+ and 2- for Al and O respectively, which resulted in a different bonding 

structure. Al2O3 was extremely sensitive to the hydroxyl groups, and two F atoms 

dissociated onto the surface. The 3+ valence state of Al helped form highly ionic AlF3. 

This work is unique because we identify highly ionic MFx-surface bonds during 

the first half cycle of MoF6. We attribute this to an increase in the electron densities 

around the Mo atom of the precursor and the surface O atoms which forms chemical 

bonds. For the MoF6 precursor, a low operation temperature (i.e., or a high hydroxyl 

concentration) could result in the ionic MFx surface bonds that appear to be a driving 

thermodynamic factor and potentially could control nucleation. Ultimately, Mo-O bonds 

are present in experimental growth, and they play an important role forming low 

dimensional MoS2. We propose that the formation of Mo-O bonds is controlled by the 

hydroxyl concentration. Hydroxyl groups and their densities can vary surface reactivity 

and change surface chemistry, leading to a controlling nucleation of ALD. The quality of 

the grown films is dependent on the choice of substrate. Our computational results 

indicate that an area-selective ALD can be achieved through surface chemistry 

modification.   
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5.5 Conclusions 

We present a comprehensive first-principles study of the substrates with and 

without hydroxyl groups for ALD of MoS2 using MoF6 on Al2O3, HfO2, and MgO. DFT-

based methods were used to calculate quantum interactions during the first half-cycle 

with MoF6 in order to gain detailed insight into the nucleation process. We studied the 

precursor and surface interactions by calculating their partial charge densities, LDoS, 

Bader charge analysis, and adsorption energies. The partial charge densities reveal that 

the surfaces become more reactive in the presence of hydroxyl groups. The surface 

composition also affects the partial charge density distribution. The LDoS results 

demonstrate that the non-hydroxylated surfaces have little to no electronic interactions 

with the MoF6 precursor while the hydroxylated surfaces experience some degree of bond 

hybridization. The Bader charge analysis quantitatively demonstrates that the non-

hydroxylated surfaces form a weak interaction with the precursor through physisorption 

while the hydroxylated surfaces strongly interact with the MoF6 precursor through 

chemisorption. Finally, the calculated adsorption energies highlight this difference. 

Substrates without hydroxyl groups have low adsorption energies of -0.45, -0.57, and -

0.07 eV/MoF6 for HfO2, MgO, and Al2O3, respectively. Coupling these low adsorption 

energies with their respective LDoS calculations and Bader charge values, we suggest 

that physisorption is the dominant mechanism on the non-hydroxylated surfaces. 

Conversely, the adsorption energies of the fully hydroxylated surfaces increase to -9.95, -

6.42, and -20.56 eV/MoF6 for Al2O3, HfO2, and MgO, respectively. Coupling their 

respective LDoS calculations, Bader charge values, and adsorption energies with the 

charge density difference figures, we suggest that chemisorption is the dominant 
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mechanism above hydroxylated surfaces. Our study also highlights the importance of 

substrate choice and how different substrates react with the precursor, and indicate the 

potential for area-selective ALD. 
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CHAPTER SIX: UNDERSTANDING ALD-GROWN MOS2 BY COMBINING 

EXPERIMENTAL MEASUREMENTS AND FIRST-PRINCIPLES CALCULATIONS 

In this work, we combine first-principles and experimental methods to investigate 

how the hydroxyl concentration affects atomic layer deposition (ALD) of MoS2 using 

MoF6 and H2S on Al2O3. Density functional theory (DFT) was used to calculate 

adsorption energies, bond lengths, Bader charges, and reaction energy barriers. In 

conjunction, experimental measurements using quartz crystal microbalance (QCM), x-ray 

photoelectron spectroscopy (XPS), and residual gas analysis (RGA) were combined with 

the first-principles methods. The combination of DFT and experiment uncovered that 

hydroxyl groups play an import role during ALD of MoS2 on Al2O3 because they 

promote the formation of highly ionic AlF3. No gaseous byproducts are identified by both 

DFT and experiment during the first half-cycle of MoF6, suggesting a two-part nucleation 

mechanism for MoS2. This work leverages both DFT and experiment to understand and 

explain ALD of MoS2. 

6.1. Introduction 

The nanoscale features and reduced working dimensionality of advanced 

electronic devices are driving factors for new materials and process development in the 

semiconductor industry1.  Two-dimensional (2D) semiconducting materials, such as 

transition metal dichalcogenides (TMDs), are a viable option in new technologies2. For 

example, monolayer MoS2 possesses a direct band gap of 1.8 eV, whereas the bulk phase 

possesses an indirect band gap of 1.3 eV2,3. The reduced dimensionality of MoS2 
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provides novel physical and chemical properties, leading to a wide range of applications4 

such as electrocatalysis5-8, photocatalysis9-12, batteries13-16, biological applications17-20, 

sensors21-26, and electronic devices2,27-30. 2D-MoS2 can be exfoliated24,31-33 or grown at 

the high temperatures using chemical vapor deposition34-38 (CVD), but these methods 

cannot be implemented efficiently in the modern semiconductor industry due to either the 

relatively low yield of exfoliation or operation restrictions resulting from high substrate 

temperatures during CVD. To address these integration issues new processing methods 

such as atomic layer deposition (ALD) are being investigated. 

ALD is a bottom-up growth technique that exploits the volatility of its precursors 

to grow high quality films at the nanoscale at the lower operation temperatures. ALD is a 

subset of CVD, however, unlike CVD the chemical precursors are never introduced 

simultaneously in the reactor39. The ALD reaction is characterized by two half-reactions 

created by the gas phase precursors and their respective surface. The first half-reaction 

occurs when the first precursor is introduced into the chamber and reacts with the bare 

substrate depositing a new thin film. The second half-reaction occurs when the second 

precursor is introduced into the chambers and reacts with the newly deposited film. ALD 

is a self-limiting process, because the gas phase precursors only react once with an 

available surface site resulting in precise atomic layer control39. TMDs such as MoS2 and 

WS2 have been grown via ALD by a wide range of precursors40-54. One specific 

chemistry used to grow amorphous MoS2 is MoF6 and H2S at 200 °C48,49, making this 

chemistry a potential candidate for low-temperature large-scale growth48. In order to form 

2D-MoS2 via ALD each half cycle of MoF6 and H2S must be thoroughly studied. Our 

previous first-principles work has identified the improved reactivity of MoF6 on 
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hydroxylated alumina55, prompting further studies to understand how MoF6 deposition 

can be controlled.  

ALD experiments suggested that hydroxyl groups (OH) could control deposition. 

X-ray photoelectron spectroscopy (XPS) is a surface characterization technique that 

analyzes the chemical composition of thin films. This tool is commonly used to validate 

the purity of ALD films48,49, but has also identified hydroxyl groups on substrates by 

deconvoluting the oxygen peaks. Specifically, XPS has been used for precursor pulses to 

identify a change in hydroxyl concentration during the ALD process56-60. These studies 

indicated that incoming precursor molecules react with the substrate by removing 

hydroxyl groups at the surface. Fourier-transform infrared spectroscopy (FTIR) has been 

also utilized to explore hydroxyl groups on surfaces before deposition and has shown that 

the hydroxyl groups are removed when the first half-cycle of precursors are introduced in 

the chamber, and then replenished after the second half-cycle of precursors during many 

oxide ALD processes61-64. Hydroxyl groups are known to be important for many ALD 

process, and some studies have found links between hydroxyl concentration and film 

quality59,63,65. One reason for the important role of hydroxyl groups during some ALD 

processes is the ligand-exchange reaction mechanism that can occur between the 

precursor and hydroxylated surfaces. Typically, the ligand-exchange process is modeled 

as: 

MXy + |-OH  →  |-MXy-1 + XH, (1) 

where M = inorganic metal, X = ligand, and y = 1, 2, 3…. This mechanism successfully 

depicts a large number of thin film deposition processes; however, many ALD 

chemistries are not well modeled as ligand exchange reactions. If the MoF6 precursor 
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does not undergo a ligand-exchange process, F may remain on the surface and 

subsequently at the interface between the substrate and grown film. F at the interface 

would ultimately impact the properties of the interface and film. Therefore, it is 

imperative to understand the nucleation mechanics during the initial stages for not only 

ALD of MoS2, but also all other chemistries that might not follow the ligand-exchange 

process presented in Eq 1.   

It is not trivial to monitor the ALD process in-situ, making it difficult to capture 

the fundamental phenomena. Density functional theory (DFT) uses first-principles 

methods to model and infer information that is not easily accessible in experiment. DFT 

can determine the possible reaction coordinates and transition states by calculating their 

underlying thermodynamics and energy barriers66-73. The precursor orientations, preferred 

bonding sites, and potential chemistries on a variety of substrates can also be calculated 

using DFT74-91. Our prior work studied the role of hydroxyl groups in the first half-cycle 

deposition of MoS2 on three substrates Al2O3, HfO2, and MgO using an MoF6 

precursor55. We found that hydroxyl groups facilitated chemical bonds forming between 

the surface and MoF6 precursor, and thermodynamically drove the formation of MFx (M 

= Al, Hf, and Mg) compounds. In this work, we present a comprehensive study 

combining computational and experimental work to understand the nucleation process for 

ALD of MoS2. We uncover that there are different nucleation mechanisms during ALD 

of MoS2. In the first half-cycle of MoF6, the precursor dissociates onto the surface, and at 

higher hydroxyl concentrations forms AlF3. The second half-cycle with H2S undergoes a 

ligand-exchange process creating gaseous byproducts. This work highlights how the 

nucleation mechanisms for ALD of MoS2 changes throughout the process. 
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6.2 Methods 

6.2.1 DFT Methods 

We employed DFT calculations using the Vienna Ab initio Simulation Package 

(VASP)92 and Perdew-Burke-Enzerhof (PBE)93 pseudopotentials with the generalized 

gradient approximation (GGA) exchange correlation functions. To accurately 

characterize the system, a cut-off energy of 400 eV was chosen, residual forces were 

reduced to 0.01 eV/atom, and an energy convergence of 1x10-4 was achieved. The 

surfaces were cleaved from a relaxed alumina unit cell, and 2x2x1 supercells were 

created to increase surface area. A Monkhorst pack 5x5x1 k-point mesh was chosen for 

the surface supercells, and a vacuum greater than 15 Å was introduced to mitigate 

spurious interactions. To reduce computational effort, the bottom three layers were frozen 

using selective dynamics, while the top three layers had no restraints. 

The alumina surface supercell in Figure 6.1 serves as a template for creating the 

morphologies with varying hydroxyl concentrations. In this study, a fully hydroxylated 

alumina surface has twelve hydroxyl groups, and those random potential positions are 

denoted with an “X” symbol in Figure 6.1. We investigated the hydroxyl concentration 

between 0-15.35 OH/nm2 to understand the effect of surface chemistry on deposition. 

This hydroxyl concentration range corresponds to 0-12 OH groups per unit cell of the 

Al2O3 surface. For each hydroxyl concentration, three different morphologies were 

generated, where the positions of the hydroxyl groups were randomized to prevent any 

local effects. Only one structure was generated for twelve hydroxyl groups, because the 

surface was fully saturated. A total of thirty-four morphologies were created, and each 

system underwent a full geometry optimization to account for any surface reconstruction. 
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After each surface was relaxed, a single MoF6 or H2S precursor was then introduced at 

least 5 Å above each surface, and another geometry optimization was performed. The 

adsorption energies of the MoF6 and H2S above the alumina surfaces were calculated 

with the following formula: 

𝐸𝐸𝑡𝑡𝑎𝑎𝑛𝑛 = 𝐸𝐸𝑒𝑒𝑒𝑒𝑒𝑒𝑡𝑡𝑒𝑒  𝑛𝑛𝑠𝑠𝑛𝑛𝑒𝑒𝑒𝑒𝑠𝑠 − 𝐸𝐸𝑛𝑛𝑛𝑛𝑒𝑒𝑠𝑠𝑡𝑡𝑒𝑒𝑒𝑒 − 𝐸𝐸𝑝𝑝𝑒𝑒𝑒𝑒𝑒𝑒𝑛𝑛𝑒𝑒𝑛𝑛𝑒𝑒𝑒𝑒          (2) 

The Al-O bond lengths were measured when MoF6 was above the surface. The 

Bader charge analysis94 was calculated to understand charge transfer77,95. The possible 

chemical compounds were analyzed.  

 

 
Figure 6.1. Cross section (a) and top town (b) view of the alumina surface 

supercell where the black “X” denotes one of the twelve possible locations for a 
hydroxyl group. Red atoms represent O while light blue atoms represent Al. (Color 

online)  

Finally, four MoF6 precursors were introduced above a hydroxylated alumina 

surface and the reaction barrier for the H2S half-cycle was calculated. With the hydroxyl 

concentration fixed at 6.4 OH/nm2, our MoF6 precursors were used to match the mass 

 

(a) (b) 
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gain registered with the quartz crystal microbalance (QCM). After geometry 

optimization, the charge density difference (𝜌𝜌𝑎𝑎𝑖𝑖𝑠𝑠𝑠𝑠) was calculated using the following 

equation: 

𝜌𝜌𝑎𝑎𝑖𝑖𝑠𝑠𝑠𝑠 =  𝜌𝜌𝑒𝑒𝑒𝑒𝑒𝑒𝑡𝑡𝑒𝑒  𝑛𝑛𝑠𝑠𝑛𝑛𝑒𝑒𝑒𝑒𝑠𝑠 −  𝜌𝜌𝑛𝑛𝑛𝑛𝑒𝑒𝑠𝑠𝑡𝑡𝑒𝑒𝑒𝑒 −  𝜌𝜌𝑀𝑀𝑒𝑒𝐹𝐹6,               (3) 

where the 𝜌𝜌𝑒𝑒𝑒𝑒𝑒𝑒𝑡𝑡𝑒𝑒  𝑛𝑛𝑠𝑠𝑛𝑛𝑒𝑒𝑒𝑒𝑠𝑠 , 𝜌𝜌𝑛𝑛𝑛𝑛𝑒𝑒𝑠𝑠𝑡𝑡𝑒𝑒𝑒𝑒 , and 𝜌𝜌𝑀𝑀𝑒𝑒𝐹𝐹6  terms are the charge densities of the total 

system, surface, and MoF6 precursors respectively. The 𝜌𝜌𝑎𝑎𝑖𝑖𝑠𝑠𝑠𝑠  provides insight into the 

chemical bonding between the precursors and alumina substrate. After the alumina 

surface was saturated with MoF6 precursors, the 𝜌𝜌𝑎𝑎𝑖𝑖𝑠𝑠𝑠𝑠  was calculated in the presence of a 

single H2S molecule. A geometry optimization was performed, and four reaction 

pathways were found. The lowest energy barrier suggested the most favorable reaction 

pathway for the ALD of MoS2. 

6.2.2 Experimental Methods 

Experimental studies were conducted in a home-built tube furnace ALD reactor. 

The system operated under free flow with a constant flow of high purity N2 to keep a 

steady chamber pressure at ~1.13 Torr. Tube furnace process temperature was held at 200 

°C. MoF6 (Synquest Labratories, Molybdenum Hexafluoride, 99%) and H2S (Sigma 

Aldrich, Hydrogen Sulfide, 99.5%) were used as precursors for both experiments. Both 

precursors were regulated and metered using 200 µm orifices to yield partial pressures of 

~0.1 Torr. 

Hydrogen sulfide dosing on alumina surfaces was monitored in situ using an 

Inficon ALD quartz crystal microbalance (QCM). RC cut crystals with an alloy coating 

(Phillip Technologies) were used in the QCM, which was purged with N2 to prevent 

deposition on the backside of the crystal during experiments. The backside purge N2 flow 
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was adjusted to yield a ~10% increase in the system base pressure. Prior to QCM 

measurements, the reactor temperature was allowed to stabilize for several hours to 

reduce any frequency drift of the crystal. To ensure stable measurements, Al2O3 ALD 

was performed until an optimal mass gain of 40 ng/cyc was achieved for the 

trimethylaluminum (TMA Sigma-Aldrich, 97% purity) and H2O process. Chamber 

pressure was 1.8 Torr and a 200 ºC temperature was maintained during QCM 

measurements. 

For X-ray photoelectron spectroscopy (XPS) studies, an initial deposition was 

performed on SiO2 coupons that were diced into ~1x1 cm. pieces. Prior to deposition, 

coupons were cleaned in a fuming sulfuric dip, rinsed with nanopure water and then N2 

dried. Roughly 10 nm of alumina was deposited onto SiO2 coupons with TMA and water. 

After alumina deposition, a single 60 mTorr MoF6 dose was introduced for surface 

chemical modification investigation. The system then purged with N2 before the 

temperature was ramped down to 30 °C for the sample to cool. A transfer bag filled with 

N2 was used to carry the coupon to the XPS to reduce contamination and excessive 

exposure to atmosphere. XPS measurements were performed with a Physical Electronics 

ESCA 5600 using an Al kα excitation source. Low resolution survey scans of the surface 

were performed initially. Next, high resolution scans of the Mo 3d, Al 2p, F1s, and C1s 

were obtained for chemical analysis and bonding information. Data was analyzed with 

MultiPack 5.1 software, and all spectra were referenced to the C 1s peak (284.8 eV) of 

adventitious carbon. Peak fitting on the high-resolution spectra utilized a Gaussian-

Lorentzian fit with a Sherly background. 
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Byproducts from the reaction of MoF6 with hydroxylated alumina surfaces were 

measured with an ExTorr XT200 residual gas analyzer (RGA). The RGA was connected 

downstream of ALD process tube during sampling to ensure detection of all appropriate 

byproducts. Mass/charge ratios of 18, 20, and 38 amu were monitored and assigned to 

water, HF and F2, respectively. RGA was controlled by ExTorr Vacuum Plus 1.0.40 

software. Prior to RGA measurements, the ALD tube furnace was coated with ~10 nm of 

alumina with a final H2O pulse to form the hydroxylated surface of interest. RGA scans 

were performed during dosing and purging of MoF6 and H2S. MoF6 and H2S exposure 

times were both 1.5 s each followed by 15 s purges. 

6.3 Results  

6.3.1 Comparing between MoF6 and H2S adsorptions 

During the ALD of MoS2 with MoF6 and H2S, MoF6 is typically the first 

precursor introduced into the chamber, but processes could begin with H2S. We 

combined DFT calculations and experimental measurement to assess the interactions of 

the precursors with hydroxylated Al2O3 surfaces. In the DFT calculations, we introduced 

a single MoF6 molecule or a single H2S molecule above alumina surfaces at varying 

hydroxyl concentrations. We then calculated the average adsorption energies of MoF6 

and H2S using Equation (2), which are plotted in Figure 6.2 (a). A positive adsorption 

energy indicates a lack of chemical bonding, suggesting that the precursor will not bond 

to the surface, while a negative adsorption energy indicates chemical bonding, i.e., 

chemisorption. The adsorption energy for H2S is positive at all hydroxyl concentrations, 

thus confirming that H2S is not reactive with a hydroxylated alumina surface. Conversely, 

the adsorption energy for MoF6 above the alumina surface is negative at all hydroxyl 
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concentrations, indicating that MoF6 chemisorbs to the alumina surface. In Figure 6.2 (b), 

three 1.5 second doses of H2S were introduced after a hydroxylated alumina surface had 

been deposited. There was a 15 second purge step in between each dose to allow for 

QCM frequency response. QCM revealed no net mass gain after the subsequent precursor 

exposures. The experimental results validate the DFT prediction, showing no reaction 

between hydroxylated alumina and H2S.  

 
Figure 6.2 Calculated adsorption energies (a) for MoF6 and H2S above 

hydroxylated alumina. A positive adsorption energy indicates a lack of chemical 
bonding, while a negative adsorption energy indicates strong bonds. DFT calculates 
show that H2S does not readily bond to a hydroxylated alumina substrate. To verify 

the DFT predictions the corresponding mass gain (b) from QCM at 200 ºC is 
provided for only the H2S precursor. No net mass gain was recorded indicating a 

lack of H2S deposition on an alumina substrate.  

6.3.2 Surface Morphology 

ALD is a chemically sensitive process, therefore it is imperative to understand if 

surface morphology can control deposition. So far, the majority of DFT studies74-91 on 

ALD have focused on thermodynamic barriers and potential reaction pathways. However, 

the intricacies of the surface-precursor mechanisms remain unknown. To fill this 

knowledge gap, the hydroxyl concentration on alumina supercell surfaces was varied to 

investigate the role of surface chemistry and morphology on ALD nucleation reactions. 
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The measured bond lengths between the Al-O atoms of the alumina substrate provide 

insight into the surface morphology. Changes in bond lengths and electron charge 

localization could also reveal the relationship between surface chemistry and ALD.  

In our study, the bond length between Al and O atoms were measured in three 

different fashions to fully address the role of hydroxyl groups before and after the MoF6 

precursor was introduced. Figure 6.3 is a cross section of an alumina surface, including 

three regions. For a consistent analysis, a central Al atom was chosen as a reference atom 

and the distance to its neighboring O atoms was measured. The surface, intermediate, and 

bulk Al atoms are labeled with a “1”, “2”, and “3” respectively. A configuration for each 

type of Al atom bonding to O atoms is also shown. The average Al-O bond lengths for 

the three regions are measured for all 34 hydroxyl morphologies and tabulated in Tables 

1 and 2.  
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Figure 6.3. Cross section of the alumina surface where the red atoms are O and 
the light blue atoms are Al. The numbers “1”, “2”, and “3” correspond to different 

sections of the surface, including the surface, intermediate, and bulk regions, 
respectively. Examples of the number of bond lengths measured in each region are 

also provided. 

The bond lengths between all three regions varied as a function of hydroxyl 

concentration before and after the MoF6 precursor was introduced, as shown in Table 6.1. 

The Al-O bond lengths are separated into two categories, Al-OH and Al-O. If an Al-O 

bond is terminated with a hydroxyl group, it is denoted as Al-OH. The average Al-O 

bond length was calculated by including both Al-OH and Al-O bonds. Without the MoF6 

precursor, the average surface Al-O bond lengths increased as a function of hydroxyl 

concentration from 1.80 Å (~10% shorter than the bulk Al-O bond length) to 2.19 Å at 

12.79 OH/nm2, and then dropped to 2.07 Å at 15.35 OH/nm2. A similar trend was 

observed after introducing the MoF6 precursor as the average surface Al-O bond length 

increased from 1.82 Å to 2.29 Å at 14.07 OH/nm2, followed by a decrease to 2.07 Å 
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when fully saturated. Without and with the presence of the MoF6 precursor, hydroxyl 

groups stretched the bonds at the surface, resulting in the longer bond lengths. The 

average Al-O bond increased as a function of hydroxyl concentration, suggesting the 

sensitivity of the surface chemistry. We also compared the lengths of the Al-OH and Al-

O bonds. Before adding the precursor, the Al-OH bond length spiked from 1.80 Å to 2.51 

Å at 3.84 OH/nm2, and then gradually decreased to 2.03 Å when the surface was fully 

hydroxylated. When the surface was fully hydroxylated, the Al-OH bonds were slightly 

shorter than the average Al-O bond lengths. A similar trend was observed after 

introducing the MoF6 precursor, where the surface Al-OH bond lengths spiked to 2.47 Å 

at 2.56 OH/nm2, dropped to 2.10 Å at 7.68 OH/nm2, and subsequentially increased again 

to 2.22 Å at 14.07 OH/nm2. Before including the MoF6 molecule, the surface Al-O bonds 

without hydroxyl groups were shorter than Al-OH bonds until 11.51 OH/nm2. The 

difference between Al-OH and Al-O bond lengths could stem from a pseudo steric effect, 

where a high number of hydroxyls leads to a densely packed surface. As hydroxyl 

concentration is greater than 11.51 OH/nm2, surface Al-O bonds without a hydroxyl 

group become the longest and could be the potential surface sites for deposition. Our 

computational results indicate that hydroxyls have a localized structural effect, and later 

sections address how the surface chemistry changes.  
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Table 6.1. The average Al-O bond lengths for the surface region. 

  Before MoF6 Precursor After MoF6 Precursor 

OH 
Concentration 
(OH/nm2) 

     
  

Surface 
Al-O No H 

All 
Surface 
Al-O 

Surface 
Al-OH 

Surface 
Al-O 
No H 

All 
Surface 
Al-O 

Surface 
Al-OH 

0 1.8 1.8 1.8 1.82 1.82 1.82 

1.28 1.83 2.01 1.84 1.85 1.84 1.85 

2.56 1.88 2.01 1.89 1.98 2.47 1.96 

3.84 2.03 2.51 2.08 2.04 2.44 1.99 

5.12 1.97 2.2 1.99 1.96 2.17 1.91 

6.4 2.04 2.3 1.97 2.04 2.25 2.00 

7.68 2.01 2.11 1.98 2.02 2.1 1.99 

8.95 2.05 2.15 2.01 2.1 2.1 2.1 

10.23 2.09 2.15 2.06 2.22 2.29 2.18 

11.51 2.11 2.06 2.14 2.3 2.31 2.29 

12.79 2.19 2.11 2.25 2.25 2.18 2.29 

14.07 2.14 2.05 2.2 2.29 2.22 2.35 

15.35 2.07 2.03 2.11 2.07 2.02 2.12  

 

The average Al-O bond lengths for the intermediate section before and after 

introducing the MoF6 precursor are contained in Table 6.2. Unlike the surface region, 

without and with the presence of the MoF6 precursor, the average intermediate Al-O bond 

length decreased slightly from 1.98 Å without hydroxyl groups to 1.94 Å with a fully 

saturated surface. Before the MoF6 precursor, the intermediate Al-O bonds were longer 

than surface Al-O bonds until 3.84 OH/nm2, which implies that surface chemistry 
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sensitivity does not permeate deeply into the substrate or significantly change the 

bonding structure. This trend was also observed after including the precursor. The bulk 

Al-O bonds are located in the region approximately 3 Å deep into the surface. Finally, we 

found that the presence of the hydroxyl groups did not affect the bulk Al-O bond lengths. 

Our computational results suggest three scenarios: (1) The surface Al-O bond lengths are 

sensitive to hydroxyl concentration, because their lengths change as a function of 

hydroxyl concentration. We believe that this behavior is attributed to the dangling surface 

bonds that are unsatisfied without hydroxyls in the computational model. (2) Surface Al-

OH bond lengths become shorter when compared to the Al-O bonds at higher hydroxyl 

concentrations. We suspect that this could stem from a steric effect or changes in 

electrostatic forces at the surface. (3) Unlike the surface regions, the intermediate and 

bulk regions are unchanged due to the stable 6-fold coordination of the Al atoms.   
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Table 6.2. The bond lengths of the Al-O atoms in the intermediate and bulk 
regions. 

  Before MoF6 Precursor After MoF6 Precursor 
 

All 
Interm
ediate 
Al-O 

  

All 
Intermedi
ate Al-O 

Intermed
iate Al-
OH 

Intermediat
e Al-O No 
H 

 All OH 
Concentration 
(OH/nm2) 

Interme
diate 

Al-OH 

Intermediat
e Al-O No 
H 

0 1.98 1.98 1.98 1.98 1.98 1.98 

1.28 1.98 1.96 1.98 1.99 2.07 1.99 

2.56 1.98 2.01 1.98 1.98 1.98 1.98 

3.84 1.99 1.97 1.99 1.98 2.06 1.97 

5.12 1.98 2.07 1.99 1.98 2.08 1.97 

6.4 1.98 2.06 1.96 1.98 2.14 1.95 

7.68 1.96 2.02 1.95 1.96 2.04 1.95 

8.95 1.96 2.03 1.94 1.97 2.1 1.94 

10.23 1.95 1.99 1.94 1.96 2.05 1.94 

11.51 1.95 2.03 1.93 1.97 2.1 1.93 

12.79 1.95 2.02 1.93 1.98 2.11 1.93 

14.07 1.95 2.01 1.92 1.97 2.07 1.92 

15.35 1.94 1.96 1.93 1.94 2 1.92 

       

  

OH 
Concent
ration All Bulk 

Al-O 
All Bulk 
Al-O 

  

(OH/nm
2) 

  
0 2.02 1.99 

  

  
1.28 1.99 1.99 
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2.56 1.99 1.99 

  

  
3.84 1.98 1.98 

  

  
5.12 1.97 1.98 

  

  
6.4 1.97 1.96 

  

  
7.68 1.96 1.97 

  

  
8.95 1.95 1.96 

  

  
10.23 1.96 1.96 

  

  
11.51 1.96 1.96 

  

  
12.79 1.95 1.95 

  

  
14.07 1.94 1.96 

  

  
15.35 1.96 1.96 

  
 

6.3.3 Bader Charge Analysis 

In order to further analyze the effect of hydroxyl concentration on the surface 

chemistry, we conducted Bader charge calculations75, 93. This method calculates the 

charge associated with an atom according to its Bader partitioning and with respect to the 

valence state of that atom. A positive Bader charge represents an atom accepting valence 

electrons to satisfy its outer orbital shell, while a negative Bader charge indicates an atom 

donating additional valence electrons from its outer orbital shell. For the Al2O3 substrate, 

the Al and O atoms have valence states of 3+ and 2- respectively, implying that Al 

donates valence electrons while O accepts. Therefore, the Bader charge for Al atoms 

should be negative. Figure 6.4 illustrates the sum Bader charge for the surface Al atoms 

as a function of hydroxyl concentration. For the 34 morphologies of interest, there are 8 

Al atoms terminated at the surface, where each Al contains dangling bonds (note, the size 
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of the supercell will change the number of surface Al). The sum Bader charge for the 

surface Al atoms without hydroxyl groups was -19.4 e. As hydroxyl concentration 

increased, the sum Bader charge of the surface Al atoms increased linearly. With 15.35 

OH/nm2 the sum Bader charge of the surface Al atoms was -14.6 e, which demonstrates a 

change in surface electron density and chemistry.  

  
Figure 6.4. The sum Bader charge of the surface Al for all 34 morphologies. At 
each hydroxyl concentration there are sum Bader charge values, corresponding to 

each morphology.  

As the hydroxyl concentration increased the surface Al atoms became more 

electropositive, and the bonds with the surrounding O atoms were weakened. This is 

derived from two factors. The first factor is an increase in the surface Al-O bond lengths. 

The longer surface Al-O bonds weaken the bond strengths. The second factor appears to 

be an accumulation of charge at the surface, which stems from the hydroxyls. Apparently, 

the surface Al atoms prefer to bond with the hydroxyl groups rather than the O atoms at 

the surface. Charge at the surface becomes more localized around the surface Al atoms 
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and their respective hydroxyl groups, providing favorable sites for deposition. As a result, 

the hydroxyl groups weaken surface bonds and facilitates deposition.  

6.3.4 Observed Chemical Compounds 

The relaxed MoF6 precursor above the varying hydroxyl concentrations could 

result in ten different chemical compounds, as listed in Table 6.3. None of our DFT 

calculations demonstrated the ligand-exchange process or created an HF byproduct, 

which is not what we expected. Instead, we observed different nucleation mechanisms 

depending on the hydroxyl concentration.  At lower hydroxyl concentrations, the MoF6 

precursor either remained intact, or dissociated into an MoF4 or MoF5 compound. The F 

atom(s) during dissociation left the precursor and adsorbed onto the surface. The 

dissociated F atom(s) do not break the surface Al-O bonds and were analogous to 

adatoms. As the number of hydroxyl groups increased, the precursor reacted differently 

with the alumina surface. The MoF6 dissociated into a variety of compounds. At these 

higher hydroxyl concentrations, Al atoms were stripped from the surface and disrupted 

the Al-O bonds in order to form AlFx compounds. Above 8.954 OH/nm2 almost all of the 

surfaces contained an AlFx compound.  

We interpret the formation of ionic AlFx compounds as evidence of the hydroxyl 

groups changing the surface chemistry. The Al-O bonds were weakened at the surface, 

leaving the surface Al atoms unsatisfied. As the surface Al atoms became electropositive, 

ionic bonds formed with the electronegative F atoms of the MoF6 precursor. The 

unsatisfied surface Al atoms helped separate the F atoms from the MoF6 precursor to 

form AlFx compounds. We did find the formation of AlF3 at 2.56 OH/nm2, but we 

attribute this to a localized hydroxyl effect. At 15.35 OH/nm2 there were no AlF3 
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compounds, and this could indicate a maximum hydroxyl concentration that hinders 

deposition. This mechanism of forming highly ionic species on the surface appears to 

thermodynamically drive the ALD process for MoF6 rather than the expected ligand-

exchange process. During the first half-cycle of MoF6, dissociation appears to be the 

nucleation mechanism, and the surface hydroxyl concentration will dictate how the 

precursor dissociates. These DFT insights are further supported by RGA and XPS 

measurements, discussed in the next section.  

Table 6.3. Observed chemical compounds as the hydroxyl concentration 
increases. 

OH Concentration  Observed Chemical Compounds 

(OH/nm2) Morphology 1 Morphology 2 Morphology 3 

1.28 MoF6 MoF6 MoF5 

2.56 MoF6 + AlF3 MoF6 MoF5 

3.84 MoF5 MoF4 MoF6 

5.12 MoF4 MoF5 MoF6 

6.40 MoF6 MoF6 MoF6 + AlF 

7.68 MoF3 MoF4 + AlF2 MoF4 

8.95 MoF5 MoF6 MoF5 + AlF 

10.23 MoF5 + AlF3 MoF4 + AlF2 MoF5 + AlF 

11.51 MoF5 + AlF MoF6 MoF4 + AlF 

12.79 MoF5 + AlF3 MoF6 + Al MoF4 + AlF2 

14.07 MoF4 + AlF MoF5 MoF4 

15.35 MoF4 MoF4 MoF4 
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6.3.5 Experimental characterization of MoF6 exposure on alumina 

DFT calculations predict that hydroxyl groups on an alumina surface play an 

important role during the first half-cycle of MoF6. Before introducing the precursor, the 

surface bond lengths change as a function of hydroxyl concentration. After introducing 

the MoF6, the precursor undergoes a dissociation process where the compounds formed 

are dependent on the hydroxyl concentration. To validate that MoF6 does not undergo a 

ligand-exchange process, RGA was performed to capture any potential byproducts during 

three MoF6 and H2S cycles.  

RGA intensities after three MoF6 and H2S cycles give insight to the initial 

reactions with the alumina surface. Figure 6.5 shows the RGA data for the H2O, F2, and 

HF byproduct species with black and red tick marks representing the MoF6 and H2S 

pulses respectively. Following the initial pulse of MoF6, as marked in the plot, a small 

H2O signal was observed, but negligible HF or F2. The H2O signature suggests that 

surface OH groups undergo chemical rearrangement, breaking hydroxyl- aluminum 

bonds, and influencing the MoF6 bonding to the alumina surface. The overall lack of 

byproducts, specifically HF, supports the DFT calculations that during the first half-

cycle, MoF6 dissociates rather than following a ligand-exchange mechanism. It should be 

observed that primary byproducts are not observed until the H2S precursor is introduced 

to the system. The increases in the partial pressures of H2O, HF, and F2 are clearly 

observed during the second half-cycle of the reaction. Thus, the H2S precursor 

experiences a ligand exchange mechanism and creates H2O and HF byproducts.  
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Figure 6.5. Residual gas analysis of first three ALD cycles of MoS2 grown on 

Al2O3 at 200 ºC. There are no significant byproducts created during the first half-
cycle of MoF6, while the second half-cycle of H2S creates water and HF byproducts. 

The results are consistent with DFT calculations. 

RGA confirmed the DFT predictions that the first half-cycle of MoF6 does not 

undergo a ligand-exchange process and no significant gaseous byproducts are created. 

The next step is to confirm the DFT predictions that AlF3 forms during MoF6 

dissociation. XPS analysis taken on both a control and a MoF6-exposed Al2O3 film 

revealed a clear change in surface chemistry after the MoF6 exposure. The low-resolution 

survey spectra are shown in Figure 6.6. This survey displays the difference in elemental 

constituents between an alumina control sample in Figure 6.6(a) and the resulting surface 

spectra after a single MoF6 pulse in Figure 6.6(b). Both spectra contain C 1s peak, which 

we attribute to adventitious carbon. As compared with the control, the emergence of the 

Mo 3p, Mo 3d, as well as F 1s clearly indicate the presence of Mo and F on the surface of 

the sample. High resolution scans of individual elemental peaks F 1s and Al 2p were 
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performed for chemical bonding analysis. Figure 6.7(a) shows the Al 2p region. Slight 

shouldering of the Al 2p peak can be observed, indicating the presence of additional Al 

chemical bonding. Peak fitting allowed the deconvolution of the Al 2p peak, revealing 

AlF3 at 76.3 eV, as shown in green and the expected primary Al2O3 peak at 74.7 eV, 

shown in red. These binding energies are consistent with literature values96 and support 

the DFT findings. Lastly, a high-resolution scan of the F 1s peak was also acquired and is 

shown in Figure 6.7(b). This spectrum shows the primary F 1s peak at 686.5 eV, which 

has been assigned to an AlF3.3H2O bond97. However, this binding energy is also very 

close to the F 1s AlF3 bond at 687.5 eV98,99. In either case, the data support Al-F bonding, 

and the H2O could either reflect a contribution of the hydroxylated surface or H2O 

adsorbed during transfer from the ALD to the XPS. Lastly, there is a secondary peak at 

684.02 eV, which could be due to Mo-F bonding in MoFx species. 

 
Figure 6.6. Low resolution XPS scan for (a) control Al2O3 sample and (b) MoF6 

exposed sample. 

Experimental analysis using both XPS and RGA support the DFT predictions that 

the first half-cycle of MoF6 undergoes a dissociation process. RGA data show that there 
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is little to no gaseous byproduct formation during the first half-cycle of the ALD process. 

Coupled with the Bader charge analysis, it is proposed that the MoF6 dissociates onto the 

surface without creating volatile byproducts. XPS supports this claim by showing both 

Mo and F species remaining on the surface after MoF6 interaction. Lastly, XPS results are 

consistent with the observed DFT chemical compounds by showing the formation of AlF3 

after an alumina surface is exposed to MoF6. These results imply that the OH 

concentration is larger than the 2.5 OH/nm2 limit for Al-F formation, but below the upper 

limit of 15.35 OH/nm2
. Future work will examine how to control the hydroxyl 

concentration in an ALD chamber.  

 
Figure 6.7. High resolution XPS scan of (a) Al 2p and (b) F 1s peak of MoF6 

exposed sample.  
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6.3.6 DFT on fully saturated MoF6 and H2S 

DFT calculations and experimental measurements both indicate the presence of 

ionic Al-F bonds and the lack of gaseous byproducts during the first half-cycle of MoF6. 

Figure 6.8(a) illustrates how the four MoF6 molecules saturate the surface and form a 

variety of bonds, including several AlFx compounds and one Mo-O bond. Again, DFT 

calculations do not support the ligand-exchange mechanism, and the precursors dissociate 

onto the surface. The charge density difference is shown in Figure 6.8(b) where blue and 

yellow isosurfaces indicate a gain or loss of electrons, respectively. The collection of blue 

isosurface below the four MoF6 indicate chemical bonding between the precursors and 

the surface. Al-F and Mo-O bonds form between the precursors and the hydroxylated 

alumina surface, highlighting the variability during the first half-cycle. Hydroxyl groups 

remain on the surface and appear to be relatively unreactive with the precursors. In order 

to understand the initiation of the second half-cycle with H2S, potential reaction pathways 

were investigated.   
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Figure 6.8. Atomic structure (a) of four MoF6 precursors above an alumina 

surface with five hydroxyl groups in the supercell (6.4 OH/cm2), and the 
corresponding charge density difference (b) where blue and yellow isosurfaces 

indicate a gain and loss of electrons respectively.  

So far, in-situ experimental characterization of how S from the H2S precursor 

bonds to the film has been limited. Experimental work suggests that H2S undergoes a 

ligand exchange process unlike the MoF6. To gain computational insights into the second 

half-cycle for ALD of MoS2, DFT calculations were used to determine the reaction 

barriers for ligand-exchange processes for H2S with the MoFx/AlFx surface. Although 

there are numerous potential reaction pathways, this work first compares the reaction 

barriers for two gaseous byproducts: HF and H2O, which were both observed in RGA 

experiments. We aim to understand which byproduct is most likely to form first. The 

following reactions are modelled using DFT: 

MoF6 + H2S  HF + SH + MoF5  HF + MoSHF5 (2) 

MoF6 + H2S  H2O + SH + MoF5  H2O + HF + MoSF5 (3) 

The byproducts could form when the H2S precursor approaches the surface and 

loses one H atom to form an HF from an adsorbed MoF6 precursor. Conversely, the H2S 

could form an H2O by reacting with a surface hydroxyl. The resulting HS molecule could 

 

(a) (b) 
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then bond to the metal Mo at the top of the precursor or at the precursor/substrate 

interface. For these reasons four potential reaction pathways were calculated, as shown in 

Figure 6.9, to understand the formation of a Mo-S bond and its gaseous byproducts. 

Figure 6.9 also demonstrates the relative locations on the surface where the reactions 

occur. Figure 6.10 then demonstrates the reaction barriers calculated in this work, which 

are numbered from smallest to largest reaction barriers.  

 
Figure 6.9. Four reactions pathways for the ligand-exchange mechanism for H2S 
on MoFx/AlFx surfaces studied in this work. For clarity, this image does not show 

the actual orientations and concentration of MoF6 precursors and should be used as 
a schematic. Mo(purple), F(green), S(yellow), H(white), O(red), and Al(teal) atoms.  

First, we examined the reaction barriers for forming HF as a byproduct. The F 

could come from several portions of the MoF6 precursor, but we investigated F from the 

“top” of the precursor (1) and at the interface between the precursor and the alumina 

substrate (2). The energy barriers to first create an HF byproduct was 0.65 eV (1) and 

1.65 eV (2), however, where the F dissociated from the MoF6 played an important role. 

 

 

  

  

(1) 

(2) 

(3) 

(4) 



127 

 

When the F atom is pinned between the precursor and the surface the energy barrier 

increased to 1.65 eV. This barrier is larger when compared to the barrier of dissociating 

the F atom from the “top” of the precursor in pathway (1). The larger dissociation energy 

is expected due to the strong ionic Al-F bonds we identified in previous sections. The 

next step in the reaction was forming the Mo-S bond from the ensuing SH species. For 

both pathways (1) and (2) there is a negative energy for forming the Mo-S bond, which 

indicated a thermodynamically driven process. Interestingly, the location of the Mo-S 

bond did not play a significant role in the thermodynamics of the reaction. The Mo-S 

bond can form at the “top” of the precursor (1) or at the precursor-substrate interface (2) 

at relatively similar energies, as seen in Figure 6.10. However, the energy penalty for 

dissociating an F atom from the precursor-substrate interface to form the HF byproduct is 

too large. Therefore, our calculations indicated reaction pathway (1) will most likely 

occur when HF is the first byproduct. 

The RGA data also indicated that H2O is a byproduct, so the next step in the 

calculations was to determine that energy barriers for pathways (3) and (4) in Figure 6.9. 

Here, an H2O molecule formed before the HF byproduct. We wanted to know if the H2O 

readily forms first in the reaction. In Figure 6.10, the reaction barrier for forming an H2O 

byproduct was 1.46 eV, which is much higher than initially forming an HF byproduct. 

Furthermore, there was ensuing reaction barrier for forming an HF byproduct. Forming 

an HF byproduct required more energy depending on the location of the F (0.84 eV and 

1.67 eV). Again, when the F is pinned between the dissociated MoF6 precursor and the 

surface (4) the energy penalty is larger. The total reaction barrier for forming an H2O 

molecule and HF molecule was 2.3 eV for pathway (3) and 3.13 eV for pathway (4). 



128 

 

Finally, forming an Mo-S bond was calculated. There was a negative energy for forming 

an Mo-S bond which again, indicated a favorable reaction. The reaction barriers 

calculated in Figure 6.10 are important, because they provide insight into the possible 

reaction pathways and model the ligand exchange process for H2S.  

 
Figure 6.10. Calculated energy barriers for the ligand-exchange mechanism for 

H2S. Four potential reaction pathways were calculated, and the formation energies 
for H2O and HF byproducts were calculated. DFT calculations suggest the smallest 

reaction barrier for these four mechanisms is pathway (1). 

6.4 Discussion  

DFT calculations and experimental measurements indicate that during the first 

half-cycle, MoF6 must be introduced first for ALD of MoS2. Subsequently, during the 

first half-cycle of MoF6 precursor, no HF byproducts are formed. The MoF6 precursor 

dissociates during the first half-cycle and does not undergo a ligand-exchange 
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mechanism. The surface hydroxyl concentration can facilitate the formation of ionic AlFx 

compounds. During the precursor-substrate interaction, AlFx compounds are 

thermodynamically favorable to drive the reaction. Hydroxyl groups may catalyze this 

process because they perturb the surface chemistry and facilitate the reaction. This result 

agrees with our previous study55 that compared a non-hydroxylated and fully 

hydroxylated surface. Hydroxyls serve an important role during deposition because they 

appear to alter how the MoF6 precursor dissociates. RGA confirmed the lack of 

byproducts during the first half-cycle, and XPS measurements identified Al-F bonds 

were. The nucleation mechanism for H2S is different than MoF6. During the second half-

cycle for ALD of MoS2 the H2S precursor forms water and HF as byproducts, which is 

expected in a ligand-exchange mechanism. DFT calculated the reaction barriers for this 

ligand-exchange mechanism and revealed a small energy penalty to form an HF 

byproduct. Once the HF byproduct is created forming the Mo-S bond is favorable. This 

work reveals the first full cycle for ALD of MoS2 has two distinct nucleation 

mechanisms. First, a dissociation process for MoF6, and a ligand-exchange mechanism 

for H2S.  

6.5 Conclusion 

We have applied first-principles methods and experimental measurements to 

study the role that hydroxyl groups on an alumina surface play during the first half-cycle 

of MoF6. The hydroxyl concentration varies from 0 to15.35 OH/nm2. The surface Al-O 

bond lengths are sensitive to the varying hydroxyl concentrations without and with the 

presence of the MoF6 molecule. However, this behavior is not observed in the 

intermediate or bulk region of the substrate. The Bader charge analysis reveals that 
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hydroxyl groups change the surface chemistry by manipulating the surface Al atoms to be 

more electropositive, resulting in ionic AlFx compounds on the surface. Experimental 

RGA confirms the DFT prediction that using MoF6 as a precursor on alumina substrates 

undergoes a dissociation process. A high-resolution XPS scan after the first half-cycle of 

MoF6 on alumina revealed ionic AlFx surface species in agreement with DFT findings. 

This work not only suggests that surface chemistry could be controlled via hydroxyl 

groups, but also demonstrated different dissociation pathways for MoF6 depending on 

hydroxyl concentration. Manipulating the surface chemistry through hydroxyl 

concentration needs to be further investigated. The ligand-exchange mechanism is 

observed for the second half-cycle, which highlights the complex chemical reactions that 

occur during the nucleation of MoS2.  

We believe that this precursor/substrate combination is not the only ALD 

chemistry that exhibits multiple types of nucleation mechanisms. Inorganic metallic 

complexes similar to MoF6 might also undergo a dissociation step during the first half-

cycle. The next work should include a detailed investigation during the growth regime for 

ALD of MoS2. In this work, it is not initially clear if MoF6 will shift from a dissociation 

process to ligand-exchange mechanism. We suspect that during bulk growth of ALD the 

MoF6 precursor could form HF byproducts. In conclusion, our work provides additional 

insight in the ALD of MoS2 using MoF6 and H2S as precursors.  
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CHAPTER SEVEN: SUPPLEMENTARY/SECONDARY WORK 

This chapter includes several works I lead or contributed to during my PhD 

studies. Although most of these studies do not directly relate or contribute to the ALD 

research, I believe they provide an important illustration on my technical approach on 

how to leverage DFT. This chapter is structured as follows: Title of the publication, a 

quick executive summary and broader impact of the work, and finally my personal 

contributions to the work. Permissions from each journal have been obtained to 

reproduce any images.  
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7.1.1. Executive Summary 

Based on the experimentally determined framework structure of porous MnO2 

octahedral molecular sieve (OMS)-5, we used density functional theory-based 

calculations to evaluate the effect of Na+ cation on pore dimensionality and structural 

stability, and the interaction between CO2 and OMS-5. We quantified the formation 

energy of one CO2/unit tunnel and two CO2/unit tunnel and projected the electronic 

density of states on the OMS-5 framework, CO2 molecules, and Na+ cations to reveal 

their individual contributions and bonding nature. Partial charge densities were also 

calculated to investigate CO2 adsorption behavior in the OMS-5. Our studies predict the 

initial stage and driving force for the adsorption of CO2 in the OMS-5, guiding the OMS 

material design for carbon capture and storage applications. 

7.1.2. Personal Contributions 

DFT was implemented to determine the effect of Na+ cation concentration on 

OMS-5. Three scenarios, including without Na+, low concentrations of Na+, and high 

concentrations of Na+, were studied. The chemical formulas are Mn96O192, Mn96O192Na4, 

and Mn96O192Na8 respectively. We found that incorporating Na+ could increase the pore 

size therefore improving the ability for uptake and release CO2 with a small energy 

penalty. Formation energies for Na+ were calculated, and pore dimensions were 

measured. The lattice dimensions of OMS-5 demonstrate very minor changes in length. 

The pore volumes decrease slightly by 0.3% and 0.7% with the incorporation of low and 

high concentrations of Na+, respectively.  

CO2 molecules were next introduced into the pores of OMS-5 to understand the 

effect of Na+ concentration on CO2 adsorption. Three different CO2 adsorption 
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mechanisms were investigated at the three different Na+ concentrations. First, a single 

CO2 molecule was placed in each pore. Second, two CO2 molecules were placed in each 

pore in a linear fashion and referred as “Head-to-Head”. Third, two CO2 molecules in 

each pore were stacked with one another, referred as “Stacking”. Figure 7.1 demonstrates 

the “Head-to-Head” and “Stacking” orientations. The formation energies for CO2, local 

density of states (LDoS), and partial charge densities were calculated for all types of CO2 

orientations.  

 
Figure 7.1 Two different CO2 orientations: (a) head-to-head and (b) stacking in a 
single OMS-5 pore. Purple, red, yellow, and black spheres represent Mn, O, Na, and 

C, respectively. 

Formation energies for CO2 are analogous to the strength of the CO2 bond to the 

OMS-5 structure and are tabulated in Table 7.1. As the formation energy becomes more 

negative the strength of the bond increases. The formation energies for all CO2 

orientations are negative at all Na+ concentrations, indicating that CO2 adsorption is 

 

  

a) 

b) 
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energetically favorable. However, the strength of CO2 adsorption varies across the Na+ 

concentrations and CO2 orientations. Generally, the bond between the CO2 and OMS-5 

framework decreases as the number of CO2 molecules increases. This implies that OMS-

5 can uptake a fixed amount of CO2 molecules until a “saturation limit” is reached. The 

low concentration of Na+ provides the strongest bonds between the CO2 molecules and 

OMS-5 framework. The high concentration of Na+ reduces CO2 adsorption due to spatial 

confinement. We also found that the “Head-to-Head” orientation is energetically more 

favorable than the “Stacking” orientation. 

Table 7.1. The calculated formations energies of Na+ and CO2 in OMS-5 

 
Formation Energy of Na+ (eV/Na+) 

Scenario II: Mn96O192Na4 -2.10 

Scenario III: Mn96O192Na8 0.44 

    

 
Formation Energy of CO2 (eV/CO2) 

Scenario II: Mn96O192Na4 + 4CO2 -1.01 

Scenario II: Mn96O192Na4 + 8CO2 "Head-to-Head" -1.31 

Scenario II: Mn96O192Na4 + 8CO2 "Stacking" -1.19 

Scenario III: Mn96O192Na8 + 4CO2 -1.01 

Scenario III: Mn96O192Na8 + 8CO2 "Head-to-Head" -1.14 

Scenario III: Mn96O192Na8 + 8CO2 "Stacking" -0.78 

 

Partial charge densities were calculated to demonstrate the electronic interactions 

between the CO2 and OMS-5 framework. Figure 7.2 shows that charge densities are 

localized throughout the OMS-5 framework and at the CO2 molecules, but not between 
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the bonds of CO2 and OMS-5. CO2 does not chemically bond to OMS-5 and is held in 

place by weaker van der Waals bonds.  

 
Figure 7.2. The calculated partial charge densities for OMS-5 with two different 

CO2 orientations. Red indicates an increased partial charge density while blue 
indicates a lack partial charge density. 
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7.2.1. Executive Summary 

We collaborated with NIST on the Ni-based flexible metal organic frameworks 

(MOF) (Ni(L)[Ni(CN)4]n where L = 1,4-Bis(4-pyridyl) benzene), or more simply, Ni-

dpbz. Similar to the OMS systems (see section 7.1), Ni-dpbz has an ability to capture 

CO2 due to a semiporous network of ligands. Incorporating Ni creates two different types 

of bonding configurations between the Ni and the organic framework. The 5-fold and 6-

fold Ni-N bonds occupy different states in the valence and conduction bands. We found 

that conduction occurs through the 6-fold Ni-N coordination and this is where CO2 

adsorption is most likely to occur. 

7.2.2. Personal Contributions 

VASP calculations were implemented to understand the electronic structure for 

Ni-N bonding configurations. The LDoS in Figure 7.3 was calculated to understand the 

differences between the 5-fold and 6-fold Ni-N coordination. The blue 5-fold Ni-N 

coordination occupies states in the valence band. In comparison, the 6-fold Ni-N 

coordination in red contains states in both the valence and conduction bands. This 

indicates that electron conduction occurs on the 6-fold Ni-N coordination, due to the lack 

of states in the conduction band from the 5-fold Ni-N coordination. 
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Figure 7.3. The calculated Local Density of States (LDoS) for the 5-fold and 6-

fold N-Ni coordination. 
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7.3. Metal Organic Framework (MOF) {[Ni(dpbz)][Ni(CN)4]}n, dpbz = 1,4-bis(4-

pyridyl)benzene 

 

Electronic structure, pore size distribution, and sorption characterization of an 

unusual MOF, {[Ni(dpbz)][Ni(CN)4]}n, dpbz = 1,4-bis(4-pyridyl)benzene 

 

Winnie Wong-Nga, Izaak Williamsonb, Matthew Lawsonb, Daniel W. Siderusa, 

Jeffrey T. Culpc,d, Yu-S. Chen5, and Lan Lib 

 

aMaterials Measurement Science Division, National Institute of Standards and 

Technology,  

Gaithersburg, Maryland 20899, USA 

bDepartment of Materials Science and Engineering, Boise State University,  

Boise, Idaho 83725, USA 

cNational Energy Technology Laboratory, Department of Energy,  

P.O. Box 10940, Pittsburgh, Pennsylvania 15236, USA 

dAECOM, Pittsburgh, Pennsylvania 15236, USA 

eChemMatCARS, University of Chicago,  

Argonne, Illinois 60439, USA 

 

Reproduced from Journal of Applied Physics, 123, 245105, (2018) with 

permission of AIP Publishing  
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7.3.1. Executive Summary 

Metal organic frameworks (MOFs) provide a feasible solution to carbon capture 

and storage due to the pore structure and unique chemical makeup. MOFs offer a precise 

control of the functionality, pore size, flexibility, and length, leading to a large range of 

potentially synthesizable materials. {[Ni(1,4-bis(4-pyridyl)benzene)][Ni(CN)4]}n, or Ni-

dpbz, was synthesized for its potential application in carbon capture. The dpbz ligands 

create two unique Ni sites that result in a 5-fold and 6-fold symmetry. In this work we 

refer to the 5-fold and 6-fold symmetry as Ni1 and Ni2, respectively. These two different 

forms of Ni symmetry could play an important role in the capture of CO2 molecules. 

Therefore, DFT calculations were conducted to study different bonding characteristics 

between the 5-fold and 6-fold Ni atoms. 

7.3.2. Personal Contributions 

VASP was implemented to understand different electronic configurations of the 

5-fold and 6-fold Ni. Figure 7.3 contains the calculated partial charge densities for the 

valence and conduction band edges, respectively, providing information on where 

electrons/charge would congregate during electron excitement. There are available states 

at the conduction band edge of Ni1 which is where electron conduction which would take 

place. The lack of available states on Ni2 suggest a stronger chemical bond forming 

around Ni2. Further analysis from the LDoS and charge transfer measurements supported 

this prediction through demonstrating that Ni1 has the stronger ionic bonds than Ni2. 
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Figure 7.3. The calculated partial charge densities for the valence (a) and 

conduction (b) band edges of metal organic framework. Green, blue, grey, yellow, 
and red spheres represent Ni, N, C, S, and O, respectively. 
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7.4. Dopant Effect on 2D Transition Metal Dichalcogenides (TMDs) 
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7.4.1 Executive Summary 

As mentioned in this dissertation there is significant interest in using TMDs in 

semiconducting manufacturing. Specifically, engineers and scientists have examined how 

to tailor TMD properties through doping. This could achieve desired materials properties 

at 2D, leading to massive applications. This work examined the effects of metal site 

dopants on the structural, electrical, and optical properties of 2D MoX2 and WX2 (X = S, 

Se, and Te) films. Six different transition metals (Mo, Ni, Sc, Ti, V, and W) were chosen, 

and DFT-based energetic, electronic and optical calculations were performed. The 

structural distortion was measured by calculating the X-X bond lengths and X-M-X bond 

angles (where X = chalcogen and M = transition metal). The binding energies were 

subsequently calculated to quantify the stability of the 2D film. The band gaps, formation 

energies, and phonon interactions were calculated and categorized. We found that using 

heavier chalcogenides decreases the stability of the films. Additionally, atomic stability is 

greater when not using Ni as the substitutional dopant.  

7.4.2. Personal Contributions 

Electronic structure for each metal site-doped TMD was calculated. We found 

that the larger size of the chalcogenide decreases the band gap. Furthermore, when doped 

with 2.083% transition metal most films would become metallic, as seen in Figure 7.4, 

indicating that 2D MoX2 and WX2 possess band gaps very sensitive to metallic site 

substitution. This significant change in electrical band gap plays an important role in the 

optical properties of the film. The optical conductivities of the films were also calculated. 

DFT calculations revealed an improvement in the photosensitivity and photoresponsivity 

of the films, stemming from the metallic behavior of the bandgap. In conclusion, DFT 
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calculations highlighted the sensitivity of 2D MoX2 and WX2 (X = S, Se, and Te) films to 

metal site dopants. 

 
Figure 7.4. Calculated LDoS for doped MoX2 and WX2 thin films. 
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7.5. TiO2 Nanotubes 
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7.5.1. Executive Summary 

As the global demand for energy continues to rise at impressive rates, substantial 

work has been done for energy storage. Batteries are rapidly becoming the new forefront 

for materials science in an effort to keep pace with global energy demands. The 

electrochemistry that drives batteries is comprised of four parts: the anode, cathode, 

electrode, and electrolyte. These four components are each separate materials which 

results in a high amount of design variability. One of those facets are anodes made of 

titanium dioxide (TiO2). Lithium-based batteries pose a variety of safety concerns, while 

TiO2 is a cheap, abundant, and possesses a comparable energy capacity to that of 

graphite. Initial work showed that different processing treatments could create point 

defects that alter the electrical transport properties of TiO2. TiO2 anodes were treated in 

the following atmospheres: O2, Ar, N2, and water vapor. These atmospheres could create 

either Ti or O vacancies. DFT was implemented to calculate how small vacancy 

concentrations change the electrical properties of TiO2. 

7.5.2. Personal Contributions 

The first step in the DFT calculations was to construct atomistic models of the 

TiO2 pristine anode, with a O vacancy, and with an Ti vacancy. The crystal lattice was 

calculated and compared with experimental measurements to validate the DFT models. 

The bandgap of the pristine anatase TiO2 was calculated to be 3.2 eV in agreement with 

literature. Bandgaps of the O and Ti vacancies were subsequently calculated to 

understand the effect of the point defects. The presence of an O vacancy shifts the 

conduction band and creates mid gap states, altering electron conduction. This does not 

occur with the Ti vacancy. The presence of a Ti vacancy shifts the Fermi energy into the 
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valance band, resulting in p-type semiconducting behavior. Partial charge densities were 

also calculated, as shown in Figure 7.5. The partial charge densities of conduction and 

valence band edges indicated a change in electron conduction depending on the type of 

vacancy. O vacancies improve electron conduction in the TiO2 lattice while Ti vacancies 

hinder electrical conductivity. TiO2 anodes were subsequently synthesized and supported 

our DFT predictions about the improvement of electrical conductivity with O vacancies. 

 
Figure 7.5. Partial charge calculations for (a) and (d) pristine anatase TiO2, (b) 

and (e) anatase TiO2 with O vacancy, (c) and (f) anatase TiO2 with Ti vacancy. 
Images a-c are the valence band models, d-f are the conduction band models. 
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7.6.1. Executive Summary 

Few-layer ALD of MoS2 using MoF6 and H2S precursors was grown on oxide 

substrates. This work was the first study that demonstrated controllable few-layer growth 

of MoS2 using MoF6 and H2S using a variety of experimental measurements. The growth 

mechanisms were subsequently studied to understand how few-layer growth was 

achievable. The number of ALD cycles was finely tuned to achieve 1, 2, and 3 layer 

MoS2 growth. Due to the novel nature of the experiment atomic information was 

necessary to interpret the deposition process. Potential bonding mechanisms for MoF6 

molecules on an alumina substrate were studied using DFT. 

7.6.2. Personal Contributions 

Three MoF6 precursors were introduced above a hydroxylated Al2O3 surface, and 

underwent a full geometry optimization using DFT. The residual charge densities were 

subsequently calculated, and both the geometry optimization and residual charge density 

are presented in Figure 7.6. We found that when multiple precursors begin to reach the 

surface, there is a cascading reaction. The introduction of a third MoF6 precursor could 

help create a bridged Mo-O bond for precursor number 2, as shown in Figure 7.6. This 

prediction agrees well with FTIR data. The residual charge density difference 

demonstrates a gain or loss of electrons through blue and yellow isosurfaces, 

respectively. Charge congregates between Al-F surface bonds, as well as between the 

precursors, indicating that in-plane covalency occurs as the precursor concentration 

increases.  
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Figure 7.6. Image of (a) the relaxed structure and (b) charge density difference of 
an alumina surface with three MoF6 precursors. The MoF6 precursors are number 

1, 2, and 3 to help distinguish how each reacts with the surface. Blue and yellow 
isosurfaces indicate a gain or loss of electrons, respectively. 
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CHAPTER EIGHT: CONCLUSION 

The research goal of this dissertation is to implement first-principles methods to 

understand the nucleation of thin films by ALD, which poses a challenge in in-situ 

measurements. Computational efforts address the factors that control nucleation, and 

emphasize the complexity of ALD. A combination of DFT-based calculations and 

experimental measurements validate the predictions and provide detailed insight into the 

nucleation mechanism of ALD. This dissertation validates the hypothesis that surface 

chemistry and morphology are important factors that can control the nucleation 

mechanism during the ALD of thin films used in electronic devices. In addition, surface 

chemistry and morphology can be manipulated by hydroxyl groups, and the MoF6 and 

H2S precursors undergo different nucleation mechanisms during ALD of MoS2.     

Chapter one serves as an introduction to what thin films are and why 

miniaturization is directly linked the global economy. This chapter identifies several key 

advantages of ALD for thin films and why ALD is a rapidly growing field. Thus, 

research such as this dissertation can provide valuable insight into atomic-scale processes 

that cannot be studied in-situ. The four main objectives are outlined and the 

methodologies for achieving each objective is discussed. 

Chapter two examines the up-to-date history of MoS2, the advantageous 

properties it possesses, and why reducing the dimensionality is of great research interest. 

This chapter also examines various methods for depositing 2D-MoS2, such as exfoliation 

and CVD, and the drawbacks of those methods. Thus, ALD is a viable alternative, and 
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this chapter provides detail on the ALD process. Various experimental and computational 

methods to examine and understand ALD are explained while the major knowledge gaps 

are addressed. Specifically, it is critical to understand how surface chemistry and 

morphology can be manipulated to form free standing 2D-MoS2. Various bonds formed 

between the MoF6 precursor and surface need to be studies in order to interpret 

experimental measurements. Furthermore, it remains unclear on how S from the H2S 

precursor is deposited. These knowledge gaps can be addressed using DFT-based 

methods.    

Chapter three explains the fundamental physics used in the first-principles 

calculations, and various methods implemented in this dissertation. This chapter 

demonstrates how DFT calculations use several assumptions and approximations to 

simplify the calculations of ground states and properties of materials. DFT-based 

methods such as the DoS, partial charge densities, Bader charge analysis, and charge 

density difference are all used in conjunction to understand the nucleation mechanism of 

MoS2 during ALD in this research.  

Chapter four investigates the electrical and thermal transport properties of lateral 

TMDs. This chapter focuses on the interface at MoS2-WX2 heterostructures where X= S 

or Se, and aims to understand how transport properties are affected by uniaxial strain 

testing. The 2D heterostructures underwent pseudo compressive and tensile testing from 

0 – 10% at 2% intervals. The electronic and phonon DoS were calculated at each interval 

and compared with the unstrained heterostructure. Computational results highlighted how 

sensitive the MoS2-WX2 heterostructure interface is to small compressive and tensile 

forces.  
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Chapter five examines the effects of surface hydroxylation on three metal oxides 

(Al2O3, HfO2, and MgO) during ALD of MoS2. DFT calculations provided partial charge 

densities, LDoS, Bader charge analysis, adsorption energies, and charge density 

differences for non-hydroxylated and hydroxylated oxide surfaces. The findings indicated 

that hydroxyl groups lower the reaction barriers for the first half-cycle of MoF6 by 

providing more electrons at the oxide surfaces to promote the reaction. Oxide surfaces 

without hydroxyls groups demonstrated van der Waals interactions, which are not strong 

enough for successful ALD. The hydroxylated surfaces promoted the formation of ionic 

MFx (M = metal, x = 1, 2, 3) bonds at the oxide surfaces.  We found that hydroxyl groups 

could alter the surface chemistry and provide enough surface electrons to facilitate the 

formation of strong chemical bonds during the first half-cycle of MoF6. This chapter 

reinforces the importance of surface chemistry and how hydroxyl groups could dictate the 

nucleation of MoS2 during ALD. 

Chapter six combines first-principles and experimental methods to understand the 

nucleation for ALD of MoS2 using MoF6 and H2S on Al2O3. This chapter bridges 

experimental measurements and computational results to explain the nucleation 

phenomena that occurs during ALD of MoS2. QCM, XPS, and RGA measurements were 

combined with calculated adsorption energies, measured bond lengths, Bader charge 

analysis, charge density difference, and reaction barriers to validate the formation of ionic 

AlF3 during the first half-cycle of MoF6. The combined methods also uncovered that no 

gaseous byproducts are formed during MoF6 exposure confirming the dissociation 

process. Reaction pathways for H2S were calculated using the recommended byproducts 
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discovered in experiment. The results indicated two nucleation mechanisms of MoS2 that 

varied between precursors.   

Chapter seven contains a variety of research work I contributed to during my PhD 

candidacy. It includes carbon capture materials, battery anodes, and TMD-related work. I 

implemented a variety of first-principles methods in collaboration with experimentalists 

to reveal scientific phenomena. All these studies strengthened my computational and 

teamwork skills that benefited my PhD research in ALD and future career.  

In this dissertation there are two major nucleation conclusions derived from the 

first-principles calculations. (1) Surface chemistry and morphology can be manipulated 

with hydroxyl groups to improve or hinder deposition depending on the application. (2) 

The precursor chemistry of MoF6 and H2S has two different nucleation mechanisms 

depending on the precursor. The first half-cycle of MoF6 creates no gaseous byproducts 

and ionic AlF3 forms on the surface. MoF6 precursors will dissociate on the surface, and 

the type of dissociation is dependent on hydroxyl concentration. The second half-cycle of 

H2S exhibits ligand-exchange behavior by creating water and HF as byproducts. This 

dissertation demonstrates that surface chemistry for ALD is not a simple process, and 

detailed work needs to be done on future chemistries. Simple thermodynamic equations 

cannot adequately explain nucleation during ALD, and first-principles methods offer a 

viable alternative. Furthermore, nucleation at the atomic level follows a variety of 

nucleation mechanisms which must be studied. The different nucleation mechanisms in 

this dissertation highlight the complexity for ALD of MoS2.  

Future work is predicated on understanding how or when the MoF6 precursor 

shifts from dissociation to ligand-exchange. Initial experimental work indicates that in the 
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growth regime for ALD of MoS2 the MoF6 precursor begins to form HF byproducts. 

Detailed work must be done to understand how many cycles it takes before HF forms as a 

byproduct of the MoF6 reaction. Additionally, more work should be done to better 

understand the second half-cycle of H2S. More reaction pathways should be considered, 

and my calculations did not incorporate temperature. First-principles molecular dynamics 

could uncover important entropic information that occurs at elevated temperatures. 

Finally, this work could be easily replicated using precursors like WF6 to deposit WS2. 

This future work could compare the nucleation mechanisms between two similar 

precursors during the ALD of TMDs. 
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APPENDIX A 
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Supplementary Information for Chapter 5 

 

First-principles studies of MoF6 absorption on hydroxylated and non-

hydroxylated metal oxide surfaces and implications for atomic layer deposition of MoS2 

Matthew Lawson1, Elton Graugnard1, and Lan Li1,2 

 

1Micron School of Materials Science and Engineering, Boise State University, 
Boise, ID 837062 

2Center for Advanced Energy Studies, Idaho Falls, ID 83401 
 

Optimized Surface Structures 

The surfaces used in this study were generated from bulk structures with 

terminating metal and O atoms. Table A.S1 contains the dimensions for the surfaces. 

There was no significant change in surface dimensions when hydroxyls groups were 

added, because the volume of the cell was fixed to maintain a vacuum. Figures A.S1 and 

A.S2 show the relaxed surfaces without and with hydroxyl groups. 

Table A.S1. Dimensions of Al2O3, HfO2, and MgO surfaces 

        

  Al2O3 HfO2 MgO 

a (Å) 9.60 10.78 8.36 

b (Å) 13.27 14.42 8.36 

Surface Area (nm2) 1.27 1.55 0.70 

Vacuum Length (Å) 24.49 20.95 20.44 
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Figure A.S1. Ground-state non-hydroxylated substrates. The blue, yellow, orange, 

red, and white atoms are Al, Hf, Mg, and O, respectively. 
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Figure A.S2. Ground-state hydroxylated substrates. The blue, yellow, orange, red, 

and white atoms are Al, Hf, Mg, O, and H, respectively. 
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Optimized Surface with MoF6  

A single MoF6 precursor was added above the relaxed surfaces in Figure A.S1, 

and the ground state was then calculated. Figures A.S3 and A.S4 show the ground-state 

of the MoF6 precursor above the non-hydroxylated and hydroxylated surfaces, 

respectively. On the non-hydroxylated substrates, the MoF6 precursor was re-oriented, 

but it maintained its structure. On the hydroxylated substrates, there were some notable 

changes. Above the hydroxylated Al2O3 surface the MoF6 precursor lost two F atoms that 

bonded to Al on the surface while H2 gas was formed above the hydroxylated MgO 

surface. Table A.S2 shows the changes in the bond lengths and angles of the MoF6 

precursor on the non-hydroxylated and hydroxylated substrates.  
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Figure A.S3. Images of MoF6 deposition on non-hydroxylated. The blue, yellow, 
orange, red, purple, and teal atoms are Al, Hf, Mg, O, H, Mo, and F, respectively. 
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Figure A.S4. Images of MoF6 deposition on hydroxylated substrates. The blue, 

yellow, orange, red, white, purple, and teal atoms are Al, Hf, Mg, O, H, Mo, and F, 
respectively. 
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Table A.S2. Mo-F bond lengths and F-Mo-F bond angles for MoF6 on the non-
hydroxylated and hydroxylated Al2O3, HfO2, and MgO substrates. Dissociated 
represents that a F atom is dissociated from MoF6 and then bonded to the substrate.  

  Non-hydroxylated   Hydroxylated 

  Al2O3 HfO2 MgO   Al2O3 HfO2 MgO 

Bonds Bond Lengths (Å)   Bond Lengths (Å) 

Mo-F1 1.86 1.86 1.87 
 

1.92 1.93 1.89 

Mo-F2 1.86 1.86 1.87 
 

2.29 1.92 1.92 

Mo-F3 1.84 1.88 1.93 
 

2.24 2.04 2.10 

Mo-F4 2.05 1.96 1.91 
 

Dissociated 2.23 2.19 

Mo-F5 2.03 1.87 1.91 
 

Dissociated 2.20 2.10 

Mo-F6 1.85 1.87 1.87   1.92 2.07 1.89 

        
Atoms  Bond Angles (degree)   Bond Angles (degree) 

F1-Mo-F2 93.02 91.68 92.03 
 

161.29 95.08 102.61 

F1-Mo-F3 94.12 91.26 90.19 
 

92.97 100.03 85.56 

F1-Mo-F4 91.67 88.22 88.93 
 

Dissociated 82.29 82.96 

F1-Mo-F5 175.53 176.44 176.23 
 

Dissociated 177.37 160.85 

F1-Mo-F6 93.07 89.53 92.11 
 

105.74 101.52 103.72 

F2-Mo-F3 94.91 91.84 90.18 
 

68.36 103.00 90.87 

F2-Mo-F4 175.28 179.85 176.17 
 

Dissociated 177.36 171.56 

F2-Mo-F5 91.28 91.88 88.90 
 

Dissociated 83.86 86.24 

F2-Mo-F6 94.78 91.79 92.17 
 

92.97 100.18 90.95 

F3-Mo-F4 85.29 88.28 86.12 
 

Dissociated 77.57 83.19 

F3-Mo-F5 86.74 88.76 86.15 
 

Dissociated 82.56 77.27 

F3-Mo-F6 167.60 176.26 176.65 
 

161.05 146.60 169.90 
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F4-Mo-F5 84.02 88.22 89.90 
 

Dissociated 98.77 86.60 

F4-Mo-F6 84.41 88.09 91.49 
 

Dissociated 80.39 93.88 

F5-Mo-F6 85.34 90.24 91.51   Dissociated 76.35 92.94 

 

Charge Density Difference Calculations  

The charge density difference 𝜌𝜌𝑎𝑎𝑖𝑖𝑠𝑠𝑠𝑠  was calculated by taking the charge density 

of the optimized MoF6/substrate system 𝜌𝜌𝑒𝑒𝑒𝑒𝑒𝑒𝑡𝑡𝑒𝑒  𝑛𝑛𝑠𝑠𝑛𝑛𝑒𝑒𝑒𝑒𝑠𝑠  and subtracting the individual 

charge density contributions of the surface 𝜌𝜌𝑛𝑛𝑛𝑛𝑒𝑒𝑠𝑠𝑡𝑡𝑒𝑒𝑒𝑒  and MoF6  precursor 𝜌𝜌𝑀𝑀𝑒𝑒𝐹𝐹6: 

𝜌𝜌𝑎𝑎𝑖𝑖𝑠𝑠𝑠𝑠 =  𝜌𝜌𝑒𝑒𝑒𝑒𝑒𝑒𝑡𝑡𝑒𝑒 𝑛𝑛𝑠𝑠𝑛𝑛𝑒𝑒𝑒𝑒𝑠𝑠 −  𝜌𝜌𝑛𝑛𝑛𝑛𝑒𝑒𝑠𝑠𝑡𝑡𝑒𝑒𝑒𝑒 −  𝜌𝜌𝑀𝑀𝑒𝑒𝐹𝐹6  

The resulting figure contains the residual charge density which isolates the 

electrons participating in adsorption. Figures A.S5, A.S6 and A.S7 show the charge 

density difference for the non-hydroxylated and hydroxylated MoF6/substrate systems, 

where the blue and yellow isosurfaces indicate a gain and loss of electrons respectively.  

 

 
Figure A.S5. Charge density difference for the non-hydroxylated (left) and 

hydroxylated (right) Al2O3 with MoF6. The yellow and blue regions indicate a loss 
and gain of electrons, respectively. 
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Figure A.S6. Charge density difference for the non-hydroxylated (left) and 

hydroxylated (right) HfO2 with MoF6. The yellow and blue regions indicate a loss 
and gain of electrons, respectively. 

 

 
Figure A.S7. Charge density difference for the non-hydroxylated (left) and 

hydroxylated (right) MgO with MoF6. The yellow and blue regions indicate a loss 
and gain of electrons, respectively. 
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Supplementary Information for Chapter 6 

Understanding ALD-grown MoS2 by combining experimental measurements 

and first-principles calculations 

Matthew Lawson1, Jake Soares1, Sean Martin1, Elton Graugnard1 and Lan Li1,2 

 

1Micron School of Materials Science and Engineering, Boise State University, 
Boise, ID 837062 

2Center for Advanced Energy Studies, Idaho Falls, ID 83401 
 

Examples of hydroxylated surfaces 

Figure B.S1 contains three example alumina morphologies with a hydroxyl 

concentration of 6.4 OH/nm2. From the surfaces it is possible to see the differences in 

locations of the hydroxyl groups. The locations were randomized and the all the 

subsequent data (adsorption energies, bond lengths, and Bader charge) was average to 

mitigate anomalies. These anomalies could stem from localized effects, such as two 

hydroxyl groups located close to each other. The surface areas and vacuum lengths 

remained constant throughout the different morphologies.  
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Figure B.S1. Atomic structures of the hydroxylated alumina surfaces 

demonstrating the three different morphologies at the same hydroxyl concentration.  
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