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ABSTRACT

One uses seismic interferometry (SI) to recover Green’s functions (i.e. impulse re-
sponse) from ambient seismic recordings and estimate surface-wave phase velocities
to investigate subsurface structure. This method has been commonly used in the last
20 years because this method only utilizes ambient seismic recordings from seismic
stations/sensors and does not rely on traditional seismic sources (e.g. earthquakes
or active sources). SI assumes that the ambient seismic wavefield is isotropic, but
this assumption is rarely met in practice. We demonstrate that, with linear-array
spatial sampling of an anisotropic ambient seismic wavefield, SI provides a better es-
timate of Rayleigh-wave phase velocities than another commonly used ambient seismic
method, the refraction microtremor (ReMi) method. However, even SI does not work
in some extreme cases, such as when the out-of-line sources are stronger than the in-
line sources. This is because the recovered Green’s functions and surface-wave phase
velocity estimations from SI are biased due to the anisotropic wavefield. Thus, we
propose to use multicomponent data to mitigate this bias. The multicomponent data
are vertical (Z) and radial (R) components, where the R direction is parallel to a line
or great circle path between two sensors. The multicomponent data can deal with
the extreme anisotropic source cases, because the R component is more sensitive to
the in-line sources than the out-of-line sources, while the Z component possesses a

constant sensitivity to sources in all directions.
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Estimation of source distributions (i.e. locations and strengths) can aid correc-
tion of the bias in SI results, as well as enable the study of natural ambient seismic
sources (e.g. microseism). We use multicomponent seismic data to estimate ambient
seismic source distributions using full-waveform inversion. We demonstrate that the
multicomponent data can better constrain the inversion than only the Z component
data, due to the different source sensitivities between the Z and R components. When
applying the inversion to field data, we propose a general workflow which is applicable
for different field scales and includes vertical and multicomponent data. We demon-
strate the workflow with a field data example from the CO, degassing in Harstousov,
Czech Republic. We also apply the workflow to the seismic recordings in Antarctica
during February 2010 and estimate the primary microseism source distributions.

The SI results include both direct and coda waves. While using the direct waves
in investigating subsurface structure and estimating source distributions, one can
utilize the coda waves to monitor small changes in the subsurface. The coda waves
include multiply-scattered body and surface waves. The two types of waves possess
different spatial sensitivities to subsurface changes and interact each other through
scattering. We present a Monte Carlo simulation to demonstrate the interaction in an
elastic homogeneous media. In the simulation, we incorporate the scattering process
between body and Rayleigh waves and the eigenfunctions of Rayleigh waves. This
is a first step towards a complete modelling of multiply-scattered body and surface

waves In elastic media.
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1.1

2.1

2.2

LIST OF FIGURES

A crosscorrelation between ambient seismic noise of two sensors. The
black squares indicate structural anomalies (scatterers). The black
wiggles indicate a direct wave from sensor B to A directly and is cor-
responding to the black arrow. The blue wiggles indicate multiply
scattered waves and are corresponding to the blue arrow. The dashed

waves represent the waves after the velocity reduction. . . . . . . ..

This figure illustrates the location of geophones and noise sources. Blue
triangles represent geophones near the origin; blue dots represent noise
sources. The in-line and out-line noise sources are located away from
the origin between 1km and 5km. See text for details about the distri-
bution. . . . . ..
The virtual shot gathers for each synthetic source distribution model
(Table 2.1). a) N1=500, N2=0; b) N1=500, N2=500; c¢) N1=>500,
N2=1000. We crosscorrelate station HO with all other stations, H1 to
H23. As the out-line sources increase in strength, artifacts begin to

appear in the virtual shot gathers with fast apparent velocities.
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2.3

24

2.5

Dispersion images for the three synthetic examples (Table 2.1). We
apply velocity analysis to the virtual shot gathers using the phase-
shift method (Park et al., 1998) to create a,e,i (seismic interferometry
velocity analysis, SIVA). We apply ReMi to the raw synthetic data
to create b.fj. We use surface-wave propagation-direction (SWPD)
ReMi to create c,g,k, and we use opposite surface-wave propagation-
direction (OSWPD) ReMi to create d,h,l. Red ellipsoids in b and d
highlight the artifact. Black dots represent theoretical Rayleigh-wave
phase velocities (Haskell, 1953). All dispersion images in this paper
are normalized per frequency. . . . . . . .. .. ...
a) Map of the experiment field. The field is near roads. The red line
represents the geophone array. The white dashed arrow represents the
dominate ambient seismic noise energy propagation direction (Cheng
et al., 2016); 0 is the angle between the ambient seismic energy prop-
agation direction and the array.b) The virtual source is the geophone
on the far right of the array. . . . . . . . .. ... ... ...
Surface-wave dispersion images based on ambient noise data recorded
in Nantong, China. a) We apply the phase-shift method to the acausal
virtual shot gather (Figure 2.4b). We also apply ReMi (b), SWPD
ReMi (c¢) and OSWPD ReMi (d) to the raw data. The energy trends
in a,b,c represent the Rayleigh wave. Two red ellipsoids indicate the
artifact. Black dots represent source-corrected Rayleigh-wave phase

velocities from Cheng et al. (2016). . . . . . .. ... ... ... ...
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2.6

2.7

2.8

Three examples of iso-phase hyperbola for three different frequencies:
a) 5Hz, b) 10Hz and c¢) 20Hz. Red lines represent (2N — 1)7 phase;
blue lines represent 2N7 phase (N = 1,2,3...). Here the surface-
wave phase velocity is 200m/s. The two black triangles represent the
two sensors. The distance between these two sensors is 120m. One is
located in X=60m, Y=0; the other is located in X=-60m, Y=0.

The real part of the integrand in Equation 2.4 for the three frequencies
in Figure 2.6: a) 5Hz, b) 10Hz and c¢) 20 Hz. Surface-wave phase
velocities are all 200m/s. Blue diamonds represent the sources on blue
iso-phase hyperbola in Figure 2.6; green diamonds correspond to green
lines in Figure 2.6; red diamonds represent the sources on red iso-phase

hyperbola in Figure 2.6. Red dash lines represent the angle range for

5m

out-line noise sources, from  to 35. . . . .. ...

An illustration of the artifact in ReMi. For a monochromatic wave
(T=1/f) recorded on two receivers separated by distance dz, multiple
slowness values will sum constructively during velocity analysis. A
slowness value of zero would be represented by a horizontal line. Here,
the blue line represents a positive slowness value (pg), which is in the
actual surface-wave propagation direction. The red line represents a
negative slowness (p), or conversely, a slowness in the direction opposite
to the actual surface-wave propagation direction. Both slowness values

would have high amplitudes in the f-p domain, but only py would be

xXvi
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2.9

2.10

3.1

3.2

a) We apply the 7-p transform to the acausal virtual shot gather (Fig-
ure 2.2a) in the direction opposite the surface-wave propagation direc-
tion. b) We also apply the phase-shift method in that direction. ¢) We

plot Equation 2.8 in the f-v domain with the same discretization as in

The 7-p transform applied to the virtual shot gather in Figure 2.4b in
the direction of surface-wave propagation. We achieve a surface-wave
dispersion image that is similar to the phase-shift result (Figure 2.5a).

Black dots represent the surface-wave phase velocities from Cheng et al.

Diagram of the location of a point source and the receivers. The black
star represents a point source; the black triangles represent the re-

ceivers. The R direction is parallel to the line linking the two sensors,

The amplitudes of the integrands of Czz, Czg and Cgrr (Equations 3.4,
3.6 and 3.8) change with the source angle (). The black solid line
represents the real part of the integrand, and the gray dashed line
represents the imaginary part. These examples are computed with a
frequency (w) of 5Hz, a phase velocity (¢) of 200m/s, and an inter-

station distance (r) of 120m. . . . . . . ...
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3.3

3.4

3.5

3.6

The envelope of the integrand of Cz; (black line), Czr (blue line)
and Cgp (red line) at 5Hz (a), 10Hz (b) and 20Hz (c). The envelope
is the Ly norm of the real and imaginary part of the integrands in
Equation 3.4, 3.6 and 3.8. The gray line is the real part of the integrand
of Crr weighted by cos?f. The oscillation rate of the phase of Cyy
and Cypg is identical to C'rg, and the phase varies much faster than the
weighting term. Here we assume the phase velocity is 200m/s and the
inter-sensor distance is 120m. . . . . . . .. ..o
The experiment geometry indicates the location of noise sources (dots)
and geophones (triangles). The noise sources are located away from
the origin between 100m and 500m. See text for more details.

Cyzz, Crz and Crg virtual shot records (a,b,c) and the corresponding
phase-velocity dispersion images (d,e,f). The dominant energy trends
in a,b,c represent the Rayleigh wave. Black dots represent theoretical
Rayleigh-wave phase velocities (Haskell, 1953) in d,e,f. The black dash
lines in d,e,f, indicate the resolvable image area, where the wavelength
is less than the array length. All dispersion images are normalized per
frequency. . . . ..
The amplitude normalized Czz, Crz; and Crp functions between re-
ceivers HOO and H020. The inset shows a zoom of the spurious energy
time window from —0.1s to —0.3s. A 7/2 phase shift has been applied
to Crz to facilitate the comparison with C'z; and C'rr. The values in
the legend indicate the maximum amplitude of each crosscorrelation

function. . . . . . .
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4.1

4.2

4.3

4.4

a) Diagram of locations of the 6720 point sources and two receivers
on the free surface. The black points represent point sources; the two
black triangles represent the two receivers, r4 and . b) The vertical-
vertical (Czz) and radial-radial (Crg) crosscorrelation between the
two receivers due to all sources in a). The two crosscorrelations are
normalized by each maximum amplitude. The two gray blocks indicate
two time windows, —0.2 ~ 0.2 and 0.5 ~0.8s. . . . . ... ... ...
Diagram of the location of a point source (star) and two sensors (tri-
angles). The dashed hyperbola indicates potential source locations,
where r45 — rp, is constant. The radial direction, R, is parallel to the
line linking the two sensors, r4 and rg. . . . . . . . .. ... .. ...
Traveltime (top row) and waveform-energy (bottom row) source ker-
nels computed at each grid node for 5 Hz direct Rayleigh waves in the
causal parts of Czz (left column) and Crp (right column). The solid
hyperbolas represent 2N7 phase and the dashed represent (2N — 1),
The direct Rayleigh-wave time window is from 0.5 s to 0.8 s in Fig-
ure 4.1. These hyperbolas are asymmetric due to the value of ¢, in
Equations 4.27 and 4.28. . . . . . .. ..o
2-8 Hz traveltime (a,b,c,d) and waveform-energy (e,f,g,h) source kernels
for Rayleigh waves in Czz (left) and Cgrp (right). a,b,e,f are for direct
Rayleigh waves (0.5 s to 0.8 s in Figure 4.1b); c,d,g and h are for

early-arrival Rayleigh waves (-0.2 s to 0.2 s in Figure 4.1b). . . . . . .

XIX

69

72



4.5

4.6

One source within array inversion results and the corresponding C'z
waveforms. a) The true source strength distribution is zeros everywhere
except an in-array source area (square). Triangles are receivers. From
the initial seismic source distribution model (d), we invert with the
Z 7 traveltimes (b), ZZ + RR traveltimes (c¢), ZZ waveforms (e), and
ZZ + RR waveforms (f). We plot the synthetic Czz based on the
traveltime inversion results in (g) and the waveform inversion results
in (h), along with the observed Czz. Each waveform here is normalized
by its maximum amplitude for comparison. Note that the initial source
strength (d) at each receiver location is zero and is masked by the
triangles. . . . . ...
Two sources within array inversion results and the corresponding wave-
forms. a) The true source strength is zeros everywhere except two
source areas (squares) within the array (triangles). From the same
initial source distribution model (d) as in Figure 4.5, we invert the
Z 7 traveltimes (b), ZZ + RR traveltimes (c¢), ZZ waveforms (e), and
Z7Z + RR waveforms (f). We plot the synthetic Czz based on the
traveltime inversion results in (g) and the waveform inversion results
in (h), along with the observed Czz. Each waveform here is normal-
ized by its maximum amplitude for comparison. Note that the initial
source strength (d) at each receiver location is zero and is masked by

the triangles. . . . . . . . .
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4.7

4.8

4.9

4.10

Source out-of-array inversion and the corresponding waveforms. a)
The true source strength is zeros everywhere except the out-of-array
source area (square). From an initial source model (d), we invert the
Z 7 traveltimes (b), ZZ + RR traveltimes (c), ZZ waveforms (e), and
77 + RR waveforms (f). We plot the synthetic Czz based on the
traveltime inversion result in (g) and based on the waveform inversion
result in (h), along with the observed Czz. Each waveform here is
normalized by its maximum amplitude for comparison. . . . . . . ..
Traveltime and waveform inversion misfit comparisons. We show Ex-
ample 1 (a and b), Example 2 (¢ and d), and Example 3 (e and f).
The stars indicate when we extend the frequency bands (Table 4.2).
We show the misfits over the whole frequency band, 2-16 Hz, relative
to the initial misfit at each iteration. . . . . . . . ... ... ... ..
Source inversion results with a higher-velocity model (Table 4.1 higher).
The black empty squares indicate the shapes and locations of the true
sources. We only show the Example 3 ZZ+RR waveform result in a
certain area because the source locations from the inversion are within
this area. The initial models are as same as in Section 4.5. . . . . . .
Source inversion results with a lower-velocity model (Table 4.1 lower).
The black empty squares indicate the shapes and locations of the true
sources. We only show the Example 3 results in a certain area because
the source locations from the inversion are within this area. The initial

models are as same as in Section 4.5. . . . . . . ... ...
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4.11 Traveltime and waveform inversion misfit curves with true, higher and

5.1

5.2

lower velocity models (Table 4.1). . . . . ... ... ... ... ....

A site map of the seismic array and CO, gas-flux distributions. FEach
triangle is a geophone. The empty triangle is the noisy one. The red-
edge triangle is the C601 sensor in Figure 5.3. The gas-flux data are
from Nickschick et al. (2015) and were acquired from 2007 to 2013.
The star in the inset shows the site location in Czech Repulic. The
coordinates are in WGS84/UTM zone 33.. . . . . . ... ... .. ..
An example of the SNR measurement. The blue dashed box indicates
the signal window. The two gray areas indicate the two noise windows.
SNR is defined as the ratio of the peak in the signal window and the
RMS in the two noise windows. We combine the recordings in the
two noise windows and then calculate the RMS from the combined
recordings. The black (left) and red (right) numbers in the gray areas
indicate the SNR for the two waveforms, respectively. The waveforms

are band-pass filtered between 3.5-10 Hz. . . . . . . . . . .. ... ..
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2.3

0.4

a) The number of sensor pairs with SNR>15 changes with time as
we stack more time sections of correlations. The time axis is from
01:00 to 04:00 on 23 November 2016. The red line is the continuous
seismic recording for the C601 geophone during this time period. The
recording is bandpass filtered between 3.5 and 10 Hz. b) A zoom of
the continuous recording in the gray area in a). The inset shows a
zoom of the first event. c¢) The spectrogram of the C601 continuous
recording in a) from the short-time Fourier transform; the window for
the Fourier transform is 60 s. The high-power signal in the black box
corresponds to the strong transient signal in b) and causes the drop in
the ZZ and RR curvesina). . . .. .. ... ... ... ... ...
Normalized source energy spectral density estimations, S% and S%. We
estimate SY (a) and S% (b) (black lines) from the field data waveform
autocorrelations C'z; and Cgpg, respectively. We then use the two
estimates in the forward model. In the forward model, if we use the
elastic Green’s function (Equation 5.1 and 5.2), our estimated source
energy spectral densities (red dashed lines) are the same shape as the
real source energy spectral density. If we use the anelastic Green’s
functions, we estimate incorrect densities (blue lines). Here the spectral
density is for displacement wavefield (Appendix C.3). The gray areas
indicate the frequency range we use in the waveform inversion, 4.5-
9 Hz. Note here that we only focus on the shape, instead of the absolute
values among real, elastic and anelastic estimations. All S% and S% in

this figure are normalized by the S% at the lowest frequency. . . . . .
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2.5

2.6

The elastic and anelastic synthetic data inversion results. a) The true
source strength is zero everywhere except for the two source areas
within the array. Each triangle represents a geophone. From an initial
source model (b), for the elastic synthetic crosscorrelations, we invert
77 waveforms with and without smoothing (¢ and d, respectively)
and ZZ + RR waveforms with and without smoothing (e and f, re-
spectively). For the anelastic synthetic crosscorrelations, we invert ZZ
waveforms with and without smoothing (g and h, respectively) and
ZZ + RR waveforms with and without smoothing (i and j, respec-
tively). The empty squares indicate the true source areas. The gray
lines in (a) indicate the 47 available Cz sensor pairs; the blue lines
in (d) indicate the 22 available C'rg sensor pairs that passed the data
selection criteria. . . . . . . ...
The data comparison and source distribution map from the inversion
of Czz waveforms. a) The observed and synthetic C'z; waveforms are
arranged based on the interstation distance of sensor pairs. Each wave-
form is band-pass filtered between 4.5 and 9 Hz and then normalized
by its maximum amplitude for visual comparison. b) The red area
indicates the seismic source area and the red color indicates the source
strength. The blue color indicates measured CO, gas fluxes in the unit
of gram per day per meter square (Nickschick et al., 2015). Black tri-
angles are the geophones. The coordinates are in WGS84/UTM, zone
T
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6.1 An example of the SNR changing with and without the date selection.
The blue dashed box indicates the signal window (-1500-1500 s). The
two gray areas indicate the two noise windows (-2000-1600 s and 1600-
2000 s). SNR is defined as the ratio of the peak in the signal window
and the RMS in the two noise windows. We combine the recordings in
the two noise windows and then calculate the RMS from the combined
recordings. The black (left) and red (right) numbers in the gray areas
indicate the SNR for the two waveforms, respectively. The waveforms
are band-pass filtered between 0.04-0.085 Hz. . . . . . . .. .. .. ..

6.2 The autocorrelations of 81 available stations in the frequency domain
(black lines). We estimate the median at each frequency (red line).
We choose the autocorrelations which are similar to the red line with
at least 0.8 crosscorrelation coefficient (blue lines). . . . . . . . . . ..

6.3 Initial 81 stations (blue triangles) and 955 potential sources. Each
transparent disk represents a potential PM source. We plot the sta-
tions, topography and sources using the Antarctica mapping tool (Greene
et al., 2017). We will use the same tool in the following figures.

6.4 The true source strength distribution in the synthetic test. The source
strengths are zero everywhere except the red area. The blue triangles
represent the 26 stations which pass the data selection (Section 6.3.1).
The green and yellow background represent the bed topography of
Antarctica. . . . .. L

6.5 The red area is the source inversion result from the synthetic test. . .
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The estimation of PM source distributions in February 2010. The red
dots represent the estimated PM sources. The white polygons represent

sea ices. The sea ice data is acquired on February 1st 2010 (Lavergne

et al.,2019). . . . Lo

The waveform fitting from the estimated source distribution (Figure 6.6).135

The energy ratios evolve with time between the total Rayleigh-wave
energy and the average P-wave energy in the 1 km depth from the
surface. The time is normalized by the mean free time of Rayleigh
waves (Tg). The values in the legend indicate the average energy ratio
in the last 10 75 in each simulation and the theoretical value. . . . . .
Same as Figure 7.1 but with the free surface P-S coupling in the three

simulations. . . . . . . .

An illustration of the traveltime difference, T', between synthetic and
observed crosscorrelations. . . . .. ...
Matched-field processing (MFP) results from the ZZ data in Sec-
tion 4.5. We use the full Rayleigh-wave Green'’s function (Equation 4.23)
in MFP (a, b and c), and we only use the phase part of the Green’s
function (Equation 4.23) in MFP (d, e and f). The black empty squares

indicate the shapes and locations of the true sources. . . . . ... ..

XXVIl

185



C.1

C.2

C.3

D.1
D.2

Z 7 and RR waveform energy source sensitivity kernels for out-of-line
(left column) and in-line (right column) initial source models. The two
sensors are separated by 20 m (a, b, e, and f) and 100 m (c, d, g, and
h). All the sensitivity kernels are normalized by the absolute maximum
value in (e). The black triangles are sensors. The black empty squares
indicate the source locations. In each subplot, the number in the top
left corner indicates the sensitivity value in the center of the square.
We calculate the kernels from 4.5 to 6 Hz and use the same Green’s
functions and S% (S%) as in the paper. . . . .. ... ... ... ...
Comparison of synthetic Czz and Cgrr waveforms between the in-line
and out-of-line source cases. The top row is for the 20 m interstation
distance sensor pair; the bottom row is for the 100 m interstation
distance sensor pair. Each waveform is band-pass filtered between 4.5
and 9 Hz and then normalized by the maximum amplitude of the in-line
crosscorrelations so that relative amplitudes are preserved. . . . . . .
The virtual shot gathers of Czz (a) and Cgrpr (b) after applying a 1 m
bin-stack to all crosscorrelations. We apply the phase-shift transform
to the sum of causal and acausal parts of the crosscorrelations to gen-
erate the dispersion images (¢ and d). The black lines in the two
dispersion images are the smoothed phase velocities from Cz5. The

waveforms are band-pass filtered between 2-12 Hz. . . . . . . . . . ..

1 9ry

hn 8L vary with depthsat 1 Hz. . . . . ... ... ... ..

ry, o and
We plot o2 normalized by the value in the free surface (red) and the

cumulative distribution function of of*¥ (black). . . . .. ... .. ..

XXVIil

194



2.1

2.2
2.3

24

3.1

4.1

4.2

LIST OF TABLES

In-line (N1) and out-line (N2) noise source number for the three syn-
thetic examples. . . . . . . . . ...
The two-layer Earth model parameters used in the simulation. . . . .
The average error (€) between the picked phase velocities and the the-
oretical values (black dots in Figure 2.3) below 5Hz (left) and between
3Hz to 25 Hz (right). We calculate the error with Equation 2.3 in

percentage. SWPD represents the surface-wave propagation-direction

The errors associated with the picked phase velocities (Figure 2.5a,b,c).
We calculate the error (€) with Equation 2.3 in percentage and use
the Cheng et al. (2016) velocities as the theoretical values. SWPD

represents the surface-wave propagation-direction ReMi. . . . . . ..
The two-layer Earth model parameters used in the simulation. . . . .

The homogeneous and isotropic elastic Earth model parameters used
in the simulation. . . . . . . . .. ... . L

Traveltime and waveform inversion scheme details . . . . . . . . . ..

XXIX

17
19

25

27



5.1 Final waveform inversion misfits from the ZZ/ZZ + RR inversions
in the synthetic data tests. We show the final misfits in the 4.5 to
9 Hz band relative to the initial misfit (Equation 5.10). The number
of iterations is provided in parenthesis next to the mistfit value. The
two-source elastic examples are presented in Section 5.4.1 and the other
examples are presented in Section 5.5.. . . . . . ... ... L. 113
5.2  Final waveform misfits from ZZ and ZZ + RR waveform inversions
on the Hartousov crosscorrelations. We show the the final misfit in
the 4.5 to 9 Hz band. Misfit values are relative to the initial misfit

(Equation 5.10) ineach case. . . . . . . .. ... .. L. 113

XXX



CHAPTER 1:

INTRODUCTION

Mechanical waves are a common type of physical phenomena. For example, when we
talk, we actually generate acoustic waves; the acoustic waves propagate through air
and then are received by another person’s ears, so the person hears us. The whole
process is similar to the seismic wave propagation. Seismic sources (e.g. earthquakes)
generate seismic waves; the seismic waves propagate through the solid Earth and then
are received by sensors (e.g. geophones or seismometers). One can use the wave prop-
agation to infer properties of the wave sources, as well as the structure through which
it propagates. For example, one can tell who is talking based on which direction
the acoustic waves are coming from and the vocal properties, usually frequency. In
seismology, one can study source mechanisms for earthquakes and ambient seismic
sources (e.g. microseisms caused by ocean activities) based on seismic recordings
(e.g. Aki & Ri-chards, 2002). The wave propagation also enables one to investigate
subsurface structure, which is another important application in seismology. Subsur-
face investigations can provide estimates of subsurface structure to aid geotechnical

e

engineering (e.g. Kramer, 2002), hydrocarbon exploration (e.g. Yilmaz, 2001), and
solid earth studies (e.g. Dahlen & Tromp, 1998; Aki & Richards, 2002). -
The basic idea underlying seismic methods is simple, but in practice is hard. A

seismic recording is a convolution between the seismic source(s) and seismic wave



propagation along a path, which implies that the sources and propagation are cou-
pled. One can not study the sources without accurately knowing the propagation and
vice versa. Real wave propagating in the subsurface is extremely complex because
the subsurface in reality is viscoelastic, anisotropic and inhomogeneous at all spatial
scales. In order to study the propagation, one usually assumes that the subsurface
media is elastic and isotropic, and thus focuses on just imaging the subsurface het-
erogeneity. To investigate the heterogeneity, one commonly studies wave velocities
(e.g. P-/S-/surface-wave Velocities); the media.

One can use "noise” in seismic recordings to estimate subsurface velocity mod-
els. In seismic recordings, besides transient signals (e.g. earthquakes), the contin-
uous "noise” mainly are waves from ambient seismic sources, such as microseisms
(frequency<0.12 Hz) and traffic (frequency>2 Hz). If the ambient seismic sources are
equal in strength and isotropically distributed in all directions around two sensors, one
can use a noise crosscorrelation between the two sensors to approximate the band-
limited Green’s function (impulse response) between the sensors. This method is
called Seismic Interfermoetry (SI, e.g. Wape;laar & Fokkema, 2006). As the Green’s
function represents the wave propagation, one can apply SI to subsurface investi-
gations. One commonly recovers surface-wave Green’s functions from the ambient

—

seismic noise (e.g. Shapiro et al., 2005) and thus uses surface-wave tomography to
— _—

investigate Earth’s crust (e.g. Yao et al., 2006; Lin et al., 2008). People have also ap-
plied this method in urban areas to estimate shallow shear-wave velocity (Vs) models
(e.g. Hallida; et al., 2008; Xu et/al., 2013; Cheng gal., 2015).

The isotropic source assumption is rarely met in practice. To meet the assumption,

one usually has to use long-time (e.g. over 1 year) seismic recordings and preprocess-



_—

ing procedures (time-/frequency-domain normalization, e.g. Bensen et al., 2007) in
the SI method. Without this assumption, the crosscorrelation does not approximate
the Green’s function anymore (e.g. Yang &?{itzwoller, 2008), and thus the surface-
wave velocities estimated from the crosscorrelations will be biased (e.g. Yao/& Van
Der Hilst, 2009). In this case, many solutions have been proposed (e.g. Stehly et al.,
2008; Yao & Van Der Hilst, 2009). The main idea beneath these solutions is either
normalizing source strengths in all directions (e.g. Stehly et al., 2008; Seydoux et al.,
2017) or correcting the crosscorrelations/velocities based on the dominate source di-
rection(s) (e.g. Yao & Van Der Hilst, 2009; Wapenaar et al., 2011; Nakata et al.,
2015; Cheng et al., 2016). Most of these solutions assume that the seismic waves
from ambient seismic sources are plain waves. However, the waves can not be treated
as plain waves if the sources are close to the sensors (e.g. Park & Miller, 2008) or the
subsurface is laterally heterogeneous (e.g. Froment et al., 2011).

One can also use ambient seismic noise to study the ambient seismic sources.
The ambient seismic sources in low frequencies (<0.12 Hz) are mainly microseisms,
including primary/secondary microseisms (e.g. Longuet—Higggls, 1950; Hasselmz;m,
1963) and Earth’s humJ(e.g. Ardhuin et al., 2011b). Some microseismic source mech-
anisms are still unclear, such as the origins of Earth’s hum (e.g. Traer & Gerstoft,
2014; Ardhuin et al., 2015) and Love waves in microseisms (e.g. Nishida et al., 2008;
Juretzek & Hadziioannou, 2016). To study these source mechanisms, one would like
knowledge of these sources (e.g. strengths and locations). As stated above, however,
the source information and the wave propagation (i.e. Green’s function) are coupled
in the seismic crosscorrelations (e.g. Fichtner, 2015). Thus with a relatively accurate

subsurface structure model, one can simulate the wave propagation in the model and
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Figure 1.1: A crosscorrelation between ambient seismic noise of two sen-
sors. The black squares indicate structural anomalies (scatterers). The
black wiggles indicate a direct wave from sensor B to A directly and is
corresponding to the black arrow. The blue wiggles indicate multiply
scattered waves and are corresponding to the blue arrow. The dashed
waves represent the waves after the velocity reduction.
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then isolate/estimate the source information from the crosscorrelaitons (e.g. Ermert
et al., 2017). The accuracy of the source information will be determined by many
factors, e.g. the accuracy of the subsurface model, the simulation method (ray theory
or wave-equation) and the isolation method (imaging or inversion).

One can also use ambient seismic noise to monitor time-lapse changes in the
subsurface. In monitoring, one commonly uses coda waves (later arrivals after direct
waves) in the crosscorrelations (e.g. Sens-Schonfelder & Wegler, 2006; Brenguier et al.,

2008), because coda waves propagate along longer paths and thus are more sensitive to



small subsurface changes than direct waves (Figure 1.1). Monitoring small changes is
important for geological hazard early warning. For example, changes in soil saturation
can trigger landslides (Iverson, 2000) and thus monitoring the soil stiffness changes
can provide a diagnostic signal before the hazard happens (e.g. Mainsant et al., 2012).
When imaging small changes in the subsurface, one usually makes assumptions about
the wavefield composition (body or surface waves) in the coda (e.g. Obermann et al.,
2015). Importantly, three types of body waves (P, SV and SH) exist and interact
such as P-to-P, P-to-SV and P-to-SH scattering (e.g. Sato et al., 2012), in addition
to interacting with different types of surface waves such as P-to-Rayleigh, SV-to-
Rayleigh and SH-to-Rayleigh scattering (e.g. Maegi et al., 2008); these different types
of surface waves can also interact with each other such as Rayleigh-to-Rayleigh and
Rayleigh-to-Love gcattering (Snieder, 1986a). Thus the energy ratio between any
two types of waves evolves with time, and studying the interactions is important
for imaging of the small changes and applying the time-lapse monitoring method in
practice.

My Ph.D. research covers the three ambient seismic areas mentioned above: in-
vestigation of subsurface structure, estimation of ambient seismic source distributions

and the time-lapse monitoring with coda waves. I divide the chapters in the following

ways.



1.1 A comprehensive comparison between the
refraction microtremor and seismic
interferometry method for phase velocity

— estimation
This chapter comes from Xu et al. (2017) and covers a comparison between two com-
monly used near-surface (depth<200 m) passive-source surface-wave methods, refrac-
tion microtremor (ReMi, Louie, 2001) and seismic interferometry (SI). We identify
artifacts in the SI and ReMi methods and explain the origins of these artifacts theo-

retically. We determine that SI provides a more accurate estimation of surface-wave

phase velocities than ReMi.
1.2 On the reliability of direct Rayleigh-wave
estimation from multicomponent

crosscorrelations
This chapter comes from Xu & Mikesell (2017) and covers estimation of Rayleigh-
wave phase velocities from multicomponent crosscorrelations. In the SI method, one
commonly uses vertical-component data. However, one can also use radial component
data where the radial component is parallel to a line or great circle path connecting
two sensors. We refer to the vertical- and radial-component crosscorrelations as mul-
ticomponent SI. We observe that the vertical component possesses a same sensitivity
to seismic sources in all directions, while the radial component is more sensitive to

in-line sources than out-of-line sources. We demonstrate that the multicomponent



crosscorrelations can provide more accurate estimations of Rayleigh-wave phase ve-

locities than the vertical crosscorrelations.
1.3 Rayleigh-wave multicomponent
crosscorrelation-based source strength
distribution inversion. Part 1: theory and

_ numerical examples
This chapter comes from Xu et al. (2019) and covers estimation of seismic source
strength distributions by applying the full-waveform inversion theory to Rayleigh-
wave multicomponent crosscorrelations. In the full-waveform inversion theory, source
sensitivity kernels are necessary for the inversions, and one can derive source sen-
sitivity kernels from different misfit functions. We physically explain two types of
source sensitivity kernels: one derived from traveltime misfits and the other from
waveform misfits. We then use these kernels to invert for source distributions in
synthetic tests. We determine that the waveform misfits provide better estimations
of source distributions than the traveltime misfits; we also demonstrate that multi-

component crosscorrelations better constrain the inversion than vertical-component

crosscorrelations alone.



1.4 Rayleigh-wave multicomponent
crosscorrelation-based source strength
distribution inversion. Part 2: a complete

workflow for real seismic data
This chapter covers a complete workflow for estimating seismic source distributions
from real seismic data through the source inversion in Chapter 4. Although the
source inversion theory is well developed, many challenges still exist in real data
processing, such as how to select high-quality crosscorrelations, how to isolate targeted
sources and how to estimate source spectral densities. Moreover, some processing
procedures commonly used in the SI studies of structures are inappropriate for the
source estimation method because these procedures can bias the source estimation.
We present solutions to the challenges and explain appropriate processing procedures
in the workflow. We demonstrate the whole workflow with a field data example from

CO; degassing in Hartousov, Czech Republic.
1.5 Estimation of primary microseism source

distributions around Antarctica
We apply the whole workflow in Chapter 5 to seismic recordings in Antarctica to
estimate the primary microseism source distribution around Antarctica in February
2010. The primary microseism (PM) is due to the interaction between sea currents
and the seafloor, and ranges in frequency between 0.04 Hz and 0.09 Hz. Thus, the PM

is an important physical phenomenon in ocean studies and provides the signals for



ambient seismic noise tomography. We use the vertical component data and achieve
good C'zz waveform fits from our PM source estimation. We compare our estimation
to sea ice data from the same month and observe that our estimated sources are
mainly distributed outside of the floating sea ice around Antarctica. This spatial
relationship fits the blocking effect of sea ice on microseism generations and deserves

further investigations.
1.6 Monte Carlo simulations of multiply
scattered body and Rayleigh waves in elastic

media
We use a Monte Carlo simulation method to simulate multiply-scattered P and
Rayleigh waves in an elastic homogeneous media. This research is helpful for study-
ing the temporal evolution of energy ratios between multiply-scattered body and
surface waves in coda waves and thus is important for coda-wave time-lapse monitor-
ing methods. The simulations provide an equipartition energy ratio which matches
the theoretical prediction from a homogeneous halfspace. We also incorporate a free
surface into the simulation. This