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ABSTRACT

Information Retrieval (IR) has changed the way we access digital resources and satisfy

our daily information needs. Popular IR tools like Search Engines, Recommendation

Systems, and Automatic Question Answering sites, act as a deterrent for information

overload while fostering (at least in theory) the democratization of access to resources.

Yet, in their majority, IR tools are built with a traditional user in mind. This causes users

who deviate from the norm, e.g., users with low educational background, visually-impaired

users, or users who speak different languages, to be undeserved and thus struggle to find the

information they require. In this manuscript, we present novel methodologies that can enable

better adaptation of IR tools to non-traditional users. We focus on two aspects in which

users can differ from the traditional: language and reading skills. We study and address such

difficulties, and discuss how they affect IR systems. Particularly, we allocate research efforts

to three main areas: (1) readability assessment, where we introduce the first featureless

architecture, enabling it to be used in any language without specific tuning; (2) cross-lingual

word embedding generation, where we address the English-dependency problem of state-of-

the-art strategies via a hierarchical mapping strategy that takes advantage of the language

family tree; and (3) cross-lingual sentence embedding generation, where we present a novel

representation learning framework based on a hierarchical sequence-to-sequence model

that enables better representations for low-resource languages. Each of the strategies that

result from this work can be leveraged in the design of IR systems that better support
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non-traditional users. In fact, to demonstrate how they can be integrated to address the

needs of non-traditional users, we also conduct an analysis of four different readability

assessment strategies (based on our three models) in terms of their language transfer

capabilities, demonstrating the use of the aforementioned models in low-resource language

scenarios. Despite the contributions presented, results indicate that there is still a long

path towards building IR systems that fully address the needs of non-traditional users, in

areas including representation of typologically isolated low-resource languages or more

fine-grained multilingual readability assessment.
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CHAPTER 1

INTRODUCTION

Information Retrieval (IR) is the area of study focused on identifying a set of resources

within a given collection that are relevant to a user’s information need [20]. Applications

based on IR are ubiquitous when it comes to dealing with information overload, where only

few resources (e.g., documents, websites, or products) among those in a large collection of

mostly irrelevant resources are relevant to a user. Amid the most well-known IR applications

we find (1) search engines [33], such as Google or Bing, which have become the main entry

portal to the Internet for most users, (2) personalized recommendation services, which

have proliferated among sites in the domain of books, movies, e-commerce, or social

networks [202, 193], and (3) automatic question-answering applications, which are used

by community question answering sites to improve their services by reducing question

duplication and overall answering time [90], as well as by other IR applications in an effort

to offer users concrete responses to their inquiries, instead of simple resource lists [267].

Most work pertaining to IR is focused on enhancing search, recommendation, and

question answering tasks through algorithms and techniques designed with a traditional

user in mind. However, there are groups of users for whom expectations of what is relevant

differ from the traditional, causing their information needs to remain unfulfilled by existing

IR tools. For example, consider expert domain users, who look for resources on a particular
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domain, multilingual users, who do not benefit from an IR tool that only offers resources

in a single language, children, who might be interested in resources that differ from what

appeals to adults, and users with low educational attainment, who might have difficulties

understanding texts retrieved in response to queries posted on a search engine.

The need to consider non-traditional users in the retrieval process is becoming a major

concern in the IR area. This is manifested by the emergence of workshops such as KidRec

[78, 123], specifically focused on search and recommendation algorithms for children, or

the increasing works on algorithm bias [73, 182], which evaluate to what extent current

algorithms fulfill the information needs of users that deviate from the average in terms of

gender, age, or any other demographic aspect from the prototypical average user.

The emerging interest in adapting IR applications to non-traditional users has given

rise to multiple new areas which support the main retrieval tasks, especially focusing on

designing strategies for more adequately representing resources as well as better filtering

and presenting information to the users that deviate from the standard. Some supporting

areas include:

• Strategies for automatically determining the reading level of resources in order to

filter them for users with different reading comprehension capabilities [41].

• Document simplification techniques used to adapt retrieved resources to the reading

level of the user [53].

• Summarizing and synthesizing techniques that support the use of IR applications by

users with different attention deficits [194]
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• Voice-based dialogue systems that aid visually impaired users in interacting with an

IR application [206].

• Machine translation strategies that enable non-native users to understand retrieved

resources [146].

• Multilingual document representation strategies that enable the retrieval of resources

across different languages, allowing users that know multiple languages to obtain the

full benefit of their knowledge [55].

• Domain-specific document representation strategies that can improve the relevance

of retrieved resources in specific domains, such as medicine [118] .

In this dissertation work, we present novel solutions that existing IR applications can

leverage for adaptation purposes and in turn better support non-traditional users. The

spectrum of non-traditional users is too wide and their information needs vary too deeply

among them to be considered as a unit. Therefore, in order to control for scope, we consider

two aspects that affect the degree to which users differ from traditional ones: language and

reading skills.

Reading skills

When it comes to search, recommendation, and question answering tasks, it is of special

importance to provide users with resources they can fully understand, since otherwise these

resources become non-relevant [45]. For this reason, IR applications have historically

benefited from considering the readability level of documents when measuring the degree

to which they are relevant to users. Rabbit [202], a book recommendation system for
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K-12 students, uses a readability score for ensuring that books are not only of interest for

readers, but also understandable for them. With a similar goal, but in a search context,

Collins-Thompson and Callan [45] use a re-ranking strategy based on the readability of

retrieved documents, so that the ones that are more adequate to the reading skill of the

user are ranked higher. Kanungo and Orr [133] take advantage of readability assessment

for improving the way summary snippets are created in Yahoo!, ensuring that generated

snippets are more readable.

Most of the aforementioned applications estimate text readability via traditional read-

ability formulas. These formulas rely on shallow features, which can be easily adapted

to multiple languages and provide a simple way of determining text complexity. Despite

their ease of adaptation, traditional formulas are known to lack precision in their readability

estimations. In other words, they can classify nonsense text as simple to read, just because

it contains short and frequently-used words [52]. For this reason, researchers have pursued

more sophisticated methods for readability assessment that depend upon more in-depth text

analysis [7, 93]. These formulas still take advantage of shallow features, but incorporate

more complex features based on the syntax and semantics of the text. With the addition of

new text complexity indicators, the tools became more precise, but at the same time more

constrained regarding their language adaptability [26, 81].

The flexibility offered by traditional formulas was indeed one of their most valuable

traits. This is reflected by the fact that traditional formulas are the ones more commonly

used by the main stakeholders of readability assessment: educators, book publishers or

developers of applications oriented to children and language learners. Flesch-Kincaid [88] is

widely used by educators for assessing the complexity of texts, as mentioned by the Council
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of Chief School Officers [35]. Lexile [158] and Accelerated Reader (AR) [237], which

are also based on traditional complexity indicators like sentence length and word difficulty

[158, 209], are two of the standards used by most book publishers to categorize their books

in terms of reading level [159]. Even in the IR area, most of the applications that take

advantage of readability still favor the less precise, but adaptable technology developed in

the 20th century [173, 28, 45, 77, 133, 87, 202] evidencing the need to pursue formulas that

are both as precise as state-of-the-art counterparts but as adaptable as traditional formulas.

Language

The use and quality of IR systems is not uniformly distributed among populations of

different languages given that most work pertaining to IR is focused on enhancing search,

recommendation, and question answering tasks through algorithms and techniques designed

for a single language, primarily English. As a result, these strategies need to be adapted

or re-implemented in order to be applied to resources and information needs expressed in

different languages. This creates an uneven scenario, one where users that speak popular

languages, such as English, have a large amount of IR tools at their disposal, while users of

underrepresented languages, such as Basque, have few or none [24]. Moreover, users who

are skilled at more that one language are required to use multiple IR tools in order to satisfy

their information needs, when instead they could be using tools that retrieve resources in all

the languages they know. Finally, work duplication also becomes an issue, as researchers

study, design, and deploy strategies that are similar to each other, only differing on the

language for which they are applied.
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Multilingual Information Retrieval aims at designing IR applications that can work in

multiple languages at the same time. Unfortunately, existing techniques in the multilingual

IR area are still rudimentary as they are mostly focused on language pairs rather than on

multiple languages, corpora is scarce, and generating language independent representations

of resources is still an open task.

1.0.1 Topic Statement

Study and design strategies for adapting existing Information Retrieval tools for non

traditional users, from a language and reading-skill perspective.

Manuscript Structure

The rest of this manuscript is organized as follows: in Chapter 2, we describe studies

and other pertinent literature that provide foundational knowledge we draw from when

outlining the research contributions defined in this manuscript. Thereafter, in Chapters 3

to 6, we present the proposed strategies and corresponding findings that can be used for

adapting IR applications so that they can better serve non-traditional users.

In Chapter 3, we address the limitations of state-of-the-art readability assessment

strategies regarding the need of language-dependent features. For doing so, we introduce

the first featureless readability assessment strategy that directly relies on words as input.

Not needing human-engineered features implies that the strategy can be applied to any

language without requiring any adaptation. We assess the performance of the strategy in

seven different languages to validate our claims and demonstrate that it is possible to build

a readability assessment strategy that can work regardless of the input language.
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Even if the strategy presented in Chapter 3 is multilingual, in the sense that it can

be used in any language, it does not benefit from its multilingual nature. Its results are

strongly dependant on the quality of the corpora available for the corresponding language

and there is no knowledge transfer among languages, e.g., nothing from what the model

learned for English readability assessment can be applied to Spanish or French. Cross-

lingual embeddings i.e., word embeddings that have same representations regardless of the

language, have proven to be successful for enabling learning transference among different

languages. However, generating cross-lingual embeddings is still an open area. Existing

cross-lingual embeddings are trained in a pairwise fashion, mapping the embeddings of all

languages into a single pivot language. This creates a cross-lingual space that is strongly

biased towards the pivot language, usually English [62]. The more typologically distant a

language is from the pivot, the worse its mapping quality is [15], and thus the worse are the

knowledge transfer options among languages.

In Chapter 4, we address the pivot dependency problem in cross-lingual word embed-

dings by creating a hierarchically compositional embedding space that does not rely on

selecting a pivot language. Instead of a single pivot, our strategy takes advantage of the

language family tree in order to generate multiple pivoting points that are selected that

minimize differences between languages and maximize the overall quality of each space.

Word level knowledge can be useful for some tasks, however, representing syntactic

information, such as the one found in sentences, can be important for other tasks. For

example, in the case of readability assessment knowing which words are difficult can

provide a good foundation. However, literature has shown that state-of-the-art readability

assessment performance is only achieved when considering structural information, such as
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syntax [93, 7, 135, 172]. For this reason, it is important that we build not only word level

cross-lingual representations but also sentence level representations, a task we address in

Chapter 5.

Finally, in Chapter 6, we compare the performance of four strategies built with different

levels of transfer learning capabilities. For doing so, we take the readability assessment

task as case study and compare the model presented in Chapter 3, with two new models

that take advantage of the strategies presented in Chapters 4 and 5, respectively.

As a by-product of our main research path (aimed at the breadth of the IR area), we

created several other strategies oriented to adapt existing IR strategies to non-traditional

users. In Appendix 1, we present the adaptation of a hashtag recommendation strategy based

on the reading level of the user. In Appendix 2, we showcase the utility of incorporating

the reading-level signal as part of a question answering strategy. Lastly, in Appendix 3, we

explore the usage of readability assessment as part of a query recommendation strategy for

children.
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CHAPTER 2

BACKGROUND AND RELATED WORK

Given the focus of the dissertation work, we describe foundational related work in the areas

of (i) readability assessment, (ii) multilingual IR, and (iii) cross-lingual word embeddings.

2.1 Readability Assessment

From the past six decades, different readability assessment systems have been developed

[26, 81, 143]. We offer below an in-depth discussion on readability assessment, from

traditional formulas to state-of-the-art techniques. We also discuss formulas applied to

estimate the levels of complexity of various types of texts written in different languages.

2.1.1 Traditional Readability Assessment

Traditional readability formulas, such as Flesch [88], Dale-Chall [36], and Gunning FOG

[6], make use of shallow features, mostly based on ratios of characters, terms, and sentences.

Flesch [88] (in Equation 2.1) is based on a linear combination of the average length of

words and average length of sentences in a document.

F = 206.835− 1.015× (
totalWords

totalSentences
)− 84.6× (

totalSyllabes

totalWords
) (2.1)
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Kincaid et al. [141] adapted the Flesch formula to American education grade levels,

in order to predict a grade level instead of a number between 0 and 100, as the traditional

Flesch formula does. This updated strategy, also known as Flesch-Kincaid (in Equation

2.2), uses the same features as Flesch, i.e., length of words and sentences, but combines

them using different weights.

FK = 0.39× (
totalWords

totalSentences
) + 11.8× (

totalSyllabes

totalWords
)− 15.59 (2.2)

Other alternatives, such as Dale-Chall [51] (in Equation 2.3), introduce the concept of

simple and complex terms, taking advantage of a manually-generated list1 of 3000 easy

terms. The frequency of these terms is used as an indicator of text complexity, together

with the already known average sentence length.

DC = 15.79× (
difficultWords

totalSentences
) + 0.0496× (

totalWords

totalSentences
) (2.3)

Similar to the Dale-Chall, Gunning Fog [109] (in Equation 2.4) also considers the

occurrences of simple or complex terms. However, instead of using a list to define complex

terms, Gunning’s readability formula considers a term complex if it has more than 3

syllables.

FOG =
totalWords

totalSentences
× totalComplex

totalWords
(2.4)

SMOG [180] is an improvement over Gunning Fog, in terms of precision. It takes

1The full list can be found in http://www.readabilityformulas.com/articles/dale-chall-readability-word-
list.php
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advantage of a non-linear strategy (in Equation 2.5) that combines the total number of

complex terms in a text and the total number of sentences. The method to determine

whether a term is complex is the same as the one used in the Gunning Fog formula.

SMOG = 1.0430×
√

30× totalComplex
totalSentences

+ 3.1291 (2.5)

Lasbarhet’s index (Equation 2.6), also known as LIX, predicts the difficulty to compre-

hend a text for a foreign reader. Similar to the aforementioned formulas, it is based on the

frequency of occurrence of complex terms per sentence. A term is considered simple if it

has less than 6 characters; the number of sentences is computed based on the number of

periods in the text.

LIX =
totalWords

totalPeriods
× totalComplex

totalPeriods
(2.6)

The formulas described thus far are a sample of the most popular among the hundreds

available to date. Further details on existing traditional formulas (which are mostly based

on sentence and term counts) can be found on the recent surveys [26, 81].

2.1.2 State-of-the-Art Readability Assessment

The simplicity of the traditional formulas, makes them easily adaptable to languages other

than English. This is showcased in the Spaulding’s readability formula for Spanish [228],

which uses the same two indicators as Dale-Chall’s and Gunning Fog’s, i.e., ratio of difficult

terms and average length of sentence in a document, with weights adapted to the Spanish

language. Moreover, by being rudimentary enough to be computed manually, traditional
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formulas, provide a simple way of estimating a text’s complexity. A teacher or a librarian

could compute the formula from the first few pages of a book, and estimate whether the

book is adequate for a reader without having to read the book in its entirety. Unfortunately,

depending on the type of texts they are applied to, these formulas have been shown to lack

precision in their readability level estimations. This is evidenced by Spaulding [228], who

demonstrated that completely nonsensical text can be predicted to be easily readable by

traditional readability formulas. For example, the phrase sv eni sar ein de er, would be

considered as easily readable by all the aforementioned readability formulas, just because it

has short terms, even if it is completely nonsensical, or the term quark which is considered

simple by most of the traditional readability formulas, due to its length, despite being a

high level technical term [250].

The increase in popularity of machine learning techniques and the need to improve

predictive quality of traditional formulas lead the readability assessment into a new era of

study. An era where readability formulas take advantage of supervised learning techniques

to combine tens or hundreds of indicators. Even if shallow features are still included in

current readability assessment tools, they are usually considered baseline features, and

features that consider other language aspects, such as syntax or semantics, play a more

significant role [26].

2.1.3 Readability Assessment by Languages

Adapting readability assessment tools to several languages have been the main focus for

researchers on recent years. This is evidenced by the fact that there exist at least one

prediction formula for each of the most popular languages spoken worldwide. A descrition
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and representative sample of these formulas and tools is below.

For English, the readability assessment system presented in [7] predicts only two levels

of difficulty, simple or complex, using elaborate features, such as ambiguity among terms

in a text. Other authors [80], orient their system for assessing the difficulty level of a text

for people with intellectual disabilities, using features that intend to detect how well a text

is structured. The readability prediction system for financial documents presented in [31] is

based, among other features, on the presence of active voice and number of hidden verbs.

It is also important to mention two commercial readability assessment tools, Lexile2 and

AR3, which are widely-used among academic professionals in the USA and more than 150

publishers [159]. Even if their algorithms are not public, they are known to rely on shallow

features [155]. The literature pertaining to readability for text in English is abundant. For a

more in-depth discussion on readability assessment for texts in English refer to [26, 81].

In contrast to English, Spanish readability assessment has not seen any significant

improvement regarding features in recent years, as most of the existing works are still based

on shallow features. Among the well-known readability assessment tools for Spanish, SSR

[228] examines sentence length and number of infrequent words per sentences, whereas LC

and SCI [12] consider the density of low frequency words. Other alternatives, like the ones

introduced in [64, 229], incorporate strategies to combine the aforementioned methods in

thei quest to improve readability estimation.

Compared to other languages, Basque readability assessment is reduced to only one

system. This is due to the fact that Basque is considered a minority language and shares little

similarity with most spoken languages. So far, ErreXail [101] is the only system created for

2https://www.lexile.com/
3http://www.renaissance.com/products/accelerated-reader/atos-analyzer
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Basque readability assessment. ErreXail predicts two different readability values, simple or

complex, using features mostly based on ratios of common natural language processing

labels, such as Part-of-Speech (PoS) tags or morphology annotations.

Similar to Basque, the literature for Arabic readability assessment is also very recent.

Al-Ajlan et al. [4] propose a tool based on only two features: average letters per term and

average terms per sentence. These features were analyzed using a Support Vector Machine

in order to classify text as simple or complex. Forsyth [91] examine a significantly larger

amount of features than previous studies, demonstrating the validity of lexical and discourse

features for Arabic readability assessment. In a simpler approach, El-Haj and Rayson [74]

present a modification of the Flesch formula. Apart from the common Flesch indicators,

this formula also includes information about short, long and stress syllables, as well as

textual aspects that are only found on formal texts.

For Italian and Russian, the research conducted by Dell’Orletta et al. [56] and Karpov

et al. [135], respectively, demonstrate the importance of structural features for readability

prediction. Both works combine several syntactic features, including features that measure

the complexity of syntactic trees.

Unlike readability assessment tools for English, Spanish, and Italian, to name a few,

structural features do not seem to have such a positive influence for Chinese. Therefore,

most of the literature pertaining to Chinese readability assessment have been focused only

on lexical features, such as the TF-IDF (Term Frequency - Inverse Document Frequency)

of terms [39, 45].

Rather than focusing on the general reader, François and Fairon [93] develop a system

for French with foreign language learners in mind. The objective was to determine which
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features were more important for a foreign language learner to understand a text. They

tested lexical, syntactical and semantic features and showed that semantic ones performed

poorly in their case. Uitdenbogerd [241] considers the same task. However, his study

only focuses on English natives that learned French. As a novelty, he introduces a feature

that considered the occurrence of true cognates, terms that were same or similar in both

languages, since those terms are the ones than this audience easier learns. Wang [250] also

relies on the use of true cognates for readability assessment, developing an automatic true

cognate identifier.

2.1.4 Readability Assessment by Document Type

Traditional readability assessment has usually been oriented to relatively long text snippets

[6, 36, 88]. While state-of-the-art [26, 91, 101] alternatives maintain this trend, recent

works explore methods for assessing the readability of other types of document.

Several studies focus on the analysis of readability for single sentences [56, 135].

Most these studies are usually part of text simplification systems, which use readability

assessment for choosing which sentences need simplification. Dell’Orletta et al. [56]

develop a readability assessment tool for Italian sentences, combining lexical, syntactical

and semantic features. De Clercq and Hoste [54], Karpov et al. [135] developed a similar

study for Russian, making a big emphasis on syntactical features. Both studies concluded

that structural features have the most relevance for sentence readability prediction.

Web-related readability assessment has also been studied. Web pages are usually

challenging for readability assessment given their varied topics and formats. Collins-

Thompson et al. [46] assesses the readability of search results by considering information
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in both the title and the snippet retrieved by the search engine, and the full content of the

pointed web page. The authors take advantage of language models for predicting readability,

since these models are the most adequate for predicting the readability of short and noisy

texts, such as web pages and their snippets [46].

Yu and Miller [266] present a Firefox plugin to automatically enhance the readability of

web pages for Asians that do not speak fluent English. For doing so, their systems considers

several structures known to be complex for non-English native speakers and applied several

transformations to make them more readable. Along similar lines, Kanungo and Orr [133]

develop a readability assessment tool for search result summaries. Their system combines

several traditional readability formulas, such as Flesch or Gunning-FOG, with some novel

features specifically designed for their task. The latter refer to features that measure the

number of strange characters or repeated keywords, in order to detect spam summaries.

This is an important aspect for these type of documents, because spammers try to trick

search engines with summaries full of keywords, that are usually recognized as simple by

readability assessment tools [133].

Even if books also contain long snippets, which traditional readability formulas are able

to handle, copyright regulations make book content difficult to obtain. In order to overcome

this issue, Denning et al. [57] present a readability assessment tool for K-12 books, which

goes beyond traditional textual content snippets. Their system explores available book

metadata, such as its author or genre.
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2.1.5 Applications of Readability Assessment

Educational applications have traditionally been the main focus for readability formulas.

Popular tools such as Lexile and AR were specifically designed to help teachers and

librarians select books for children. Both systems are currently commonly used by book

publishers to catalog books given their readability level [159].

Readability assessment tools have also been incorporated into automatic book recom-

mendation systems. Rabbit [202] suggests books for K-12 children considering multiple

criteria that include several appealing factors for the reader as well as the readability score

for the recommended books. This permits Rabbit to not only recommend books that are of

interest to a reader, but also ensure that he is going to be able to understand them.

Text simplification also takes advantage of readability assessment tools [56, 80].

Knowing if a text needs to be simplified is an important prerequisite for such a system [56].

More specifically, being able to recognize which parts of a text are the ones making the

text complex is also important. Single sentence readability assessment [56] has been used

to handle both issues. Text simplification can be seen as an iterative process where a text

can be infinitely simplified. For this task, knowing when to stop is also a must. Therefore,

readability assessment has also been used to determine if a simplification is sufficient, both

as an evaluation method or stopping criteria [229].

In some contexts, such as the medical domain [203] or food diseases [76], it is critical

to provide people with documents that they can fully understand. For example, patients

that properly understand documents disclosed to them before surgery, are known to be

less anxious before the operation and obtain more satisfactory results during posterior

treatment [203]. Therefore, some institutions are currently enforced by law to ensure that
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the documents they generate match the reading level of average people [27, 95]. Several

studies [27, 95, 124, 200, 203] verify that this enforcement is indeed fulfilled, yet, most

of the studies show that documents that are supposed to be suited for average readers,

tend to be too specialized and even well-educated adults have trouble understanding them

[27, 95, 124, 200, 203].

Web search engines are increasingly getting more personalized towards their users.

With the goal of providing users with resources that are both of interest and match their

level of understanding, several applications have incorporated a readability signal in their

systems. Examples that do so include the work of Collins-Thompson and Callan [45] who

re-rank resources based on the readability levels, and the work of Kanungo and Orr [133]

who take advantage of readability assessment for improving the way summary snippets are

created in Yahoo!.

Even if the application domains discussed in this section are the most prominent,

they are not the only ones that benefit from high-quality readability assessment. Other

applications, such as translation [114] or dyslexia-related studies [220] also depend upon

complexity assessment.

2.1.6 Feature Fusioning Techniques in Readability Assessment

When estimating the readability level of a document, analyzing features in isolation is not

enough. Instead, it is important to generate a single score that simultaneously considers

the information captured in each individual feature. This leads to a more well-rounded

assessment of the document and thus a better estimation of its level of difficulty.

In addressing the feature fusioning challenge for readability assessment, a variety of



19

techniques have been considered [26]. Collins-Thompson and Callan [45] use a naive Bayes

model, whereas Denning et al. [57] take advantage of a linear regression and François and

Fairon [93] adopt a logistic regression approach. Most state-of-the-art systems, however,

have used Support Vector Machines [81, 233, 218, 26] making this technique the most

popular in the area.

2.1.7 Multilingual Readability Assessment

While the number of readability assessment systems dedicated to single languages is high,

little research has been done regarding multilingualism. To the best of our knowledge, only

two studies have applied their proposed strategies to more than one language [54, 172].

De Clercq and Hoste [54] present a readability assessment strategy for Dutch and English.

Their study focuses on comparing which features are valuable for each on the languages

analyzed, concluding that the best feature set for both languages is significantly similar.

Madrazo Azpiazu and Pera [172] extend the number of languages compared to six (English,

Spanish, Italian, French, Catalan, and Basque) and conduct a similar feature comparison.

As a result, they determined that while typologically similar languages benefited from

similar readability assessment features, this phenomenon did not occur for typologically

isolated languages, such as Basque. Even if these studies shine alight on the multilingual

aspects of readability assessment, the proposed strategies cannot be easily adapted to any

arbitrary language. This is due to the fact that the proposed techniques are dependant

on human engineered features that are created with a language in mind and need to be

specifically adapted to provide valuable signal for other languages.
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2.2 Multilingual Information Retrieval

We discuss below techniques that are background and/or core for the area of multilingual

IR.

2.2.1 Automatic Machine Translation

Automatic Machine Translation refers to any strategy that given a text ts in a source

language, generates a text tt in target language, where the meaning of tt is as similar

as possible to ts. The similarity between ts and tt is conditioned by the strategy used

for translation purposes, as well as by the availability of corpora. Automatic Machine

Translation strategies can be classified into three categories:

• Direct Translation. In this case, pieces of text from ts, such as words or phases,

are matched using a translation dictionary and directly replaced by their translations.

This is the simplest of the translation strategies and it can be useful in contexts

where parallel corpora is not abundant or in IR strategies that require no structural

information, e.g., bag-of-words comparisons [213, 22].

• Rule Based Translation. In this instance, translation depends upon syntactic rules

that are either written by humans or automatically generated. Rule sets need to be

written per language pair, and extending or fixing a problem in the translation system

requires one to analyze hundreds of rules, which makes handling multiple languages

incrementally tedious. Rule based systems can be useful for languages with scarce

parallel resources, as humans can write rules without the need of large amounts of

text [271, 37].
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• Statistical Translation. This strategy relies on probability distributions learned

from a parallel corpora to predict the most probable tt for ts. To estimate reliable

probability distributions, this strategy requires large amounts of parallel corpora,

and the precision of the translation is highly dependent on the size of it. This type

of translation barely requires any human labor which makes it useful for tools that

translate across multiple languages. It is the most common strategy used for building

IR applications nowadays [163, 145].

Translation-based approaches were the default approach when researchers started

to build early multilingual IR applications. However, as we describe in Section 2.2.3,

state-of-the-art strategies find alternative techniques to avoid using machine translation,

given its known lack of accuracy and processing cost [84].

2.2.2 Cross-lingual Embeddings

A word embedding is a numerical representation of a word in a multidimensional space

[189]. Each dimension represents a latent feature which partially describes the meaning of

a word, facilitating the comparison, in terms of meaning, of any word pair in a numerical

way. Figure 2.1 illustrates word embeddings of days of the week and months in a 2-

dimensional space. Note the clusters formed by embeddings associated with words of days

of the week and months, reflecting that they are close not only in space but in meaning.

Word embeddings are specially useful for developing prediction models, as they convey a

representative numerical view of words, an important requirement for most of the machine

learning techniques used as part of IR applications [186].
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Figure 2.1: 2-dimensional representation of monolingual embeddings generated by Turian
et al. [239], which capture groupings of days of the week and months.

Multiple methods have been designed for generating monolingual word embeddings

[189, 201]. However, traditional embedding generation methods are constrained to indi-

vidual languages, due to the fact that embeddings trained for different languages with a

monolingual strategy do not share the same space and therefore are not comparable. Being

able to generate cross-lingual word embeddings that share the same space independently of

the language would make possible to relate words across languages (see Figure 2.2) and

simplify the process of designing IR-centric applications that can work across different

languages. In the remainder of this section, we describe recent advances in the area

of cross-lingual word embeddings. We categorize existing strategies into monolingual

mapping, input-modification, and cross-lingual training based strategies.
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Figure 2.2: 2-dimensional visualization of Chinese and English embeddings in a shared
space. Yellow represents English, green represents Chinese, and translations from Chinese
to English are represented with a green square [273].

Monolingual Mapping

As stated by Mikolov et al. [188], relative positions among words within a language tend to

hold across languages. This phenomena is illustrated in Figure 2.3, where numbers and

animal names in Spanish and English are represented by their 2-dimensional embeddings,

following a similar spatial organization. Several researchers exploit this phenomena for

finding a mapping function across language spaces, so that both spaces can easily be

transformed into the other and used in multilingual systems.

Monolingual mapping strategies rely on monolingual embeddings trained without

considering any cross-lingual information. Patterns found in these monolingual embeddings

are used to generate a transformation matrix capable of mapping word representations

from their respective language spaces into a shared space. For training the aforementioned

transformation matrix, it is common to take advantage of word pairs that are extracted from
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a translation dictionary or a word aligned parallel corpora. The most popular strategy used

for training each monolingual space is word2vec4 [189] in its two variants: skip-gram with

negative sampling and continuous bag of words [211].

One of the first strategies for monolingual mapping was proposed by Mikolov et al.

[188], who calculate a transformation matrix that goes from a source language into a target

language. This is done by minimizing the distance between a word in the target language

representation and a word in the source language representation transformed by the matrix,

using Equation 2.7.

min
W

∑
i

||Wxi − zi||2 (2.7)

where W is the transformation matrix and xi and zi are the embeddings of the ith word pair

in a bilingual dictionary.

Several researchers extend the technique introduced by Mikolov et al. [188] by amend-

ing limitations in its loss function. Xing et al. [259] find that using different functions

for (1) learning word representations, (2) measuring the distance between them, and (3)

calculating the transformation matrix is inconsistent and leads the embedding training

process to underperform. To solve this, the authors instead use cosine similarity for all the

aforementioned functions. Similarly, Lazaridou et al. [153] argue that using least-squares

as loss function leads the embedding generation process to create hubs, i.e., words that

appear in the surrounding area of too many other words. Consequently, they introduce the

4Word2vec is a popular monolingual embedding strategy that considers that words that occurred next to
each other are more semantically related than distant words. The strategy uses an sliding window technique,
where a neural network is asked to predict a given word w based on its context formed by n words preceding
and following w. See the work of Mikolov et al. [189] for more detailed information.
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Figure 2.3: A 2-dimensional representation of numbers and animals in English and Spanish
by Mikolov et al. [188]

.

concept of intruders, i.e., words that are near the projection of another word, but far from

the real translation of it. The authors replace randomly selected negative samples used by

Mikolov et al. [188] with intruders in order to provide the system with more informative

samples.

For learning a mapping among the embeddings in each language, Upadhyay et al. [242]

propose an approach based on canonical correlation analysis. Instead of learning one linear

transformation that goes from the space of language A to the space of language B, this

novel strategy learns one transformation per language that goes from the original language

space to a new shared space. Ammar et al. [9] extend this framework in order to consider

more than two languages.

Guo et al. [110] generate a mapping by simply using the alignments of words in a parallel
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corpus. For each word w in a source language, they gather the words (and their frequencies)

in the target language that w is aligned with. Thereafter, w is assigned the average of all the

aligned embeddings in the target language, weighted by their alignment frequency. One

of the critiques for this method, however, is that it only generates embeddings for words

that have an alignment, which is a constraint given the limited amount of parallel corpora.

To partially bypass this issue, Guo et al. [110] take advantage of the edit distance, which

allows the system to also capture words with similar roots.

Artetxe et al. [14] generalize previous works on embedding generation based on

monolingual mapping by starting with a simple learning loss function, and incrementally

adding more constraints to the function, including orthogonalization or normalization of

the mapping matrix. An interesting fact about this work is that in adding these constraints,

they obtain both the loss functions proposed by Xing et al. [259] and the one proposed by

Upadhyay et al. [242], demonstrating an actual relation between both solutions.

Strategies based on monolingual mapping require less time for training than other

strategies, due to the fact that monolingual embeddings are already trained and the only

parameters to be learned are the ones of the mapping [188, 14]. Despite their fast training

times, strategies based on monolingual mapping are highly constrained by the quality of

the monolingual embeddings and the availability of word alignments in order to estimate

an accurate mapping function.

Strategies based on Input Modification

Strategies based on input modification aim to modify the training data, to make it possible to

directly use learning techniques designed for monolingual embeddings, such as Continuous
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Bag of Words (CBOW) or the skip-gram model proposed by Mikolov et al. [189], to learn

cross-lingual ones. These data modifications are mostly based on replacements of words or

merging several monolingual corpora into one.

Xiao and Guo [258] take advantage of two monolingual corpora and translations pairs

obtained from Wiktionary.org. They create a multilingual dictionary based on words from

both corpora and their translations. Each word and its corresponding translation is used as

a single entry in this dictionary and is therefore treated as a single embedding vector. Both

monolingual corpora (modified using the new dictionary) are fed to a monolingual training

strategy to generate the multilingual embeddings.

Duong et al. [69] propose a similar strategy to the one presented by Xiao and Guo

[258] that extracts translation pairs from the Panlex.org dictionary. This strategy does not

force word translation pairs to point to the same word embedding, but alternatively replaces

words with their translation, expecting the monolingual embedding learning strategy to

learn a similar vector to its translation based on the surrounding words. The proposed

strategy explicitly handles polysemy by using an expectation maximization model.

Instead of modifying the input fed to the monolingual strategy on-the-fly, Gouws and

Søgaard [103] create a new pseudo bilingual corpus that is fed to the popular CBOW [189]

monolingual strategy. The new corpus is based on the concatenation of two monolingual

corpora, in which words are replaced with their translated counterparts with 50% probability.

Ammar et al. [9] propose a similar approach to Gouws and Søgaard [103] that rather

than replacing words with its translations, replaces them with unique identifiers. These

identifiers are common for a word in the source language, a word in the target language,

and their respective synonyms. This strategy forces each word and its translation to point to
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exactly the same vector, in a similar way to the approach proposed by Xiao and Guo [258].

Figure 2.4: Strategies for merging documents: Random shuffle and length-ratio shuffle,
which evenly intercalates words from each document [248].

The strategy presented by Vulić and Moens [248] also merges two monolingual corpora

into one. However, instead of simply concatenating the two corpora, they shuffle words

from each document in an alternate way (see Figure 2.4). For this strategy to work, they use

a document-aligned multilingual corpus, arguing that the structure of the documents will be

similar enough so that the words appear in similar contexts to their translated counterparts.

Input modification techniques are in general trivial for implementation, as they benefit

from already existing monolingual embedding generation tools, making them useful for

quick experiments. However, they are limited by the amount of parallel data available,



29

which for some languages is scarce.

Cross-lingual Training

Unlike the strategies discussed in Section 2.2.2, which modify data and feed it to a non-

cross-lingual strategy, the strategies discussed below are specifically designed for training

cross-lingual representations and therefore directly or indirectly consider both monolingual

and cross-lingual properties. For this reason, the objective functions most commonly found

in these type of strategies are composed of a monolingual and a cross-lingual function [103].

The monolingual function measures how accurate the word representations are in each

of the languages considered, while the cross-lingual one quantifies how well embedding

properties translate across languages.

Hermann and Blunsom [115] present CVM, a model for generating bilingual em-

beddings that uses a sentence aligned corpus for training purposes. For each sentence

in a bilingual sentence pair, CVM generates a sentence embedding that consists of the

sum of the embeddings of all the words in them. CVM aims to minimize the Euclidean

distance between pairs of sentence embeddings, subsequently creating multilingual word

embeddings. Hermann and Blunsom [116] introduce DocCVM, which enhances CVM so

that it can also consider document aligned corpora arguing that sentence aligned corpora is

limited. This new model combines the sentence embeddings generated with CVM to create

a document level representation, the distance of which is minimized across languages (see

Figure 2.5). Kočiskỳ et al. [144] also use a document-aligned corpora in a two step system

that first learns automatically the word alignments across documents, and then generates

word embeddings based on those word alignments.
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Figure 2.5: Compositional document model for bilingual embedding generation. The
structure described the computation graph for two documents with three sentences, each
composed of 3 words [116].

Several researchers have used dimensionality reduction techniques to generate cross-

lingual embeddings. Huang et al. [122] extend the popular Latent Semantic Analysis

algorithm to make it translation invariant. Søgaard et al. [224] use documents in Wikipedia

to generate a term-document matrix, i.e., assigning a binary vector to each word that

indicated whether the word appears in each document. The dimensionality of this matrix

is later reduced to generate fixed-size real-valued embedding vectors for representing

the meaning and relations across words. Zou et al. [273] propose to use a term-term

vector instead, where the vector assigned to each word in a source language represents

the co-occurrence frequencies with each word in a target language calculated from a

parallel corpora. Thereafter, the authors apply matrix factorization [154] for reducing

the dimensionality of the vectors. In a similar manner, Shi et al. [221] consider a word

co-occurrence matrix for generating word representations. However, their model also uses
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additional monolingual data by considering co-occurrence matrices within the language.

Lauly et al. [152] take advantage of an auto-encoder for generating embeddings across

languages. They use sentence pairs of a parallel corpora as inputs and outputs for the

auto-encoder, minimizing four different reconstruction errors: (1) source to source language,

(2) target to target, (3) source to target and (4) target to source. The authors propose an

auto-encoder approach based on a tree-shaped encoding-decoding structure, which they

modify in a posterior work by using a sparse binary vector for representing each word

in a sentence, improving the quality of their embeddings [215]. Figure 2.6 illustrates the

behavior of both structures when reconstructing the sentence the dog barked from French.

Figure 2.6: Left: Bilingual autoencoder based on the binary reconstruction error. Right:
Tree-based bilingual autoencoder. In this example, both structures reconstruct the bag-of-
words for the English sentence “the dog barked” from its French translation “le chien a
jappe” [215].

The popularity of word2vec models presented by Mikolov et al. [189] has lead re-

searchers to try to adapt these techniques for cross-lingual embedding training. Luong et al.

[167] adapt the skip-gram model by including words from a target language as context

words. Instead of predicting only words that appear close to a given word, their system
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Figure 2.7: Visual description of the model presented by Gouws et al. [104] for cross-lingual
embedding generation. The loss function represented as

∑
combines three different values:

the loss function for French, the loss function for English, and the cross-lingual loss
function.

also predicts words that appear close to the translation of the word. The authors examined

several word-alignments methods concluding that for the two languages they consider

(German and English), the performance of a simple monotonic alignment, i.e., each word

is aligned with the word in the same position, is comparable among the performance of

other methods. Coulmance et al. [49] also extend the skip-gram model. However, rather

than combining word contexts by aligning words, they consider all words in a translation

sentence pair to be context words of each other. This coincides with the conclusion of

Luong et al. [167] who demonstrated that a precise alignment is not as important for this

task. Rather than combining context across languages together, Gouws et al. [104] combine

two separate objective functions: the traditional skip-gram objective function for each

language and a novel cross-lingual regularization function, which minimizes the distance
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among the representations of all pairs of words among sentence pairs.

Overall, strategies based on cross-lingual training offer the best adaptability to a specific

problem, given that they can work with all types of corpora, from simple word alignments

to document aligned data. These strategies, however, are more laborious to implement than

monolingual-mapping and input modification and require to minimize multiple objective

functions making them slower to train.

In this section we have introduced three different strategies for training cross-lingual

embeddings based on monolingual-mapping, input modification and cross-lingual train-

ing. Each of these techniques has different benefits and drawbacks, in terms of ease of

implementation, needs of corpora, and performance. Having said that, they are useful when

it comes to designing and developing a variety of IR applications, which we discuss in

Section 2.2.3. For more in-depth information on cross-lingual embedding models, refer to

the survey created by Ruder [211].

2.2.3 Multilingual Information Retrieval Applications

We discuss below different multilingual IR applications. We limit our discussion to

applications in three popular IR areas: Recommendation, Search, and Question Answering.

Multilingual Recommendation

A recommendation system aims at identifying items that are of interest to a user given

some historic data [210]. The recommendation process is usually based on generating

both item and user representations that are compared to determine the degree to which an

item is appealing to a user. Recommendations are generated using two main strategies:
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collaborative filtering and content based. Strategies based on collaborative filtering are

inherently cross-lingual, as they do not consider text in its computation, instead they analyze

rating patterns across users. However, content based strategies require analyzing text for

understanding the users’ preferences and provide recommendations, and thus, need to be

adapted for multilingual environments. In the rest of this section, we describe several

techniques that can be applied in a multilingual environment.

In order to provide news recommendations across users that understand both English

and Bengali, Ferdous and Ali [82] propose an strategy that takes advantage of an ontology

(shown in Figure 2.8) specifically created for the news domain. This ontology captures the

most important facts in a news article, such as when the action took place, what happened

or who took part on the action. Given articles historically read by the user, and a collection

of articles to retrieve, a representation of each news article is created based on the proposed

ontology, which is later used by the system to match relevant news articles. The degree

of similarity between the user profile based on read articles and potential articles to be

recommended is measured using a function that considers (1) the number of words matched

across the ontology of each article, where the words in Bengali are previously translated to

English, and (2) the ratio of classes shared across the two ontologies.

Yang et al. [264] generates cross-lingual recommendations of Google news groups

across Chinese and English users, where news groups are defined as a set of news articles

that share a common topic. After a preprocessing step that considers tokenization, stop-word

removal, stemming and boundary detection (specific for Chinese), each news article is

represented as a term frequency vector. These term vectors, however, are not language

independent given that words are not shared across both languages. To amend this, the
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Figure 2.8: Ontology used for representing the content of a news article [82].

authors use a bilingual dictionary to translate each word from Chinese to English or vice

versa, depending on the direction of the recommendations. After creating term frequency

vectors for all news articles, each news group can be seen as a cluster of multidimensional

points (as shown in Figure 2.9), where each point represents a news article. Lastly, a

supervised learning approach that measures to what extent do two news group clusters

overlap is applied in order to recommend the most relevant (overlapping) ones.

Unlike the strategy proposed by Yang et al. [264], the one introduced by Magnini

and Strapparava [175] takes advantage of MultiWordnet, a lexical database that defines

semantic relations including synonymy, hyponymy, or hyperonymy across word senses.

One useful feature of MultiWordnet is that each word sense (referred as synset) has a

unique identifier that is language independent. Magnini and Strapparava [175] use this

feature to build language independent user profiles based on a graph of synsets, a sample of

which is illustrated in Figure 2.10. These graphs are compared to synsets obtained from

news articles to measure their relevance and recommend them to the corresponding users,

regardless of the language of the articles.
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Figure 2.9: Representation of two news group clusters and the semantic overlap between
them , where Ls and Lt represent the source and target language respectively [264].

Recommendation of scientific papers can also be enhanced by a multilingual strategy as

Uchiyama et al. [240] demonstrated with OSUSUME, a system that recommends scientific

papers in English given Japanese user-defined keywords. OSUSUME uses the input

keywords provided by the user to retrieve intermediary Japanese papers containing them.

Thereafter, the abstracts of these papers are translated into English and keywords are

extracted from them. Finally the English keywords are used by OSUSUME to retrieve

scientific papers in English to be recommended to the user. In the same domain, Lai

and Zeng [150] propose a cross-lingual paper recommendation for digital libraries that

work in Chinese and English. Their strategy considers implicit feedback obtained from

users’ interaction with the digital library, including the search queries or the documents

downloaded for reading. This information is aggregated to create a user profile that consists

of a vector of frequency weighted terms, such as the one shown in Figure 2.11, which

showcases a representation of a document mostly focused on information retrieval. The
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Figure 2.10: Description of the algorithm used by Magnini and Strapparava [175]. A user
profile is built using a graph of synsets, which is compared to synsets obtained from news
articles to be recommended.

vector representing the user profile is compared with vectors created in a similar way for

each document in the digital library. The most similar ones are recommended to the user

using cosine similarity as relevance function. In order to address the language gap in the

aforementioned vectors, Lai and Zeng [150] use a machine translation tool and translate all

user profiles to both English and Chinese.

Figure 2.11: User profile defined by a vector of weighted terms , where Vc and Vf are the
vector representations in native and target language respectively Lai and Zeng [150].

A novel task in the area of paper recommendation was proposed by Tang et al. [235]:

context aware cross-lingual citation recommendation. For a given text context in a scientific
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paper in Chinese, the proposed system ranks and recommends English citations suitable for

that context. The solution goes beyond simply translating the papers, as Uchiyama et al.

[240] and Lai and Zeng [150] did, since it defines two linear functions for mapping the

textual content from both the citation context and the citation abstract to a lower dimensional

embedding space that is shared across languages. These two embeddings are compared

using Equation 2.8 to measure the relevance of each citation given the context.

f(q, d) = qTW (dTF )T (2.8)

where q and d are the TF-IDF5 vectors of the context and the abstract of the candidate

citation, and W and F are two linear mapping matrices learned using a supervised training

process.

Takasu [232] presents a strategy for cross-lingual keyword recommendation based on

latent topic analysis. Similar to he work of Tang et al. [235], the strategy in Takasu [232]

does not require explicit translation of documents as it rather converts both documents

and keywords into a single feature space shared across languages. This feature space is

defined as a probability distribution of latent topics obtained using an ad-hoc extension

of Latent Dirchllet Allocation (LDA) that considers multiple languages. This extended

LDA model is trained over a document aligned parallel corpus, assuming that parallel

documents follow a similar distribution of topics. Takasu [232] evaluates the strategy

by recommending keywords across English and Japanese, concluding that the obtained

accuracy is comparable to the one obtained in a monolingual environment.

5TF-IDF is a word relevance weighting strategy that considers a word to be more important to a document
the more frequent it is on it, and the less frequent it is on a general corpora [3].
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Figure 2.12: Description of the cross-lingual context-aware citation recommendation task
addressed by Tang et al. [235].

Education is a domain that can also benefit from multilingual recommendations.

Schmidt et al. [217] present a cross-lingual recommendation strategy for CROCODIL,

a on-line platform for supporting resource based learning in German and English. The

proposed strategy extends the Explicit Semantic Analysis (ESA) model by considering

Wikipedia’s interlingual links to make it functional in a cross-lingual environment. ESA

assumes that the meaning of a word can be represented with a multidimensional vector, in
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a similar way to the word embedding strategies we describe in Section 2.2.2. However,

unlike embeddings for which the meaning of each dimension is unknown, in ESA the

meaning of each dimension is explicitly described. Schmidt et al. [217] consider a word to

have as many dimensions as documents in Wikipedia, where each dimension represents

the number of times the word appeared in the corresponding document divided by the

number of words on it. This representation, however, is still language dependent as

Wikipedia has different documents for each language. To amend the language dependency

issue, the authors take advantage of interlingual links in Wikipedia, that define relations

between the same articles across languages. Based on these links, Schmidt et al. [217]

define a new dimensional space, where each dimension represents not only one document

but all the documents in different languages that relate to the same topic. Using this

multidimensional space, cosine similarity is applied as a distance function across words to

generate recommendations. Similarly, Narducci et al. [193] leverage the ESA algorithm

for content based item recommendation across Italian and English. To recommend movies

and books (as illustrated in Figure 2.13), the authors consider two strategies: translation

based ESA, which translates all documents to a pivot language (English in this case) prior

to creating the ESA matrix, and cross-lingual ESA, which takes advantage of Wikipedia’s

interlingual links to create a common multidimensional space. Regardless of the ESA

strategy employed, a vector representation is computed based on the description of each

item. More specifically, the vector representation of each item is defined as the centroid of

the ESA vectors of all the words on its description. Item representation are compared using

cosine similarity.

Similar to Magnini and Strapparava [175], Lops et al. [164] take advantage of Multi-
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Figure 2.13: Two strategies of extending ESA for cross-lingual applications as introduced by
Narducci et al. [193]. Translation based ESA translates the documents to a pivot language
before creating the matrix, while cross-lingual ESA takes advantage of Wikipedia’s
interlingual links to create a language independent space.

Wordnet for building a multilingual movie recommendation system. Instead of using a

synset graph as Magnini and Strapparava [175] proposed, Lops et al. [164] generate a bag

of synsets for each movie description, as illustrated in Figure 2.14, that works in a similar

way to a bag of words, with the benefit of being language independent.

Musto et al. [190] compare two cross-lingual strategies for movie recommendation.

The first one, originally presented in [164], takes advantage of MultiWordnet and a bag of

synset model for comparing cross-lingual documents. The second strategy is based on an

multilingual extension of Random Indexing [132], a traditionally monolingual embedding

generation technique. For each movie description and its translations, the authors generate a

document representation that is the result of aggregating the embedding vectors of all words

on the document. This creates a multilingual vector representation for each movie that can

be used for measuring similarity with respect to other movies, in order to recommend the

most alike.

Instead of generating content-based cross-lingual recommendations, Komiya et al.
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Figure 2.14: Generating movie recommendations using the bag of synsets model presented
by Lops et al. [164].

[147] address the problem of cross-lingual collaborative filtering based recommendation.

They present a task where two e-commerce websites (one in English and one in Japanese)

have worked independently in the past and are currently being merged. The only textual

information shared across the two websites is the name of the product. Pure collaborative

filtering techniques would not work for this problem, as there are two completely disjoint

communities, meaning that items of the first community would never be recommended

to users of the second community and vice versa. For addressing this issue, the authors

propose to translate the product names in order to group products across both communities.
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This grouping generates products that appear in both communities enabling traditional

collaborative filtering strategies to generate recommendations across the two languages/-

communities.

In this section, we discussed strategies for building multilingual recommendation

systems. While most strategies are based on automatic machine translation, others rely

on ontologies or lexical databases for addressing the multilingualism. Strategies that

take advantage of dimensionality reduction techniques, such as word embeddings, are

currently sparse, however, grounded on the history of other areas, such as search, we

believe those strategies will get more popular in the near future. In addition, current

multilingual recommendations systems are mostly oriented to recommending items with

long textual content. We expect systems that deal with items with shorter textual content,

such as tweets or movies to be the focus of future research in this area.

Multilingual Search

Given a collection of documents D and an input query q, a search (or retrieval) task is

defined as the act of finding a list of n documents from D that are the most relevant to q.

Relevance is defined by the information needs of the user typing the query. While search

and retrieval have long be studied from a monolingual perceptive [20], strategies that can

retrieve documents in multiple languages are scarce. Multilingual retrieval differs from

monolingual retrieval in that the language of q and documents in D can be different. In

the rest of this section, we describe existing strategies for building multilingual retrieval

systems.

The retrieval strategy presented by Salton [213] translates queries by replacing words
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with their corresponding translations obtained from a English-Spanish dictionary previous

to the retrieval phase. Ballesteros and Croft [22], however, empirically demonstrate that

word-by-word translation is not enough and propose a new solution that considers phrases

obtained from a parallel corpora for translation. Local translation methods, such as word-by-

word or phrase translation, might not be enough for multilingual retrieval [94]. Therefore,

Franz et al. [94] go beyond phrasal translation and consider a full automatic machine

translation system for translating a query. This approach, however, requires large amounts

of parallel corpora, which is hard to obtain. To amend this issue, the authors propose a

strategy to generate a comparable corpora, i.e., pairs of documents that are expected to

have similar contents but are not manually aligned, which is used to improve the machine

translation system. This strategy treats as comparable, those documents that retrieve each

other in a search engine, where the document matching is done via translation word pairs.

A similar approach to the one in [94] is taken by Nie et al. [195], as they also use a

machine translation tool for translating queries but their main focus is on how to generate a

parallel corpus. Nie et al. [195] argue that the Internet contains a vast amount of multilingual

resources that can be exploited for training machine translation tools. Their strategy

considers the documents retrieved by Altavista (a popular search engine at the time) in

response to queries that denote a multilingual website. These queries include phrases such

as “version anglaise” or “in French”, in an attempt to search for anchor points oriented to

change the language of a web page. Thereafter the authors use the HTML structure of the

retrieved pages to extract parallel pieces of text.

Arguing that the errors produced by automatic machine translation hinder the perfor-

mance of cross-lingual retrieval systems, Gollins and Sanderson [99] propose a strategy
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to reduce the error of the machine translation by merging different translation results. As

illustrated in Figure 2.15, their system translates the input query to multiple pivot languages,

obtaining intermediary results which are translated subsequently to the target language.

This pivot strategy creates multiple translation candidates that are merged to perform the

retrieval.

Figure 2.15: Query translation strategy proposed by Gollins and Sanderson [99]. The
input query is first translated to two intermediary languages (Spanish and Dutch) and later
translated to English.

Instead of translating queries, Oard and Hackett [196] translates available documents

so that monolingual retrieval strategies can be used when the user submits a query. While

this approach has no time penalty on retrieval time, it requires translating large amounts of

document which can be time consuming.

A comparison across query-translation and document-translation, two popular strategies

for cross-lingual retrieval based on machine translation is conducted by McCarley [181].
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The authors find no statistical different among both strategies, so instead, they propose

an hybrid strategy that aggregates relevance scores provided by aforementioned strategies

outperforming both previous strategies.

Littman et al. [162] describe an approach based on latent semantic indexing (LSI) that

requires no machine translation for cross-lingual document retrieval. LSI is a retrieval

strategy that generates a term-document matrix, where each cell represents whether a given

term is in a given document. This matrix is reduced using Singular Value Decomposition

[100], which generates two matrices: term-latent and latent-document. The rows in the

former matrix represent terms while the columns in the latter matrix represent documents

in a low dimensional space. This process is illustrated in Figure 2.16. Littman et al. [162]

extend the definition of a document in LSI, and consider that a document contains all its

words and their translations. This extended representation facilitates training models for

multiple languages into a same multidimensional space.

Similar to Landauer et al. [151], Potthast et al. [205] use a vector representations

technique for document retrieval: cross-lingual ESA. Each document d is represented with

a vector, where each dimension indicates the similarity of d with a specific Wikipedia article.

The query follows the same representation and is compared with candidate documents

using cosine similarity. Similar to Narducci et al. [193], the cross-linguality is in this case

introduced by taking advantage of Wikipedia’s interlingual links that facilitate to group

articles in different languages. Sorg and Cimiano [225] instead consider the full category6

structure of Wikipedia (illustrated in Figure 2.17). Sorg and Cimiano [225] create two

algorithms: Cat-ESA, which is solely based on categories, and a hybrid named Tree-ESA,

6A category is a generalization of multiple Wikipedia articles, e.g., the monorail article is under the rail
transport category, which in turn is under a more general category named transportation.
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Figure 2.16: Document representations in the standard term space vs a reduced LSI space
with both documents and terms represented on it by Littman et al. [162].

which considers the whole structure of Wikipedia including articles and categories.

Vulić et al. [249] argue that parallel corpora7 and translation dictionaries are a scarce

source for certain languages, while comparable 8 corpora is usually abundant. Consequently,

they present a cross-lingual search strategy based on Bilingual Latent Dirichlet Allocation

that solely relies on comparable corpora. For doing so, their strategy models the probability

of a query being generated from the word distribution of a document using cross-lingual

topical models.

Cimiano et al. [43] present a comparison of three popular strategies for cross-lingual IR:

ESA, LSI, and LDA. They evaluated the three algorithms when trained on Wikipedia and

7A parallel corpora is a set of documents that are aligned across languages. In a bilingual parallel corpora,
each document in source language has a corresponding document in target language which is an exact
translation.

8Comparable corpora differs from parallel corpora in that document pairs are only meant to be topically
related and do not need to be exact translations.
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Figure 2.17: Wikipedia articles, categories and link structure exploited for document
representations in concept spaces (CL-ESA, Cat-ESA and Tree-Esa) by Sorg and Cimiano
[225].

when trained on the database of documents collection that can be retrieved by their system,

concluding that ESA outperforms both counterparts when trained on Wikipedia while ESA

and LSI provide a similar performance when trained on the document collection.

Similar to Littman et al. [162], Narducci et al. [191] present a cross-lingual strategy

that does not translate queries or documents. Instead, it leverages cross-lingual embedding

generated using the strategy introduced by Vulić and Moens [248], which we described

in Section 2.2.2. Documents are modeled using a compositional approach, where the

representation of each document is a weighted sum of the embeddings of all the words

appearing on it. The weight is inspired by the IDF normalization factor in TF-IDF, meant

to give less importance to words that appear too often and therefore lack information.
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Narducci et al. [192] present an strategy for cross-lingually retrieving websites from

public administration services, i.e., e-gov sites, addressing the need of foreigners that know

which public service they need but do not know its name in the local language (examples

shown in Figure 2.18). For doing so, they analyze four different strategies: (1) Wikipedia

Miner, an automatic service for cross-tagging Wikipedia articles, (2) Tagme, an automatic

semantic annotator of short documents, (3) DBpedia Spotlight, a name entity detection

tool, and (4) ESA. The resulting experiments demonstrate that ESA is the one that best

performs for this task. Wikipedia Miner, Tagme, and ESA algorithm rely on Wikipedia’s

interlingual links for cross-linguality, while DBpedia Spotlight relies on the links in the

DBpedia knowledge graph.

Figure 2.18: Examples of e-gov services linked by the algorithm of Narducci et al. [192]
along with their translations provided by Bing.

Instead of focusing on the retrieval algorithm of a search engine, Albano et al. [5] focus

on how to cluster the retrieved results in order to show the user resources that consider the

possible different senses of the input query. For doing so, they present a cross-lingual word

sense disambiguation (WSD) strategy that not only represents word senses based on context

words, but also considers their translations. As Albano et al. [5] mention, this multilingual

context not only allows to compare word senses cross-lingually, but it also improves the

accuracy of WSD. The authors use WSD for extracting the senses of snippets of retrieved

resources and clustering them given their similarity.
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Pham et al. [204] propose a movie search algorithm based on ontology data. The

authors take advantage of Linked Open Data that includes information from IMDB and

DBpedia related to entities in the movie domain such as actors, films, or directors. Their

algorithm conducts a simple matching of words for finding the entities and exploits links

across languages, such as the ones illustrated in Figure 2.19, to showcase results in multiple

languages.

Figure 2.19: Matching Entities in DBpedia across Korean and English by Pham et al. [204].

A learning to rank strategy for cross-lingual text retrieval is introduced by Rahimi and

Shakery [207]. For doing so, the authors define several features intended to measure the

relevancy of a document given a query, such as the frequency of the query words in the

document. A supervised learning strategy is used to train the ranking model based on

implicit feedback provided by users in the form of clicked documents. Note that several

textual features do not work when comparing documents in two different languages. In

order to amend this, the authors take advantage of a word-to-word translation model trained

on a sentence-aligned parallel corpus.

In this section, we described prominent strategies for multilingual search and retrieval.
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While initially researchers focused on developing strategies based on machine translation,

current strategies focus on creating multidimensional representations of the documents

that can work in a cross-lingual manner. Strategies for creating document representations

are often based on word co-occurrence metrics, whereas some ontology based techniques

seem to find their place for specific problems such as movie search. Moreover, it is

noticeable that all multilingual approaches oriented to search are only focused on the

retrieval algorithm itself, and ignore other important modules including search intent

identification query transformation, or query suggestion. We anticipate multilingual works

that focus on the aforementioned modules among IR and Natural Language Processing

research communities.

Multilingual Question Answering

Given a question q and a document collection D, question answering (QA) aims at finding

the most suitable answer(s) to q that satisfy the need of the user that wrote it. The answer to

q can be obtained from a question answering community, in which case the QA algorithm

would search for a similar question to q and provide an existing user generated answer;

or it can be obtained from a general resource collection, where the QA system would

typically highlight a passage where the answer is located [244]. Multilingual QA differs

from traditional QA in that the language of q and the documents in D can be different. We

describe below research efforts in the area of QA in a multilingual environment.

Similar to what happened for multilingual recommendation and search, automatic

machine translation has been the starting point for multilingual QA. Whittaker et al. [254]

propose to translate a given question to the language that answers are written using automatic
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machine translation tools in order to treat the task as a monolingual task. Bowden et al.

[32] argue that translating short text pieces, as is the case with questions, can cause noise.

Therefore, they propose to translate all documents in D instead. This method avoids the

delay caused by automatic translation when the user is querying the system, however, it

has the disadvantage of having to translate all documents in D to all possible question

languages, which in some cases can be inviable.

As stated by Ferrández et al. [84], machine translation is imprecise and using it on a QA

system hinders its performance, as shown in the CLEF QA challenge, where multilingual

approaches retrieved less than 50% of correct answers retrieved by monolingual approaches

[84]. In order to amend this situation, Ferrández et al. [84] propose to use Wikipedia’s

interlingual link structure to match questions in two different languages. Figure 2.20

illustrates the system proposed by Ferrández et al. [84], where apart from the traditional

question analysis and answer extraction module there is a module that takes advantage of

Wikipedia’s structure to relate questions and answers in different languages. One of the

strengths of this strategy is that it can automatically deal with Named Entities (phrases

denoting proper person, location or organization names) as those are directly described

in Wikipedia (see Figure 2.21). Magnini et al. [176] also rely on Wikipedia’s intelingual

links for QA, however, their proposed methodology includes several other modules, such

as multiword recognition and answer type detection in their system for a more accurate

question answering.

A strategy based on word embeddings is presented by Chen et al. [38] for Chinese-

English cross-lingual question retrieval. Ford doing so, the authors train monolingual word

embeddings for each language based on the skip-gram model proposed by Mikolov et al.
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Figure 2.20: Cross-lingual Question Answering strategy proposed by Ferrández et al. [84].
A novel Wikipedia based content matcher co-exists with traditional question analysis and
answer extraction modules.

Figure 2.21: Named Entity translation strategy by Ferrández et al. [85].
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[189]. Questions represented by the concatenation of word embeddings are fed to two

dual convolution neural networks, one for Chinese and one for English. During training,

both networks are fed with question pairs that are known to mean the same in Chinese

and English, aiming to minimize the distance between the representation generated by

both networks. This process creates sentence representations located into a cross-lingual

multidimensional space. The authors use the distance between representations to create a

ranking of most relevant question-answer pairs.

Figure 2.22: QA based on neural networks by Chen et al. [38]. Questions in different
languages are mapped to a dual vector space for comparison.

Da San Martino et al. [50] propose a technique for cross-lingual question retrieval that

relies on a neural network that computes the similarity between two questions. This neural

network (depicted in Figure 2.23) receives a question pair (marked by the community

as similar), which is translated into a multidimensional space using word embeddings.

These embedding representations are forwarded to two fully connected layers along with

several other linguistic features proposed by the authors to produce a similarity score.

In order to address the language gap across sentence representations the authors use the
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cross-lingual embedding learning strategy proposed by Luong et al. [167], which we

described in Section 2.2.2.

Figure 2.23: Description of the strategy proposed by Da San Martino et al. [50] for question
answering. A question pair is feed to a two layer neural network along some other features.

Joty et al. [128] propose a question retrieval strategy aimed at languages where labeled

training data is non-existent, i.e., there is no question answering gold-standard. For doing

so they propose to train a question retrieval model in a popular language that has large

amounts of labeled data and use it in languages where only unlabeled data is available.

Joty et al. [128] extend the model previously proposed by Da San Martino et al. [50] using

adversarial training, a framework oriented to achieving better generalization on neural

networks by creating fake data intended to help the model learn from its errors. This

process generates high-level discriminative features that are language invariant as they are

based on cross-lingual embeddings generated following the strategy proposed by Luong

et al. [167].

In this section, we described research efforts in the area of multilingual QA. Initial

approaches address the language gap by translating the questions or the answers to a

common language. However, more recent techniques take advantage of structured data, such
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as Wikipedia, or language invariant word representation techniques, such as cross-lingual

word embeddings.
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CHAPTER 3

MULTIATTENTIVE RECURRENT NEURAL NETWORK

ARCHITECTURE FOR MULTILINGUAL READABILITY

ASSESSMENT

Abstract

We present a multiattentive recurrent neural network architecture for automatic

multilingual readability assessment. This architecture considers raw words as its

main input, but internally captures text structure and informs its word attention

process using other syntax- and morphology-related datapoints, known to be of great

importance to readability. This is achieved by a multiattentive strategy that allows the

neural network to focus on specific parts of a text for predicting its reading level. We

conducted an exhaustive evaluation using datasets targeting multiple languages and

prediction task types, to compare the proposed model with traditional, state-of-the-art

and other neural network strategies.
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3.1 Introduction

For decades, readability assessment has been used by diverse stakeholders—from educators

to public institutions—for determining the complexity of texts [26]. Traditional formulas

do so by focusing only on superficial linguistic features, e.g., average length of sentences or

syllables per word. This leads to criticism, as these formulas do not explore deeper levels

of text processing and thus yield rough estimates of complexity, i.e., difficulty, that often

lack accuracy [13]. In fact, traditional formulas can label a text as “easy to read", even if its

content is completely nonsensical [52].

To improve the quality of automatic readability assessment, researchers turned to more

sophisticated techniques that go beyond examining shallow features. These techniques,

typically based on supervised machine learning, incorporate hundreds (even thousands)

of features that describe a text from multiple perspectives: syntax, morphology, cohesion,

discourse structure, and subject matter [56, 93, 57, 13]. The dependency on these numerous

features, however, has made readability assessment tools too complex to deploy and apply to

languages beyond the one for which they were originally designed for. Furthermore, feature

and language dependency, along with lack of homogeneity in terms of readability scales,

often prevent researchers from comparing new strategies with state-of-the-art counterparts,

preventing community consensus on which features are the most beneficial for capturing

text complexity [54].

Existing literature reflects the fact that applications that leverage text complexity analy-

sis, including book recommendation or categorization [158, 202], web result summarization

[133], and accessibility in the health domain [28, 87], still favor less precise but easier to

implement alternatives, with Flesch as the most accepted choice [23, 25]. We argue that
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this is caused by the uncertainty induced by the lack of: uniformity of readability scales,

adaptability among readability assessment tools, and benchmarks.

Areas of study that were historically heavily dependent on feature engineering, including

sentiment analysis or image processing [177, 2], have made their way towards alternatives

that do not involve manually developing features, and instead favor deep learning [251].

This resulted in more reproducible strategies; easily portable to other domains or languages,

as they only require implementing the structure of a specific neural network and just rely

on core components of resources, such as words, signals, or pixels, rather than features

specifically designed for a domain or language.

Issues pertaining to readability assessment are not limited to performance and adapt-

ability. As stated by Benjamin [26], a teacher should never use a readability score blindly

when giving a text to a student, as specifics of the difficulties of the reader and the

text should always be considered in this process. For this pairing to be successful, it

is imperative for readability assessment tools to provide information beyond a single

score. The explainability issue has been addressed in systems like Coh-Metrix [105] by

showing users the individual values of the features incorporated in the system. This strategy,

however, has been criticized by the education community as most features presented are

not straightforward to understand for people without background in both computation and

linguistics [75]. More intuitive explanations could greatly ease the use of readability tools.

In this manuscript, we present a multilingual automatic readability assessment strategy

based on deep learning: Vec2Read1. We still follow the premise of words being the

core components for a neural network that deals with text. However, in order to avoid the

1The implementation and evaluation framework code is available on a public repository:
https://github.com/ionmadrazo/Vec2Read
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Figure 3.1: Description of the general architecture of Vec2Read
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aforementioned domain dependency issue and adapt the architecture to the readability task,

we inform our model with part of speech (POS) and morphological tags. This is done by

a multiattentive structure that allows the network to filter important words that influence

the final complexity level estimation of a text. Apart from informing the network, the

multiattentive structure can also be used to offer users further insights on which parts of a

text have the most influence for determining its reading level.

Our research contributions include:

• We propose a multiattentive recurrent deep learning architecture specifically oriented

to the readability assessment task.

• The proposed strategy is, to the best of our knowledge, the first capable of estimating

readability in more than two languages.
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• We incorporate an attention structure that allows a model to use multiple focuses of

attention (with different degrees of importance) to inform word selection.

• We conduct an exhaustive evaluation based on different languages, readability-

measuring scales, and datasets of varied sizes, in order to compare the performance of

Vec2Read with existing baselines, a comparison that is rarely done in this area due to

lack of benchmarks.

• We present an initial analysis on the use of attention mechanisms as a potential

alternative for providing explanations for readability.

Task Definition. Given a text t, use model M to predict its reading level. The functionality

of M is directly dependent on the characteristics of a dataset D used for training: language

and readability scale. The scale can be discrete (binary or multilevel) or continuous. Any

language is viable; for dataset availability we train M for Basque, Catalan, Dutch, English,

French, Italian, and Spanish.

3.2 Related Work

Literature on automatic readability assessment is rich, not only in the languages for which

existing strategies can be applied to, but also on the diversity of linguistic perspectives that

have been explored [26, 13].

Feature engineering has been the main focus in the readability assessment area. Tech-

niques that exploit shallow features, e.g., number of syllables per word and average sentence

length, remain a prominent strategy for estimating complexity levels of texts in diverse

languages [88, 228, 4] and show better prediction capabilities than more sophisticated
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features when considered individually [81]. Language models have also been proved

useful when determining the reading level of a text [218]. The use of features capturing

the syntax of a text have been demonstrated to be of great importance, as illustrated by

Karpov et al. [135] who built a system that heavily relies on features based on POS tags

and the syntactic dependency tree of a text. Structural features may not influence text

complexity estimation for languages like Chinese, which is why some researchers favor

analyzing lexical representations, i.e., term frequencies [39]. Even if not for most languages,

morphological features have also been shown to be of great importance, in terms of

influencing the complexity level of texts written in languages known to be morphologically

rich, such as Basque [101]. For considering semantic information in a text, existing

works incorporate features related to true or false cognates, as a manner to better capture

text difficulty for non-native readers [93], or measure the coherence of the text based

on graphical models [183, 184, 185]. Unlike the aforementioned techniques, which rely

on engineering features for specific languages and tasks, Vec2Read uses a deep learning

strategy that automatically detects patterns related to readability.

Historically, readability assessment tools have been designed and evaluated in one

language. To the best of our knowledge, only De Clercq and Hoste [54] evaluate readability

assessment performance in more than one language, i.e., Dutch and English, with the

purpose of comparing the importance of features in each language. As presented in this

manuscript, we go beyond two languages and instead quantify the performance of Vec2Read

in seven different languages.

Attention mechanisms have been used with great success in several domains, including

image classification [262], question answering [117], and automatic text translation [21].
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The attention mechanism proposed for Vec2Read differs from the counterparts applied to

the aforementioned tasks in the sense that it provides a composed attention score that can be

decoupled to further analyze the influence individual words have in the overall complexity

of a text from different linguistic perspectives.

3.3 Method

In this section we introduce Vec2Read, a multiattentive recurrent neural network architecture

for readability assessment.

3.3.1 General Architecture

The general architecture of Vec2Read (illustrated in Figure 3.1) is designed to emulate

the structure of a text. A text is inherently recurrent, as it is composed of a series of

words that depend on each other in order to produce a message. A text is also hierarchical,

as it is composed of structural components such as sentences or paragraphs in order to

group information.Vec2Read takes into account both characteristics to better capture text

structure. Unlike existing hierarchical neural networks that take advantage of both word

and sentence level recurrent layers [265], Vec2Read has a single recurrent layer at word

level; hierarchical information is used to generate both word and sentence level attention

scores for creating a text representation.

3.3.2 Input

Given a text t, let the input of Vec2Read be x =< xw, xp, xm >, where xw, xp, and xm

represent data structures containing a sequence of tokens in t, their corresponding POS
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tags, and morphological tags, respectively. xwi
refers to the ith sentence in t and xwij

is the

jth token in xwi
. xpi and xmi

refer to the POS and morphological tag sequences for xwi
,

whereas xpij and xmij
represent the POS and the morphological tags for xwij

. Note that

xmij
contains a set of tags per word rather than a single token or POS label. For instance,

given the word plays: xwij
=“plays", xpij =“Verb", and xmij

=“{Tense: present, Person:

3...}". To ease further processing, xmij
always contains all possible morphological tags

considered for the language, assigning a Not applicable (NA) value when the label cannot

be applied to the token, e.g., tense would have a value of NA for all nouns. The number

of tags used is language dependent. (See Section 3.4.1 for details on tag set used in the

experiments).

3.3.3 Dense Vector Representations

Dense vector representations or embeddings have shown to be useful for representing

discrete values, such as words, in applications dealing with text [234, 174]. Vec2Read

converts all discrete values in x into dense vector representations before feeding them to

the model. This is achieved by using a lookup table Ωw ∈ Rv×d where each row is an

embedding for a specific word in the vocabulary, v is the vocabulary size and d is the number

of latent features used for representation. Similarly, lookup tables Ωp and Ωm are used

for representing POS and morphological tags, respectively. ωwij
refers to the embedding

of xwij
; ωpij to the embedding of the POS tag of xwij

; and ωmij
to the embedding that

captures the morphological information of xwij
created by concatenating the representations

of each morphological tag in xmij
. Ωw, Ωp, and Ωm can be either initialized using random

uniform distributions and then trained along with the other weights of our model or based
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on pretrained representations (see Section 3.4.1). Note that representations of each input

type are maintained separately and can therefore be of different size.

Figure 3.2: Description of the multiattentive network for token in position j in sentence i.
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3.3.4 Encoding Sentences and Words

A recurrent neural network (RNN) [108] is an extension of a traditional neural network

where each node in a layer takes as input not only information from the previous layer

but also from a node in the same layer located directly next to it. This creates a structure

designed to handle sequences like words in a text. Unfortunately, traditional RNNs are

prone to the vanishing gradient problem that makes them difficult to train, hindering final

performance [119]. A Long Short Term Memory (LSTM) [120] addresses traditional
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RNN’s vanishing gradient problem by using several gates on each RNN cell responsible for

storing or forgetting information from the cell state.

Vec2Read uses a bidirectional LSTM that considers the input sentences in forward

and backward directions for creating representations of whole sentences and individual

words. We refer to hwi
as the representation of xwi

, obtained by concatenating the outputs

of the final states of the LSTM network in both the forward and final pass; hwij
is the

representation generated by the LSTM network at time step j (i.e., for word xwij
) for i,

concatenating the outputs of forward and backward passes.

3.3.5 Textual Representation Layer

A final general representation of t, denoted hout, is created by aggregating all the encoded

word representations generated by the LSTM network (Equation 3.1). This is done using

a weighted sum over hwij
, where the weights are defined by the attention mechanism

described in Section 3.3.6.

hout =

∑l
i=1

∑ni

j=1 aiaijhwij∑l
i=1 ni

(3.1)

where ai is the attention generated for sentence i, aij is the attention for xwij
, ni reflects the

number of tokens in sentence i, and l is the number of sentences in t. The denominator is a

normalization factor meant to remove the effect of length in texts. This normalization factor

is especially important for readability prediction, given that the network could otherwise

learn to discriminate texts based mostly on length, due to a strong bias in readability datasets

for harder texts to be longer. Informing the model with length distribution of texts in each

reading level could lead to performance improvement in an experimental setting. However,
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doing so would not allow us to estimate model performance in a real scenario, where

text length will rarely follow the distribution seen in training sets. Therefore, we favor a

length-independent model.

3.3.6 Attention Mechanism

Vec2Read is designed to capture the general structure of t in order to predict its reading

level. While one could argue that the reading level of a text is dependent on every one of its

words, text simplification studies [97, 197] indicate that difficulty is generally introduced in

a text by specific words and sentences–just a few hard sentences could significantly increase

overall text difficulty. Following this intuition, Vec2Read uses an attention-generation

mechanism (described in Figure 3.2) capable of predicting which parts of t have the most

influence in its overall difficult. This way, our model can focus on the important parts of t

and provide a more accurate readability estimation.

The attention mechanism of Vec2Read works on two levels: sentence and word. It

detects which sentences have most influence towards determining the reading level of t and

also which words are most influential. Each of these two-level predictions are composed of

three attentions, oriented to consider the influence of each part of t from three linguistic

perspectives: semantic, syntactic and morphologic.

We describe below how the multiattentive mechanism works at word level, then we

detail how to adapt this model for the sentence level version.
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Word Level Attention

The word level attention mechanism consists of three single attention mechanisms that

are aggregated. Each individual attention network follows the same structure, a two layer

neural network, only differing on the size of the input and the number of hidden units.

We set the number of hidden units proportional to the input length (see Section 3.4.1 for

configuration details). Specifically, we compute each attention score aattij as follows:

sattij = σ(Watt × ωattij + batt)

aattij = σ(Watt2 × sattij + batt2)

(3.2)

where att ∈ {w, p,m} is an attention type, Watt and Watt2 are the weights of the first and

second network layers, batt and batt2 are their respective biases, sattij is an intermediary

representation, and σ is a sigmoid activation function.

Similar to the model in Figure 3.1, the input for generating semantic and syntactic

attention scores are ωwij
and ωpij . For calculating morphological attention scores, the input

is instead the concatenation of each of the morphological tag embeddings in ωmij
.

After generating a score using each single attention mechanism, Vec2Read aggregates

them into one value that will be the final attention score predicted for xwij
. Previous works

in feature engineering for readability assessment indicate that not all features are of equal

importance for predicting the readability of a text [56, 101]. We believe that this phenomena

also applies to attention generation, and therefore each single attention will not contribute

equally to the final attention prediction.

To allow our model the flexibility of deciding which attention matters most, we use
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an attention aggregation strategy that assigns a different weight to each attention. z =<

zw, zp, zm > is a vector containing the weights corresponding to each attention mechanism,

which are automatically estimated during the training phase to allow Vec2Read to learn

which attention has the most influence. We constrain the weights to sum to 1 by applying a

softmax function to z:

znormatt =
exp(zatt)∑
att exp(zatt)

(3.3)

The final attention aij for xwij
is calculated as:

aij =
∑
att

znormatt × aattij (3.4)

Lastly, we constrain all word attentions in a sentence to sum to 1 using a softmax

function.

Sentence Level Attention

Sentence level attention follows the same structure as word level attention described

in Section 3.3.6, differing only on how the inputs of each single attention network are

generated. In this case, for the semantic attention we use hwi
vectors already defined in the

general architecture (see Figure 3.1); for syntactic and morphological attentions we feed

separate LSTM models using the sequence of syntactic and morphological embeddings in

the sentence and use the output of the last recurrent step as input to the attention mechanism.

We then normalize sentence level attentions so that they sum to one using a softmax

function.
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3.3.7 Output Layer

The output layer of Vec2Read is responsible for mapping hout to a reading level prediction.

Two different output layers are used depending on the type of prediction required in each

task: discrete or continuous.

Discrete Prediction

To predict a discrete reading level for t, Vec2Read generates a probability distribution over

each reading level ŷ ∈ [0, 1]c, where c represents the set of possible prediction classes,

i.e., reading levels. This is achieved by applying a fully connected layer with a softmax

activation function to hout to ensure that the probabilities in ŷ add up to one.

ŷ = softmax(Wout × h>out + bout) (3.5)

where Wout ∈ R|c|×r is the matrix of weights of the fully connected layer, bout is a vector of

length |c| containing the biases, |c| is the number of possible reading levels to be predicted,

r is the number of latent features in hout, and > refers to the transpose operation. The class

that yields the highest probability is the one assigned to t.

Continuous Prediction

When the reading level of t is defined as a continuous value, Vec2Read generates a real value

ŷ ∈ [ymin, ymax], where ymin and ymax refer to the minimum and maximum readability

score possible in the used scale. This is achieved by applying a fully connected layer with a
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min-max leaky rectified linear unit as activation function. The leaky version of this function

is favored given its benefits in terms of avoiding neuron death during training [260].

ŷ = ϑ(Wout × h>out + bout) (3.6)

ϑ(q) =


ymax + ε ∗ q, q > ymax

q, ymin < q < ymax

ymin − ε ∗ q, q < ymin

(3.7)

where Wout ∈ R1×r is the matrix of weights of the fully connected layer, bout is a bias, r is

the number of latent features in hout, > refers to the transpose operation, and ε is a constant

set to 0.001 during training and to 0 during prediction.

3.3.8 Fitting Parameters

For fitting the parameters of our model we use stochastic gradient descent. This strategy

computes the prediction of our model given specific data, and compares it to the actual

objective value using an error or loss function. The goal is to minimize the error for which a

gradient is backpropagated to each of the parameters in the model by subsequently updating

them in a direction that will minimize the overall prediction error. As the objective function

for training the model, we consider two different loss functions, depending on how the

reading level is estimated.

For discrete predictions, we used cross-entropy:

H(y, ŷ) = −
|c|∑
i=1

yi log(ŷi) (3.8)
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where ŷ =<ŷ1, .., ŷ|c|> is the probability distribution predicted by our model and y =<y1, .., y|c|>

is the one-hot encoded vector representing the target class.

For continuous predictions, we use instead mean square error (MSE):

MSE =
1

|D|
∑
d∈D

(ŷd − yd)2 (3.9)

whereD is a collection of texts in a given dataset, |D| is the number of documents inD, and

ŷd and yd are the prediction generated by our model for document d and its ground-truth,

respectively.

3.4 Experiments and Discussion

In this section, we first describe model configuration. We then outline datasets and baselines

considered for evaluation purposes. Lastly, we discuss the results of the analysis conducted

to verify the overall performance of Vec2Read and showcase the validity of its attention

mechanism.

3.4.1 Model Setup

We describe Vec2Read’s configuration; parameters were empirically determined using a

hold-out set described in Section 3.4.4.

Optimization. For fitting the parameters of our model, we used the Adaptive Movement

Estimation [142]; learning rate = 0.001.

Initializations. For Ωw we used a pretrained version of word embeddings, which were

trained using a skip-gram algorithm on Wikipedia documents, as described in [30]. All the
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remaining weights and biases of our model, as well as initial states of LSTM layers, were

initialized using a random uniform distribution.

Dimensions. The number of hidden units in the semantic, syntactic, and morphologic

LSTM networks were empirically set to 128, 32, 64, respectively. The dimensions of the

embedding representations were set to 300, 16, 16. Given that the input of the morphological

attention combines multiple embeddings corresponding to the morphological labels used,

the final dimension of ωmij
is u× 16, where u is the number of tags used.

Tagging. We used SyntaxNet [11] trained on Universal Dependencies datasets v1.3 for

computing the POS and Morphology tags of words. All POS and Morphology tags available

in the dataset were used. Accuracy per language is varied, Dutch being the one with lowest

accuracy (POS:89.89%, Morph:89.12%) and Catalan the language where the tagging is

most accurate (POS:98.06%, Morph:97.56%)2.

3.4.2 Datasets

For assessment and analysis purposes, we use several datasets based on both expert-

labeled educational materials (Ikasbil, Newsela, Wizenoze) and crowd-source generated

and simplified texts (MTDE, SimpleWiki, VikiWiki). We describe each dataset below;

detailed statistics are in Table 3.1.

SimpleWiki. Simple.Wikipedia(.org) is a simplified version of the most representative

articles in English Wikipedia written with simple vocabulary and grammar. These articles

target readers who are learning English. We created a binary (simple or complex) dataset

using the 131,459 articles available in Simple Wikipedia and their Wikipedia counterparts,

2For per language accuracy details see https://github.com/mldbai/tensorflow-models/
blob/master/syntaxnet/universal.md
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totaling 262,918 documents. The use of Simple.Wikipidia/Wikipedia articles has already

proved to be useful for readability and simplification assessment [8], a fact we confirm

in our qualitative analysis in Section 3.4.6. (See [255] for details on how articles on

Simple.Wikipedia are simplified.)

VikiWiki. Vikidia(.org) is similar to Simple Wikipedia, but it is not constrained to articles

written in English. Following a similar procedure to SimpleWiki, we created VikiWiki

using all the articles in Vikidia along with their Wikipedia counterparts. The dataset is

comprised of 70,514 documents: 23,648 in French, 9,470 in Italian, 8,390 in Spanish, 3,534

in English, 924 in Catalan, and 898 in Basque, uniformly distributed among simple and

complex levels.

MTDE. MTDE is the dataset presented in [54], generated using crowd-sourcing techniques.

It consists of 105 documents both in English and Dutch, each labeled with a score in 0-100

range that indicates its complexity.

Newsela. Newsela is an instructional content platform that provides reading materials

for classroom use. As part of their research program, Newsela makes available a sample

of their labeled corpora, which we use for evaluation. The dataset consists of 10,786

documents distributed among grade levels 2-12 (around 1,200 per level for English and 120

for Spanish). We excluded from our experiments grade levels 2, 10 and 11, as the amount

of documents for those levels are significantly lower when compared to other classes (284,

11 and 2 respectively for English).

Ikasbil. Ikasbil [125] is an online resource for learning Basque containing articles leveled

following the Common European Framework of Reference for Languages. Using this

source, we created a dataset consisting of 5 reading levels (A2, B1, B2, C1, and C2), with
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200 documents per level. Level A1 was omitted due to insufficient documents.

Wizenoze. Dataset provided by Wizenoze [256], an online platform dedicated to easing

the retrieval of (curated) resources suitable for the classroom setting. The dataset consists

of 2,000 documents in English and Dutch, equally distributed and labeled using a 5-level

readability scale (1-5).

SimpleWiki Wizenoze Newsela

S C 1 2 3 4 5 3 4 5 6 7 8 9 12

Words per text 111 5987 35 128 67 266 801 448 674 777 872 927 990 970 1169
Sentences per text 6 222 3 10 5 16 35 43 54 54 54 52 46 46 50
Syllables per word 1.31 1.37 1.40 1.41 1.44 1.52 1.53 1.27 1.30 1.33 1.36 1.39 1.40 1.43 1.42
Words per sentence 17 25 11 14 14 16 21 10 12 14 16 18 20 21 24
Ratio of unique words 0.69 0.32 0.86 0.79 0.79 0.65 0.55 0.44 0.42 0.42 0.42 0.43 0.43 0.43 0.43
Flesch-Kincaid 6.37 10.70 5.40 6.61 6.65 8.65 10.76 3.42 4.63 5.72 6.81 7.77 8.73 9.68 10.48

WikiViki Ikasbil MTDE*

S C A2 B1 B2 C1 C2 1 2 3 4

Words per text 303 6036 215 276 320 327 354 294 276 288 301
Sentences per text 16 217 21 18 18 16 15 11 12 13 23
Syllables per word 1.36 1.38 1.40 1.39 1.43 1.37 1.40 1.51 1.47 1.37 1.23
Words per sentence 17 25 10 15 17 20 23 26 23 23 14
Ratio of unique words 0.62 0.31 0.51 0.53 0.52 0.52 0.51 0.56 0.56 0.54 0.49
Flesch-Kincaid 7.13 10.71 4.83 6.66 7.91 8.38 9.90 12.5 10.71 9.63 4.64

Table 3.1: Statistics on the datasets considered in our assessment, where S and C stand for
Simple and Complex, respectively. When datasets are multilingual, texts from all languages
are considered for computing average. * Given that ground truth scores for MTDE are
continuous, for illustration purposes we reported statistics grouped in 4 levels, i.e., 0-25,
26-50, 51-75,76-100 (original values preserved in the experiments).

3.4.3 Compared Strategies

We describe below strategies considered in our assessment, including traditional formulas,

state-of-the-art tools based on extensive feature engineering, and neural network structures

intended for an ablation study on major components of Vec2Read.
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Traditional Strategies

Flesch. Even if simple, Flesch [88] remains one of the most used readability formulas and is

therefore treated as a baseline by authors of publications pertaining to readability estimation.

In addition to the traditional version for English texts, we consider language-specific

adaptations [131, 165, 83, 61]. We followed the framework used in [168], which maps the

Flesch score of a given text t into a binary value (simple or complex) based on its distance

with the average Flesch score computed using the training documents for the respective

classes.

State-of-the-Art Strategies

S1. The system proposed by De Clercq and Hoste [54] is the only one designed for

readability assessment for more than one language: Dutch and English. Its design

consists of a Support Vector Machine that uses ad-hoc features to capture varied linguistic

characteristics of texts, e.g., syntax or semantics. Given that the algorithm implementation

is not publicly available, comparisons against this strategy are based on results reported in

[54].

S2. A multilevel Basque readability assessment strategy that relies on Random Forest and

linguistic features with a major emphasis on morphology and syntax [179]. The authors

provided their dataset (including cross-validation folds) for comparison purposes. Due

to lack of implementation availability, comparisons against S2 are limited to the Basque

language.

S3. Similar to S2, the strategy introduced in [168] also relies on a Random Forest and

linguistic features. Given implementation availability, we adapted it to run on all discrete
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and continuous prediction tasks by changing its linguistic annotation tools. For fairness in

the comparison, we used the same linguistic annotation tools used by Vec2Read (described

in Section 3.4.1).

S1, S2, and S3 are treated as examples of feature engineered state-of-the-art strategies.

Ablation Study Strategies

To determine the utility of each feature incorporated in the architecture of Vec2Read, we

consider several variations of Vec2Read in the assessment.

FC. A two layer fully connected neural network with 256 hidden units, taking as input the

average of the word embeddings of all words in a text.

¬Attention. Basic architecture of Vec2Read. It maintains Vec2Read’s hierarchical and

recurrent structure, but overrides the output of its attention generation mechanism by

assigning each word and sentence a uniformly-distributed attention score.

¬Word, ¬Sent, ¬Sem, ¬Syn and ¬Morph. Vec2Read architecture without word level,

sentence level, semantic, syntactic, and morphological attention, respectively.

3.4.4 Experimental Setup

We followed a 10-cross-fold validation framework for measuring the performance of

each strategy considered. A disjoint stratified 10% of data in SimpleWiki (includes both

simple and complex) was excluded from the experiments and used for developmental

and hyper-parameter tuning purposes. Note that to abide by the adaptability premise

intended for our model, we only tuned hyper-parameters for English. Doing so allows us
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Dataset Lang. Flesch State of the art Ablation Vec2Read
S1 S2 S3 FC ¬Attention ¬Word ¬Sent ¬Sem ¬Syn ¬Morph

Binary Prediction (Accuracy)
SimpleWiki en .724 - - .822 .722 .877 .893 .896 .887 .897 .915 .918?
VikiWiki en .720 - - .827 .721 .852 .860 .862 .859 .868 .876 .879?

es .687 - - .792 .719 .816 .823 .831 .828 .835 .839 .847?
fr .670 - - .842 .756 .864 .869 .870 .869 .870 .872 .884?
it .653 - - .755 .766 .783 .797 .802 .793 .801 .805 .814?
eu - - - .693 .648 .682 .683 .686 .684 .684 .685 .687
ca - - - .733 .677 .715 .725 .737 .728 .732 .734 .742

Multilevel Prediction (Accuracy)
Ikasbil eu - - .625 .622 .617 .679 .685 .689 .681 .684 .686 .692?
Newsela en - - - .464 .447 .489 .501 .517 .498 .502 .525 .527?

es - - - .467 .452 .487 .494 .510 .504 .509 .503 .519?
Wizenoze en - - - .649 .631 .665 .678 .685 .682 .685 .700 .701?

du - - - .652 .636 .668 .679 .687 .681 6.85 .683 .695?
Continuous Prediction (RMSE)
MTDE du - .0003? - - .0171 .0068 .0064 .0064 .0066 .0062 .0059 .0059

en - .0060 - - .0184 .0054 .0052 .0051 .0051 .0053 .0051 .0051

Table 3.2: Performance comparison among traditional, state-of-the-art, ablation strategies,
and Vec2Read on different datasets. ’*’ denotes a statistically significant improvement was
found using Vec2Read compared with its counterparts (Flesch, S1, S2, S3), using a paired
T-test (p < 0.05). Accuracy (higher is better) is reported for all datasets except for MTDE,
where RMSE (lower is better) is used in order to be able to compare with S1. Cells marked
with ’-’ denote that the strategy is not applicable to the dataset.

to understand to what extent the model can directly transfer to other languages without

language-specific tuning, thus simulating a real-world scenario for tool adaptation.

To conduct fair comparisons, we used the same cross-validation folds across experiments

(when possible, we used the folds made publicly available; otherwise we re-run strategies

using our data and folds). The only exception are experiments related to S1, for which we

could only access the original dataset. Consequently, we compare our results with respect

to those published in [54].

3.4.5 Overall Performance

As mentioned by De Clercq and Hoste [54], each work in the readability area inter-

prets the readability estimation task in a different manner–using different languages and
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datasets–often making the community unable to compare proposed tools with each other.

In order to best contextualize the performance of Vec2Read, we consider a broad set

of tasks using datasets of varied (i) size, that go from 105 documents to 262,918, (ii)

language, considering seven languages, and (iii) prediction type, i.e., binary, multilevel,

and continuous predictions.

To quantify performance of different readability estimation alternatives, we use accuracy

for classification tasks and Root Mean Square Error (RMSE) for regression tasks. Table 3.2

summarizes the results obtained by Vec2Read and its counterparts on the aforementioned

datasets. As we followed a 10-cross-fold validation framework, scores in Table 3.2

correspond to the averages over the 10 folds. Statistical significance improvement for

Vec2Read with respect to its counterparts was tested using a paired T-test with a confidence

interval of p < 0.05.

General discussion. As anticipated, we observe that traditional formulas (Flesch) yield the

lowest performance, followed by the general-purpose neural network approach (FC). This

validates our hypothesis that a neural network that simply considers words without con-

sidering text structure or other linguistic features is not enough for readability assessment.

Further, models that consider richer traits of text, such as Vec2Read and its attention-less

version (¬Attention), are consistently comparable or outperform state-of-the-art strategies

(S1,S2,S3) demonstrating the validity of the proposed architecture. Vec2Read achieved a

statistically-lower rate only for 1 out of 14 tasks (defined as a dataset-language pair) in our

evaluation. We attribute this to the size of the dataset, which is only comprised of 105 texts.

It is anticipated for a strategy based on feature engineering such as S1, which has been

specifically designed for Dutch, to outperform a neural network based counterpart (such as
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Vec2Read), as the latter is known to need large amounts of data for best performance.

Dataset Lang Words Part Of Speech Morphological
SimpleWiki en unincorporated, reside, inhabitants CCONJ, SCONJ, DET Relative (pronoun), Past, Infinitive
VikiWiki en belonged, abolished, comprising SCONJ, CCONJ, DET Relative (pronoun), Infinitive, Past

es recae, mantiene, consiste SCONJ, ADJ , AUX Participle, Subjunctive, Past
fr circonscriptions, associer, comporter CCONJ, ADV, SCONJ Reflexive, Subjunctive, Passive
it comprende, risiede, rivelato CCONJ, SCONJ, VERB Past, Subjunctive, Relative (pronoun)
eu aldarrikapen, gizarte, eskumen NOUN, ADJ, DET Subjunctive, Inessive, Dative
ca acreditat, mantenir, contribuint ADJ, NOUN, CCONJ Subjunctive, Relative (pronoun), Participle

Ikasbil eu hedatu, irudikatu, biltzartu CCONJ, VERB, SCONJ Subjunctive, Genitive, Inessive
MTDE du geregeld, omvat, stemhebbend NOUN, ADJ, CCONJ Past, Participle, Infinitive

en handled, retained, consisting NOUN, SCONJ, ADJ 3rd Person, Relative (pronoun), Past
Newsela en aquaponics, government, unwavering CCONJ, SCONJ, ADJ Infinitive, Relative (pronoun), Past

es postularse, extintos, realizacion CCONJ, SCONJ, AUX Subjunctive, 3rd Person, Participle
Wizenoze en controversy, transition, equality SCONJ, CONJ, NOUN Relative (pronoun), 3rd Person, Past

du vervaardiging, afgezette, bijgevolg CCONJ, NOUN, ADJ Participle, Past, Infinitive

Table 3.3: Words, POS tags, and Morphological tags that receive highest attention from
Vec2Read.

Dataset size. The number of instances used for training has a strong effect on the overall

performance of Vec2Read. All the analyzed strategies generate lower scores for smaller

datasets; performance drop is more prominent among the strategies based on deep learning

(Vec2Read and all the ablation strategies). We attribute this behavior to the higher variance

of deep learning models, needing more data than feature engineered models to achieve

good generalization. In addition, we also note that the attention mechanism becomes more

useful the larger the dataset and its effect is negligible in small datasets such as MTDE.

Language and task type. We observe no emerging patterns in terms of performance

induced by the language or the type of task. One could argue that results for English are

in general higher, however, we attribute these differences to dataset size (English datasets

are in general larger) rather than to the language itself. Accuracy scores for multilevel

estimation are lower than for binary, which is expected, as it is harder for a model to learn

readability predictions for scales that go beyond just simple or complex.
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Ablation study. By comparing Vec2Read with its attention-less counterpart (¬Attention)

we can conclude that the proposed multiattentive mechanism has indeed a positive effect

for readability prediction. In 11 out of 14 tasks the multiattentive mechanism achieved

statistically significant improvements over ¬Attention; for the remaining 3 tasks (VikiWiki-

EU, MTDE-EN, MTDE-DU) there was no statistically relevant difference. The usefulness

of the attention mechanism is influenced by the size of the dataset, as the larger the dataset,

the more prominent the improvement obtained by the model using the attention mechanism.

We also notice that the difference of using the morphological attention for certain languages

such as English is insignificant while it is more prominent in other languages, a fact we

attribute to the low morphological diversity of English.

3.4.6 Attention Mechanism

As outlined in Section 3.4.5, the attention mechanism of Vec2Read leads to improvement

in prediction performance. In this section, we aim to shed light on what the attention

mechanism is actually learning to do and whether this information could be used for

explaining the estimated reading levels from a more qualitative standpoint. Even if attention

mechanisms are used in manifold applications, there exists no defined framework for

evaluating their behavior. Instead, researchers focus on finding explanations of what the

mechanism is learning [117, 262]. For this reason, the following discussion is not intended

to be conclusive but instead provide initial results meant to be inspirational for future work

on readability prediction explainability.

2For definition of POS tags refer to https://universaldependencies.org/u/pos/
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In order to illustrate the parts of a text that receive the most attention from Vec2Read,

we show in Table 3.3 the top-3 words, POS, and morphological tags, that score the highest

attention level for each individual task. We observe that words that receive most attention

are in general words that are not frequently used by an average speaker, and therefore can

present a challenge for the reader. We also observe that conjunctions (used for making

sentences longer) are consistently among the most influential POS tags and that subjunctive

mood, passive voice, and specific verb forms, such as infinite or participle, are considered

important by our model. Both the use of conjunctions and passive voice align with features

already found positive in the readability literature [93, 101], leading us to infer that the

attention mechanism is learning valid assumptions for detecting which parts of a text are

most influential for readability prediction.

One of the benefits of using a multiattentive mechanism, compared to a traditional

attention mechanism that considers all features at once, is that the model can adapt and give

more importance to specific datapoints depending on the task. In order to illustrate how

Vec2Read takes advantage of this functionality, we show in Table 3.4 the weights3 assigned

by the attention mechanism for each task, i.e., znorm. We observe that higher weight is

assigned to semantics when the dataset is large, while syntax is more relevant for smaller

datasets. This behavior depicts the adaptability of our model, using more generalizable

information, such as POS tags, when data is scarce and taking advantage of more fine

grained information, such as words, when data is abundant. Weights for morphological

and syntactic attention are similar for most of the tasks with the exception of English,

where morphology receives a lower weight compared to other languages. We attribute this

3Weights averaged across 10 folds, see Section 3.4.5.
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phenomena to English being a morphologically-poor language.

SimpleWiki VikiWiki Ikasbil MTDE Newsela Wizenoze

en en es fr it eu ca eu en du en es en du

Semantic .72 .67 .53 .55 .62 .43 .39 .68 .38 .31 .62 .41 .39 .32
Syntactic .20 .26 .26 .19 .21 .28 .41 .15 .32 .37 .30 .35 .32 .40
Morphological .08 .07 .21 .26 .17 .29 .20 .17 .30 .32 .08 .24 .29 .28

Table 3.4: Weights learned by Vec2Read for each of the datasets considered.

Consider Figures 3.3 and 3.4, two examples of attentions generated by Vec2Read.

Figure 3.3 showcases the combined attention scores aij predicted by Vec2Read for a text

snippet extracted from the English Wikipedia document about Qatna. The model used for

predicting the attentions was trained using the SimpleWiki dataset. In this example, we see

that Vec2Read mostly focuses on complex nouns and adjectives, and tends to ignore less

informative words, such as determiners.

Figure 3.4 shows the attentions generated for a sentence in Spanish by Vec2Read trained

using Spanish VikiWiki. This example is meant to illustrate the “extra" information that

can be obtained from a multiattentive mechanism, not only by showing which of the words

are important for estimating text difficulty, but also hinting about why they influence the

process. As captured in Figure 3.4, the connector Consequentemente (Consequently) is

most important from a syntactic perspective, while the sequence fue cerrado (was closed)

is more important from a morphological standpoint.

Manual analysis of the attention scores lead us to identify which parts of a text the model

is focusing on. This initial examination reveals that the model is indeed learning about

linguistic patterns known to be important for defining the difficulty of a text as opposed to

stylistic biases caused by how the datasets were generated. This also serves as an indication
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for the validity of using crowd-sourced datasets, such as SimpleWiki and VikiWiki, for

training purposes.

We found many examples where the multiattentive mechanism yielded interesting

outputs, however, we also found some deficiencies we would like to highlight. Even if

connectors, like Consequentemente, were detected correctly by Vec2Read, other commonly

used connectors, such as sin embargo (nevertheless) or a pesar de ello (nonetheless),

were not detected correctly given their multi-word structure. This indicates that word

level attentions might not be enough for some languages, thus, demonstrating the need to

consider more sophisticated structures such as dependency trees, as well as other syntactic

and morphological features of the text, in the future.

Figure 3.3: Attention scores generated by Vec2Read for a snippet of a Wikipedia article
about Qatna. Color saturation indicates magnitude of the attention score, while hue indicates
polarity (blue for simple, red for complex). Magnitudes are provided by the attention
mechanism while the polarities are determined by the readability prediction generated when
using each word as input to Vec2Read.

Figure 3.4: Scores generated using individual attention mechanisms by Vec2Read for a
sentence in Spanish; saturation indicates the magnitude of the attention score.
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3.5 Conclusion

In this chapter, we have introduced Vec2Read, a multiattentive recurrent neural network

architecture designed for automatic multilingual readability assessment. Vec2Read takes

advantage of deep learning techniques by incorporating a multiattentive mechanism that

allows the system to consider words and sentences that most influence the reading level of a

text. We demonstrated the validity of our proposed architecture by conducting an exhaustive

analysis using datasets in seven different languages and comparing Vec2Read to traditional,

state-of-the-art, and other neural network architectures. Moreover, we outlined the benefits

of this type of architecture for readability assessment, including the interpretability of the

predictions using the attention scores.

This research work sets the foundations for language agnostic readability assessment,

demonstrating that it is indeed possible to design a readability assessment strategy that

works regardless of the language. This is achieved by disregarding hand-engineered features,

historically known to be tedious to create and test, in favour of using simple tokens as

input. We anticipate that given the magnitude and the diversity of the evaluation conducted,

we have set a new baseline in the readability area, considerably harder to beat than the

popularly-used Flesch. This is supported by (i) the use of datasets in multiple languages

that can, for the most part, be easily obtained and (ii) the release of our algorithm, so that

other researchers can run it for comparison purposes. We expect this will make an area that

is currently crowded with hard-to-compare systems, finally progress towards more precise,

usable, and comparable tools.

In the future, our research will be focused on generating more valuable explanations on

what influences the readability of a text, as well as enhancing our model so that it can be
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trained jointly for multiple languages or can obtain benefit of cross-lingual data in order to

improve the performance in languages with small corpora. We also plan on experimenting

with character based models, which could potentially take advantage of morphological

information of texts without the need of a morphological tagger.
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CHAPTER 4

HIERARCHICAL MAPPING FOR CROSS-LINGUAL WORD

EMBEDDING ALIGNMENT

Abstract

The alignment of word embedding spaces in different languages into a common

cross-lingual space has recently been in vogue. Strategies that do so compute pairwise

alignments and then map multiple languages to a single pivot language (most often

English). These strategies, however, are biased towards the choice of the pivot

language, given that language proximity and the linguistic characteristics of the

target language can strongly impact the resultant cross-lingual space in detriment

of topologically distant languages. We present a strategy that eliminates the need

for a pivot language by learning the mappings across languages in a hierarchical

way. Experiments demonstrate that our strategy significantly improves vocabulary

induction scores in all existing benchmarks, as well as in a new non-English centered

benchmark we built, which we make publicly available.
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4.1 Introduction

Word embeddings have changed how we build text processing applications, given their

capabilities for representing the meaning of words [187, 201, 30]. Traditional embedding-

generation strategies create different embeddings for the same word depending on the

language. Even if the embeddings themselves are different across languages, their distri-

butions tend to be consistent—the relative distances across word embeddings are preserved

regardless of the language [188]. This behaviour has been exploited for cross-lingual embed-

ding generation by aligning any two monolingual embeddings spaces into one [58, 259, 14].

Alignment techniques have been successful in generating bilingual embedding spaces

that can later be merged into a cross-lingual space using a pivoting language, being English

the most common choice. Unfortunately, mapping one language into another suffers from

a neutrality problem, as the resultant bilingual space is impacted by language-specific

phenomena and corpus-specific biases of the target language [62]. To address this issue,

Doval et al. [62] propose mapping any two languages into a different middle space. This

mapping, however, precludes the use of a pivot language for merging multiple bilingual

spaces into a cross-lingual one, limiting the solution to a bilingual scenario. Additionally,

the pivoting strategy suffers from a generalized bias problem, as languages that are the

most similar to the pivot obtain a better alignment and are therefore better represented in

the cross-lingual space. This is because language proximity is a key factor when learning

alignments. This is evidenced by the results in [15] which indicate that when using English

(Indo-European) as a pivot, the vocabulary induction results for Finnish (Uralic) are about

10-points below the rest of the Indo-European languages under study.

If we want to incorporate all languages into the same cross-lingual space regardless of
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their characteristics, we need to go beyond the train-bilingual/merge-by-pivoting (TB/MP)

model, and instead seek solutions that can directly generate cross-lingual spaces without

requiring a bilingual step. This motivates the design of HCEG (Hierarchical Cross-lingual

Embedding Generation), the hierarchical pivotless approach for generating cross-lingual

embedding spaces that we present in this manuscript. HCEG addresses both the language

proximity and target-space bias problems by learning a compositional mapping across

multiple languages in a hierarchical fashion. This is accomplished by taking advantage of a

language family tree for aggregating multiple languages into a single cross-lingual space.

What distinguishes HCEG from TB/MP strategies, is that it does not need to include the

pivot language in all mapping functions. This enables the option to learn mappings between

typologically similar languages, known to yield better quality mappings [15].

The main contributions of our work include:

• A strategy that leverages a language family tree for learning mapping matrices that

are composed hierarchically to yield cross-lingual embedding spaces for language

families.

• An enhanced unsupervised initialization technique that considers the frequency of

occurrence of words in a language, yielding superior initialization word-pair sets

that lead to better initial solutions and reduce the number of iterations needed for

convergence.

• An analysis of the benefits of hierarchically generating mappings across multiple

languages compared to traditional unsupervised and supervised TB/MP alignment

strategies.
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• A dataset1 of train/test cross-lingual word pairs for combinations across languages,

that can be used for evaluating word embeddings mapping techniques for languages

that do not rely on English as a target or source.

4.2 Related Work

Recent interest in cross-lingual word embedding generation has lead to manifold strategies

that can be classified into four groups [212]: 1) Mapping techniques that rely on a bilingual

lexicon for mapping an already trained monolingual space into another [188, 15, 62]; 2)

Pseudo-cross-lingual techniques that generate synthetic cross-lingual corpora that are

then used in a traditional monolingual strategy, by randomly replacing words of a text

with their translations [103, 69] or by combining texts in various languages into one

[248]; 3) Approaches that only optimize for a Cross-lingual objective function, which

require parallel corpora in the form of aligned sentences [115, 152] or texts [224]; and 4)

Approaches using a Joint objective function that optimizes both mono- and cross-lingual

loss, that rely on a parallel corpora aligned at the word [273, 167] or sentence level [104, 49].

A key factor for cross-lingual embedding generation techniques is the amount of

supervised signal needed. Parallel corpora is a scarce resource; even nonexistent for some

isolated or low-resource languages. Thus, we focus on Mapping-based strategies that can

go from requiring just a bilingual lexicon [188] to absolutely no supervised signal [17].

This aligns with one of the premises for our research to enable the generation of a single

cross-lingual embedding space for as many languages as possible.

1Code and datasets are available at ionmadrazo.github.io/
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Mikolov et al. [188] first introduced a mapping strategy for aligning two monolingual

spaces that learns a linear transformation from source to target space using stochastic

gradient descend. This approach was later enhanced with the use of least squares for finding

the optimal solution, L2-normalizing the word embedding, or constraining the mapping

matrix to be orthogonal [58, 222, 259, 14, 223]; enhancements that soon became standard

in the area. These models, however, are affected by hubness, where some words tend to be

in the surrounding of an exceptionally large amount of other words causing problems when

using Nearest-Neighbour as the retrieval algorithm, and neutrality where the resultant

cross-lingual space is highly conditioned by the characteristics of the language used as

target. Hubness was addressed by a correction applied to Nearest-Neighbour retrieval

whether using a inverted softmax [223] or a cross-domain similarity local scaling [48] later

incorporated as part of the training loss [129]. Neutrality was noticed by Doval et al. [62],

for which they proposed using two independent linear transformations so that the resulting

cross-lingual space is in a middle point between the two languages rather than just on the

target language, and therefore, not biased towards either language.

Recent approaches strive to avoid any sort of supervision to learn mapping functions

[48, 17]. This is particularly advantageous when dealing with low-resource languages for

which supervised signal can be hard to obtain.

Our work is inspired by Doval et al. [62], in the sense that it focuses on obtaining a

non-biased or neutral cross-lingual space that does not need to be centered in English (or any

other pivot language) as the primary source. This neutrality is obtained by a compositional

mapping strategy that hierarchically combines mapping functions in order to generate a

single, non-language-centered cross-lingual space, enabling a better mapping for languages
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that are distant or non-typologically related to English.

4.3 Proposed Strategy

A language family tree is a natural categorization of languages that has historically been

used by linguistics as a reference that encodes similarities and differences across languages

[47]. For example, based on the relative distances among languages in the tree illustrated

in Figure 4.1, we infer that both Spanish and Portuguese are relatively similar to each

other given that they are part of the same Italic family. At the same time, both languages

are farther apart from English than each other, and are radically different with respect to

Finnish.

A language family tree offers a natural organization that can be exploited when building

cross-lingual spaces that integrate typologically diverse languages. We leverage this

structure in HCEG, in order to generate a hierarchically compositional cross-lingual

word embedding space. Unlike traditional TB/MP strategies that generate a single cross-

lingual space, the result of HCEG is a set of transformation matrices that can be used

to hierarchically compose the space required in each use-case. This maximizes the

typological intra-similarity among languages used for generating the embedding space,

while minimizing the differences across languages that can hinder the quality of the

cross-lingual embedding space. Thus, if an external application only considers languages

that are Germanic, then it can just use the Germanic cross-lingual space generated by

HCEG, while if it needs languages beyond Germanic it can utilize a higher level family,

such as the Indo-european. This can not be done with the traditional TB/MP model. In this

case, if an application is, for example, using only Uralic languages, then it would be forced
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to use an English centered cross-lingual space; resulting in a decrease in the quality of the

cross-lingual space used due to the potential bad quality of mappings between typologically

different languages, such as Uralic and Indo-European languages [15].

4.3.1 Definitions

Figure 4.1: Sample language tree representation simplified for illustration purposes [157].
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Let L = {l1, . . . , l|L|} be a set of languages considered, F = {f1, . . . , f|F |} a set of

language families, and S = L ∪ F = {s1, . . . , s|F |+|L|} a set of possible language spaces.

Let Xl ∈ RVl×d be the set of word embeddings in language l, where Vl is the vocabulary

of l and d is the number of dimensions of each embedding. Consider T is a language

family tree (exemplified in Figure 4.1). The nodes in T represent language spaces in S,

while each edge represents a transformation between the two nodes attached to it, i.e.,

Wsa←−sb ∈ Rd×d refers to the transformation from space sb to space sa. For notation ease,

we refer to W
sa
∗←−sb as the transformation that results from aggregating all transformations

in the path from sb to sa, using the dot product:
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W
sa
∗←−sb = Wsa←−st1Wst1←−st2Wst2←−sb (4.1)

where the path from sa to sb is sa, st1 , st2 , sb; st1 and st2 are intermediate spaces between

sa and sb.

Finally, P is a set of bilingual lexicons, where Pl1,l2 ∈ {0, 1}Vl1×Vl2 is a bilingual

lexicon with word pairs in languages l1 and l2. Pl1,l2(i, j) = 1 if the ith word of Vl1 and the

jth word of Vl2 are aligned, Pl1,l2(i, j) = 0 otherwise.

Example. Consider the set of embeddings for EnglishXen, the transformation that converts

embeddings in the English space to the Germanic language family space W
sge

∗←−sen , and the

English embeddings transformed to the Germanic space W
sge

∗←−senXen. HCEG makes it so

that W
sge

∗←−senXen and W
sge

∗←−sdeXde (the transformed embeddings of English and German)

are in the same Germanic embedding space, while W
sin

∗←−senXen and W
sin

∗←−sesXes (the

transformed embeddings of English and Spanish) are in the same Indo-european embedding

space.

In the rest of this section we describe HCEG in detail. Values given to each hyper-

parameter mentioned in this section are defined in Section 4.4.4.

4.3.2 Embedding Normalization

When dealing with embeddings generated from different sources and languages it is

important to normalize them. For doing so, HCEG follows a normalization sequence

shown to be beneficial [17], which consists of length normalization, mean centering, and

a second length normalization. The last length normalization allows computing cosine
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similarity between embeddings in a more efficient manner, simplifying the computation of

cosine similarity to a dot product given that the embeddings are of unit-length.

4.3.3 Word Pairs

In order to generate a cross-lingual embedding space, HCEG requires a set P of aligned

words across different languages. When using HCEG in a supervised way, P can be any

existing resource consisting of bilingual lexicons, such as the ones described in Section 4.4.1.

However, best advantage of the proposed strategy is taken when using unsupervised lexicon

induction techniques, as they enable generating input lexicons for any pair of languages

needed. Unlike TB/MP strategies that can only take advantage of signal that involves

the pivot language, HCEG can use signal across all combinations of languages. For

example, a TB/MP model where English is the pivot can only use lexicons comprised

of English words. Instead, HCEG can exploit bilingual lexicons from other languages,

such as Spanish-Portuguese or Spanish-Dutch, that if using the language tree in Figure 4.1

would reinforce the training of Wsit←−ses , Wsit←−spt and Wsit←−ses , Wsin←−sit , Wsin←−sge ,

Wsge←−sdu , respectively.

When using HCEG in unsupervised mode, P needs to be automatically inferred. Yet,

computing each Pl1,l2 ∈ P given two monolingual embedding matrices Xl1 and Xl2

is not a trivial task, as Xl1 and Xl2 are not aligned in vocabulary or dimension axes.

Artetxe et al. [17] leverages the fact that the relative distances among words are maintained

across languages [188], and thus propose using a language agnostic representation Ml for

generating an initial alignment Pl1,l2:
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Ml = sorted(XlX
>
l ) (4.2)

where given that Xl is length normalized, XlX
>
l computes a matrix of dimensions Vl × Vl

containing in each row the cosine similarities of the corresponding word embedding with

respect to all other word embeddings. The values in each row are then sorted to generate a

distribution representation of each word that in a ideal case where the isometry assumption

holds perfectly would be language agnostic. Using the embedding representations Ml1 and

Ml2 , Pl1,l2 can be computed by assigning each word its most similar representation as its

pair, i.e., Pl1,l2(i, j) = 1 if:

j = arg max
1≤j≤Vl

Ml1(i, ∗)Ml2(j, ∗)> (4.3)

where Ml1(i, ∗) is the ith row of Ml1 and Ml2(j, ∗) is the jth row of Ml2 .

Artetxe et al. [17] showed that this assumption is strong enough to generate an initial

alignment across languages. However, as we demonstrate in Section 4.3.3, the quality of

this initial alignment is dependant on the languages used, making this initialization not

applicable for languages that are typologically too distant from each other. To ensure a

more robust initialization we enhance the strategy in [17] by introducing a new signal based

on the frequency of use of words. Lin et al. [161] found that the top-2 most frequent words

tend to be consistent across different languages. Motivated by this result, we measure to

what extent does the frequency rankings of words correlate across languages. As shown in

Figure 4.2, the word-frequency rankings are strongly correlated across languages, meaning

that popular words tend to be popular regardless of the language. We exploit this behaviour

in order to reduce the search space of Equation 4.3 as follows:



97

Figure 4.2: Distributions of word rankings across languages. The coordinates of each dot
(representing a word pair) are determined by the position in the frequency ranking the
word pair in each of the languages. Numbers are written in thousands. Scores computed
using FastText embedding rankings [107] and MUSE cross-lingual pairs [48]. Pearson’s
correlation (ρ) computed using the full set of word pairs, figures generated using a random
sample of 500 word pairs for illustration purposes.
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j = arg max
j−t≤j≤j+t

Ml1(i, ∗)Ml2(j, ∗)> (4.4)

where t is a value used to determine the search window. Note that we assume the

embeddings in any matrixXl are sorted in ascending order of frequency, i.e., the embedding

in the first row represents the most frequent word of language l. Apart from improving

the overall quality of the inferred lexicons (see Section 4.5.1), incorporating a frequency

ranking based search as part of the initialization reduces the computation time needed as

the search space is considerably reduced.

4.3.4 Objective Function

Unlike traditional objective functions that optimize a transformation matrix for two lan-

guages at a time, the goal of HCEG is to simultaneously optimize the set of all transforma-

tion matrices W , such that the loss function L is minimized:
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arg min
W
L (4.5)

L is a linear combination of three different losses:

L = β1 × Lalign + β2 × Lorth + β3 × Lreg (4.6)

where Lalign, Lorth, Lreg, represent the alignment, orthogonality and regularization losses,

and β1, β2, β3 are their weights.

Lalign gauges the extent to which training word pairs align. This is done by computing

the sum of the cosine similarity among all word pairs in P :

Lalign = −
∑

Pl1,l2
∈P

Pl1,l2(Ws ̂l1,l2 ∗←−sl1Xl1·

W
s ̂l1,l2 ∗←−sl2Xl2)

(4.7)

where sl̂1,l2 refers to the space in the lowest common parent node for sl1 and sl2 in T (e.g.,

sês,en = sin in Figure 4.1). We found that using sl̂1,l2 instead of the space in the root node

of T improves the overall performance of HCEG, apart from reducing the time taken for

training (see Section 4.5.3).

Several researchers have found beneficial to enforce orthogonality in the transformation

matrices W [259, 14, 223]. This constraint ensures that the original quality of the

embeddings is not degraded when transforming them to a cross-lingual space. For this

reason, we incorporate an orthogonality constraint Lorth into our loss function in Equation

4.8, with I being the identity matrix.
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Lorth =
∑

Ws1←−s2
∈W

‖I −Ws1←−s2W>
s1←−s2‖ (4.8)

We also find beneficial to include a regularization term in L:

Lreg =
∑

Ws1←−s2
∈W

‖Ws1←−s2‖2 (4.9)

4.3.5 Learning the Parameters

HCEG utilizes stochastic gradient descent for tuning the parameters in W with respect to

the training word pairs in P . In each iteration, L is computed and backtracked in order to

tune each transformation matrix in W such that L is minimized. Batching is used to reduce

the computational load in each iteration. A batch of word pairs P̂ is sampled from P by

randomly selecting αlpairs language pairs as well as αwpairs word pairs in each P̂l1,l2 ∈ P̂ ,

e.g., a batch might consist of 10 P̂l1,l2 matrices each containing 500 aligned words.

Iterations are grouped into epochs of αiter iterations at the end of which L is computed

for the whole P . We take a conservative approach as convergence criterion. If no

improvement is found in L in the last αconv epochs, the training loop stops.

We achieve best convergence time initializing each Ws1←−s2 ∈ W to be orthogonal. We

tried several methods for orthogonal initialization, such as simply initializing to the identity

matrix. However, we obtained most consistent results using the random semi-orthogonal

initialization introduced by Saxe et al. [216].
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4.3.6 Iterative Refinement

As shown by Artetxe et al. [15], the initial lexicon P is iteratively improved by using the

generated cross-lingual space for inferring a new lexicon P ′ at the end of each learning

phase described in 4.3.5. More specifically, when computing each P ′l1,l2 ∈ P
′, P ′l1,l2(i, j) is

1 (0 otherwise) if

j = arg max
j

W
s ̂l1,l2 ∗←−sl1Xl1(i, ∗)·

(W
s ̂l1,l2 ∗←−sl2Xl2(j, ∗))>

(4.10)

Potentially, any new bilingual lexicon P ′l1,l2 can be inferred and included in P ′ at the

end of each learning phase. However, as the cardinally of L grows, this process can take a

prohibitive amount of time given combinatorial explosion. Therefore, in practice, we only

infer P ′l1,l2 following a criterion intended to maximize lexicon quality. P ′l1,l2 is inferred for

languages l1 and l2 only if l1 and l2 are siblings in T (they share the same parent node) or l1

and l2 are the best representatives of their corresponding family. A language is deemed the

best representative of its family if it is the most frequently-spoken2 language in its subtree.

For example, in Figure 4.1, Spanish is the best representative for the Italic family, but not

for Indo-European, for which English is used.

The set criterion not only reduces the amount of time required to infer P ′ but also

improves overall HCEG performance. This is due to a better utilization of the hierar-

chical characteristics of our cross-lingual space, only inferring bilingual lexicons from

typologically-related languages or their best representatives in terms of resource quality.

2Based on numbers reported by Lewis and Gary [157].
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4.3.7 Retrieval criterion

As discussed in Section 4.2, one of the issues effecting Nearest-Neighbour retrieval is

hubness Dinu et al. [58], where certain words are in the surrounding of an abnormally

large amount of other words, causing the Nearest-Neighbour algorithm to incorrectly

prioritize hub words. To address this issue, we use Cross-domain Similarity Local Scaling

(CSLS) [48] as the retrieval algorithm during both training and prediction time. CSLS is a

rectification for Nearest-Neighbour retrieval that avoids hubness by counterbalancing the

cosine similarity between two embeddings by a factor consisting of the average similarity

of each embeddings with its k closest neighbours. Following the criteria in [48], we set the

number of neighbours used by CSLS to k = 10.

4.4 Evaluation Framework

We describe below the evaluation set up used for conducting the experiments presented in

Section 4.5.

4.4.1 Word Pair Datasets

Dinu-Artetxe. The Dinu-Artetxe dataset, presented by Dinu et al. [58] and enhanced

by Artetxe et al. [14], is the most widely used benchmark for evaluating cross-lingual

embeddings. It is comprised of English-centered bilingual lexicons for Italian, Spanish,

German, and Finnish.

MUSE. The MUSE dataset [48] contains bilingual lexicons for all combinations of

German, English, Spanish, French, Italian, and Portuguese. In addition, it includes word
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Figure 4.3: Number of correct word pairs inferred using the unsupervised initialization
technique presented by Artetxe et al. [17] and the Frequency based technique described in
Section 4.3.3.
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(a) MUSE dataset
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(b) Panlex dataset

pairs for 44 languages with respect to English.

Panlex. Dinu-Artetxe and MUSE are both English centered datasets, given that most (if

not all) of their word pairs have English as their source or target language. This makes the

datasets suboptimal for our purpose of generating and evaluating a non-language centered

cross-lingual space. For this reason, we generated a dataset using Panlex [130], a panlingual

lexical database. This dataset (made public in our repository) includes bilingual lexicons for

all combinations of 157 languages FastText is available, totalling 24,492 bilingual lexicons.

Each of the lexicons was generated by randomly sampling 5k words from the top-200k

words in the embedding set for the source language, and translating them to the target

language using the Panlex database.

4.4.2 Language Selection and Family Tree

As previously stated, we aim to generate a single cross-lingual space for as many languages

as possible. We started with the 157 languages for which FastText embeddings are available



103

[107]. We then removed languages that did not meet both of the following criteria: 1) there

must exist a bilingual lexicon with at least 500 word pairs for the language in any of the

datasets described in Section 4.4.1, and 2) the embedding set provided by FastText must

contain at least 20k words. The first criterion is a minimal condition for evaluation, while

the second one is necessary for the unsupervised initialization strategy. The criteria is met

by languages, which are the ones used in our experiments. Their corresponding ISO-639

codes can be seen in Table 4.3.We use the language family tree defined by Lewis and Gary

[157].

4.4.3 Framework

For experimental purposes, each dataset described in Section 4.4.1 is split into training and

testing sets. We use the original train-test splits for Dinu-Artetxe and MUSE. For Panlex,

we generate a split randomly sampling word pairs–keeping 80% for the training and the

remaining 20% for testing. For development and parameter tuning purposes, we use a

disjoint set of word pairs specifically created for this purpose based on the Panlex lexical

database. This development set contains 10 different languages with varied popularity.

None of the word pairs present in this development set are part of either the train or test

sets.

4.4.4 Hyper-Parameters

The following hyper-parameters were manually tuned using the development set described

in Section 4.4.3: β1 = 0.98, β2 = 0.01, β3 = 0.01, t = 1000, αlpairs = 128, αwpairs =

2048, αiter = 5000, αconv = 25.
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4.5 Evaluation

We discuss below the results of the study conducted over languages to assess HCEG.

4.5.1 Unsupervised Initialization

We first evaluate the performance of the unsupervised initialisation strategy described in

Section 4.3.3, and compare it to the state-of-the-art strategy proposed by Artetxe et al. [17].

In this case, we run both initialisation strategies using the top-20k FastText embeddings

[107] for all pairwise combinations of the languages we study. For each language pair, we

measure how many of the inferred word pairs are present in the corresponding lexicons in

the MUSE and Panlex datasets. For MUSE, our proposed initialization strategy (Frequency

based) obtains an average of 48.09 correct pairs, an improvement with respect to the 29.62

obtained by the strategy proposed by Artetxe et al. [17]. For Panlex, the respective average

correct pair counts are 1.05 and 0.55. Both differences are statistically significant (p < 0.01)

using a paired T-test. The noticeable difference across datasets is due to how the sampling

was done for generating the datasets: MUSE contains a considerably higher amount of

frequent words in comparison to Panlex, making the latter a relatively harder dataset for

vocabulary induction. In Figure 4.3 we illustrate the results of each strategy grouped by

language-pair similarity. This similarity is based on the number of common parents the

two languages share. For example, in Figure 4.1, Spanish has a similarity of 3, 2, and 1

with Portuguese, English, and Finnish, respectively. As we see in Figure 4.3, similarity is a

factor that strongly determines the quality of the alignment generated by the unsupervised

initialization. Even if this phenomenon affects both analyzed strategies, our proposed

frequency based initialization strategy consistently obtains a few more correct word pairs
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for the least similar language pairs, which as we show in Table 4.4 are key for generating a

correct mapping for those languages.

4.5.2 State-of-the-Art Comparison

In order to contextualize the performance of HCEG with respect to the state-of-the-art

(listed in Tables 4.1 and 4.2), we measure vocabulary induction accuracy. We report results

for both the supervised (HCEG-S) and unsupervised (HCEG-U) versions of HCEG when

applicable. In the supervised mode, we train one single model per dataset using all the

training word pairs available. We then use this model for computing all pairwise scores. In

the unsupervised mode, we train a single model regardless of the dataset used for testing.

We found unfair to train a supervised model using the Dinu-Artetxe dataset given that it

only contains 4 bilingual lexicons, not enough for training our tree structure. Thus, only

unsupervised results are shown for that dataset.

As shown in Table 4.1 the unsupervised version of HCEG achieves, in most cases, the

best performance among all the strategies, even improving over state-of-the-art supervised

models. The improvement is most noticeable for Finnish and Spanish, where HCEG-U

obtains an improvement of 2 and 5 points, respectively. A similar behaviour can be seen in

Table 4.2, where we describe the results on the MUSE dataset. Spanish, alongside with

Catalan, Italian, and Portuguese, obtain a substantially larger improvement compared to

other languages. We attribute this to the fact that Spanish is the second most resourceful

language in terms of corpora after English. This makes the quality of Spanish word

embeddings comparably better to other languages, which as a result improves the mapping

quality of typologically-related languages, such as Portuguese, Italian, or Catalan.
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Method en-it en-de en-fi en-es

Su
pe

rv
is

ed

Mikolov (2013b) 34.93* 35.00* 25.91* 27.73*
Faruqui (2014) 38.40* 37.13* 27.60* 26.80*
Shigeto (2015) 41.53* 43.07* 31.04* 33.73*
Dinu (2014) 37.7 38.93* 29.14* 30.40*
Lazaridou (2015) 40.2 - - -
Xing (2015) 36.87* 41.27* 28.23* 31.20*
Zhang (2016) 36.73* 40.80* 28.16* 31.07*
Artetxe (2016) 39.27 41.87* 30.62* 31.40*
Artetxe (2017) 39.67 40.87 28.72 -
Smith (2017) 43.1 43.33* 29.42* 35.13*
Artetxe (2018a) 45.27 44.13 32.94 36.60
Jouling (2018) 45.5 - - -

Se
m

i. Artetxe (2017) 25 37.27 39.60 28.16 -
Smith (2017) cog 39.9 - - -
Artetxe (2017), num 39.40 40.27 26.47 -

U
ns

up
er

vi
se

d Zhang (2017), λ = 1 0.00* 0.00* 0.00* 0.00*
Zhang (2017) λ = 10 0.00* 0.00* 0.01* 0.01*
Conneau (2017) code 45.15* 46.83* 0.38* 35.38*
Conneau (2017) paper 45.1 0.01* 0.01* 35.44*
Artetxe (2018) 48.13 48.19 32.63 37.33
HCEG-U 49.02 48.18 34.82 42.15

Table 4.1: Results using the Dinu-Artetxe dataset. Scores marked with (*) were reported by
Artetxe et al. [17]. All the other scores were reported in the original papers.
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Conneau Joulin Artetxe
HCEG-S HCEG-U

(2017) (2018) (2018)

bg 57.5 63.9 65.8 64.1 67.5
ca 70.9 73.8 76.3 73.1 77.7
cs 64.5 68.2 70.2 68.2 71.7
da 67.4 71.1 70.3 68.8 72.7
de 72.7 76.9 79.1 75.8 79.0
el 58.5 62.7 67.8 65.3 68.5
es 83.5 86.4 88.6 86.8 90.4
et 45.7 49.5 55.8 53.5 57.3
fi 59.5 65.8 68.1 65.2 68.3
fr 82.4 84.7 87.6 85.4 88.3
he 54.1 57.8 61.1 59.5 63.0
hr 52.2 55.6 57.6 54.8 58.2
hu 64.9 69.3 69.6 66.8 70.1
id 67.9 69.7 75.5 73.2 75.6
it 77.9 81.5 83.3 81.3 85.6

mk 54.6 59.9 63.5 62.3 64.9
nl 75.3 79.7 79.9 79.4 81.9
no 67.4 71.2 69.9 69.5 71.9
pl 66.9 70.5 72.0 70.7 72.8
pt 80.3 82.9 85.5 83.8 87.8
ro 68.1 74.0 75.4 72.8 76.0
ru 63.7 67.1 69.5 68.1 69.8
sk 55.3 59.0 62.0 59.6 62.4
sl 50.4 54.2 60.1 57.7 61.1
sv 60.0 63.7 66.2 65.0 68.0
tr 59.2 61.9 68.7 66.3 70.0
uk 49.3 51.5 56.4 53.8 56.4
vi 55.8 55.8 3.9 55.5 58.3

Avg. 63.8 67.4 68.2 68.1 71.2

Table 4.2: Results on the MUSE dataset. Scores of Artetxe et al. [17] were obtained using
the code share by the authors. All other scores were reported by Joulin et al. [129].

The importance of explicitly considering topological connections among languages to

enhance mappings gets more evident when analyzing the data in Table 4.3. Here we include

the pairing that yielded the best and worst mapping for each language, as well as the position

of English in the quality ranking. English and Spanish have a strong quality mapping with

respect to each other, being Spanish the language that English obtains the best mapping

with, while English is the second best mapped language for Spanish. Additionally, Spanish
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is the language with which Italian, Portuguese, and Catalan obtain the best mapping quality.

On the other side of the spectrum, the worst mappings are dominated by two languages,

Georgian and Vietnamise, with 40 languages having these two language as worst. Followed

by Maltese, Albanian, and Finnish, with 8 occurrences each. This is not unexpected, as

these languages are relatively isolated in the language family tree, and also have a low

number of speakers. We also see that English is usually on the top side of the ranking for

most languages. For languages that are completely isolated, such as Basque and Yoruba,

English tends to be their best mapped language. From this we surmise that when typological

relations are lacking, quality of the embedding space is the only aspect the mapping strategy

can rely on.

L B,W,E L B,W,E L B,W,E L B,W,E L B,W,E L B,W,E L B,W,E
af nl,fi,4 ceb tl,li,22 ga gd,tt,12 jv id,scn,34 my zh,mk,19 sco en,mt,1 tr tk,ka,13
als en,vi,1 ckb tg,tr,19 gd ga,vi,2 ka en,bs,1 nds nl,vi,3 sd bn,tl,5 tt ba,sa,9
am arz,de,80 cs sk,vi,12 gl pt,ka,16 kk ky,vi,51 nl af,ka,4 si dv,ka,5 ug tr,vls,4
an es,ka,17 cv tr,sq,2 gom mr,fi,10 km vi,nl,4 no sv,vi,3 sk cs,vi,5 uk ru,fi,19
arz mt,ja,3 cy br,fi,2 gu pa,ka,3 kn ta,lt,55 oc es,my,3 sl sr,vi,6 ur hi,eo,10
as bn,vi,4 da sv,fi,4 he arz,mk,10 ko en,af,1 pa gu,vi,6 so arz,sq,73 vec pms,tr,2
ast es,ja,20 de lb,mt,5 hi ur,ka,5 ky kk,af,17 pam id,sr,18 sq en,tt,1 vi km,vls,3
ba tt,sq,34 dv si,ka,3 hr sr,tt,5 la es,mt,3 pl cs,vi,4 sr hr,vi,4 vls nl,eo,8
bar de,fi,6 el en,eo,1 hsb pl,am,3 lb de,ka,2 pms vec,sah,7 su id,mk,37 wa fr,fi,7
be ru,vi,4 en es,gv,- hu fi,ckb,9 li nl,ka,7 pt es,mt,5 sv da,vi,5 yo en,lt,1
bg mk,ka,9 eo en,sq,1 hy en,fi,1 lt ru,mt,5 qu en,bn,1 ta ml,mt,3 zh my,de,10
bn as,vi,6 es pt,vi,2 id jv,vi,3 mg id,sq,44 ro es,vi,6 te ta,mk,15
br cy,ka,18 eu en,lt,1 ilo id,sq,6 mk bg,vi,4 ru uk,su,20 tg ckb,ka,13
bs sr,ka,2 fi hu,als,24 is sv,ka,3 ml ta,sq,29 sa hi,ka,2 th en,vls,1
ca es,mt,5 fr it,vi,5 it es,mt,5 mr si,ka,21 sah tr,ka,2 tk tr,lt,7
ce en,sq,1 fy en,eo,1 ja en,vi,1 mt arz,tt,70 scn it,ka,21 tl ceb,ru,47

Table 4.3: Best (B), worst (W) and English mapping ranking (E) for each language (L).

Given space constraints, we cannot show the vocabulary induction scores for the 24,492

language pairs in the Panlex dataset. Instead, we group the results using two variables: the

sum of number of speakers for each of the two languages, and the minimum similarity

(as defined in Section 4.5.1) for each language with respect to English. We rely on these
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Figure 4.4: Improvement over the strategy proposed by Artetxe et al. [17] in Panlex, in
terms of language similarity and number of speakers. Darker denotes larger improvement.
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variables for grouping purposes as they align with two of our objectives for designing HCEG:

1) remove the bias towards the pivot language (English), and 2) improve the performance

of low-resource languages by taking advantage of typologically similar languages.

Figure 4.4 captures the improvement of HCEG-U over the strategy in [17] (the best-

performing benchmark), grouped by the aforementioned variables. We excluded Hindi

and Chinese from the figure, as they made any pattern hard to observe given their high

number of speakers. The sum of number of speakers axis was also logarithmically scaled to

facilitate visualization. The figure captures an evident trend in the similarity axis. The lower

the similarity of the language with respect to English, the higher the improvement achieved

by HCEG-U. This can be attributed to the manner in which TB/MP models generated the

space using English as primary resource, hindering the potential quality of languages that

are distant from it. Additionally, we see a less-prominent but existing trend in the speaker
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Description Dinu-Artetxe MUSE Panlex

Su
pe

rv
is

ed

¬Hierarchy - 66.7 32.0
¬Orthogonal Init. - 67.8 36.5
¬Iterative Refinement - 65.4 35.1

All vs All Inference - 66.3 36.6
World langs. as root - 67.5 35.7
HCEG-S - 68.1 37.3

U
ns

up
er

vi
se

d ¬Hierarchy 40.2 67.9 28.1
¬Orthogonal Init. 43.2 71.0 34.7
¬Iterative Refinement 0.09 0.08 0.02

All vs All Inference 39.3 69.4 34.6
World langs. as root 42.8 70.2 33.8
¬Freq. based Init. 41.2 68.0 31.1

HCEG-U 43.5 71.2 35.8

Table 4.4: Ablation study.

sum axis. Despite some exceptions, HCEG-U obtains higher differences with respect to

Artetxe et al. [17] the less spoken a language is. A behaviour that is similar in essence

to a Pareto front can also be depicted from the figure. Even if both variables contribute

to the difference in improvement of HCEG-U, one variable needs to compensate for the

other in order to maximize accuracy. In other words, the improvement is higher the less

speakers the language pair has or the more distant the two languages are from English, but

when both variables go to the extreme, the improvement decreases. The aforementioned

trends serve as evidence that the hierarchical structure is indeed important when building a

cross-lingual space that considers typologically diverse languages, validating our premises

for designing HCEG.

4.5.3 Ablation study

In order to assess the validity of each functionality included as part of HCEG, we conducted

an ablation study. We summarize the results of this study in Table 4.4, where the symbol
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¬ indicates that the subsequent feature is ablated in the model. For example, ¬Hierarchy

indicates that the Hierarchy structure is removed, replacing it by a structure where each

language needs just one transformation matrix to reach the World languages space.

As indicated by the ablation results, the hierarchical structure is indeed a key part of

HCEG, considerably reducing its performance when removed, and having its strongest

effect in the dataset with the highest number of languages, i.e., Panlex. It is also noticeable

the importance of the Iterative Refinement strategy, making the unsupervised version of

HCEG useless when removed. The Frequency-based initialization is also a characteristic

that considerably improves the results of HCEG-U. Looking deeper into the data, we

found 2,198 language pairs (about 9% of all pairs) that obtained a vocabulary induction

accuracy close to 0 (<0.05) without using this initialization, but were able to produce

enough signal to yield more substantial accuracy values (>10.0) when using the Frequency

based initialization. Finally, the design decisions that we initially took for reducing training

time–(i) the orthogonal initialization, (ii) the heuristic based inference, and (iii) using the

lowest common root for computing the loss function–also have a positive effect on the

performance of the HCEG.

4.6 Conclusion and Future Work

In this chapter, we have introduced HCEG, a cross-lingual space learning strategy that

does not depend on a pivot language, as instead, it takes advantage of the natural hierarchy

existing among languages. Results from extensive studies on languages demonstrate that the

proposed strategy outperforms existing cross-lingual space generation techniques, in terms

of vocabulary induction, for both popular and not so popular languages. HCEG improves
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the mapping quality of many low-resource languages. Yet, we noticed this improvement

mostly happens when a language has more typologically-related counterparts. Therefore,

as future work, we intend to investigate other techniques that can help improve the quality

of mapping for typologically-isolated low-resource languages. Additionally, we plan to

explore a closed form solution for HCEG, in order to reduce its training time.



113

CHAPTER 5

A FRAMEWORK FOR HIERARCHICAL MULTILINGUAL

MACHINE TRANSLATION

Abstract

Multilingual machine translation has recently been in vogue given its potential

for improving machine translation performance for low-resource languages via

transfer learning. Empirical examinations demonstrating the success of existing

multilingual machine translation strategies, however, are limited to experiments

in specific language groups. In this paper, we present a hierarchical framework

for building multilingual machine translation strategies that takes advantage of a

typological language family tree for enabling transfer among similar languages while

avoiding the negative effects that result from incorporating languages that are too

different to each other. Exhaustive experimentation on a dataset with 41 languages

demonstrates the validity of the proposed framework, especially when it comes to

improving the performance of low-resource languages via the use of typologically

related families for which richer sets of resources are available.
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5.1 Introduction

The explosive growth of text-based Web resources has been well-documented [261]. This,

in theory, translates into a wealth of resources that are available to the masses. In practice,

however, these resources are off-limit for populations that cannot read and understand

the language in which each resource was originally written. Consequently, valuable

resources written in popularly-spoken languages are out of reach for individuals who speak

less-common ones, whereas resources written in minority languages rarely find their way

into larger populations. Indeed, translators can fill this gap, but it is unfeasible for them to

manually take ownership of this laborious and costly work on a large scale. This evidenced

the need for machine translation: the task of taking a text in one language and translating it

to another language in an automatic fashion [230].

While as an area of study machine translation exists since the 1950s [252], it was

not till the 1990s-early 2000s when statistical approaches for machine translation showed

prominence [34, 146]. It took some time for computing capabilities and text availability

to converge into a new era of high-quality machine translation based on neural networks

[21, 166]. Nowadays, research pertaining to machine translation is categorized in three

groups: rule based strategies that rely on hand written translation rules [89], statistical

techniques that learn rules based on parallel corpora [146], and neural machine translation

strategies based on a encoder-decoder architecture [230], being the latter the most popular

nowadays given its performance.

Most machine translation strategies build an encoder architecture that maps a text

sequence in a source language to a vector representation and a decoder architecture that

maps the vector representation to the same text sequence but in the target language, reducing
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the machine translation task to a purely bilingual task. The performance of this bilingual

task is conditioned by two main factors: (1) quality/quantity of available parallel corpora,

and (2) the similarity between the source and target language, defined in terms of the amount

of linguistic patterns that both languages have in common. The more and better quality

corpora it is available between the two languages, the better the translation quality it is

expected to be. This is the reason why low-resource languages that tend to have less corpora

available yield worse translation models. Additionally, the more similar two languages are

the better the translation will be. It is not the same to translate from Spanish to Portuguese,

two languages that are closely related as they follow similar linguistic patterns, as it is to

translate from English to Chinese, that share little to no similarity in lexical or grammatical

patterns.

Several approaches have been proposed in an attempt to address the two aforementioned

problems, among which the translation via triangulation framework is the most prominent

[44, 99]. In this framework, a translation is decomposed into multiple sub-translations

in order to maximize corpora quality/quantity in each of the sub-translations in order to

improve the performance of the final translation. As an example, instead of translating

from Portuguese to Catalan, which might have reduced corpora available, a translation

is first done from Portuguese to Spanish and then from Spanish to Catalan, improving

the final translation performance given that both language pairs used (Portuguese-Spanish

and Spanish-Catalan) have a considerable larger amount of parallel corpora available.

This framework, however, has its own drawbacks, as a higher of sub-translations means

a higher computational cost and a more prominent cumulative error (introduced at each

sub-translation level).
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Multilingual machine translation, derived from multi-task training techniques, is a more

recent framework that intends to address the corpora availability problem. In this case the

task of machine translation is no longer considered as a bilingual task, but as a multilingual

task where multiple source and target languages can be simultaneously considered [166].

The objective of multilingual machine translation is to take advantage of knowledge in

language pairs with large corpora availability and transfer it to lower resourced pairs by

training them as part of the same model. For example, a single model can be trained to

translate from Spanish to English and Catalan to English, with the expectancy that the

performance of Catalan-English translations will get improved given that it has been trained

together with a language with richer resources like Spanish. Examples of multilingual

machine translation models include those based on strategies that use a single encoder for

all languages but multiple decoders [60], or strategies that treat all languages as part of a

single unified encoder-decoder structure [112].

Even if existing multilingual machine translation strategies achieve language transfer to

a degree, this transference only takes place when using specific language sets. Furthermore,

these strategies ignore possible negative side-effects of including languages that are

considerably different into a single model, i.e., training languages like Catalan and Spanish

might be beneficial for performance, however, including a distant language like Chinese

might decrease the overall performance of the same model. As a result, a state-of-the-art

model such as the one described by Ha et al. [112] that includes all languages as part of a

unified encoder-decoder structure would be sub-optimal when including language groups

with strong differences. Madrazo Azpiazu and Pera [171] observed a similar behavior in

the area of cross-lingual word embedding and concluded that putting all languages into a
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single space could act in detriment of the general model if it is not done in an organized

fashion.

Inspired by the idea of building a single model that can translate from multiple to multi-

ple languages [112] and the need of organization of languages when building multilingual

strategies [171], we propose a Hierarchical Framework for Neural Machine Translation

(HNMT). HNMT is a multilingual machine translation encoder-decoder framework that

explicitly considers the inherent hierarchical structure in languages. For doing so, HNMT

exploits a typological language family tree, which is a hierarchical representation of

languages organized by their linguistic similarity, in terms of grammar, vocabulary, and

syntax, to name a few. In other words, HNMT follows this natural connection among

languages to encode and decode word sequences, in our case sentences. The hierarchical

nature of languages allows HNMT to only combine knowledge across languages with

similar nature, while avoiding any negative knowledge transfer across distant languages.

The main contributions of this work include:

• A novel hierarchical encoder-decoder framework that can be applied to any of the pop-

ular state-of-the-at machine translation strategies to improve translation performance

for low-resource languages.

• A comprehensive evaluation over 41 languages and 758 tasks to examine the extent to

which language transfer is achieved.

• An analysis of the implications emerging from using the proposed framework for

machine translation of low-resource languages.



118

5.2 Related Work

Machine translation techniques have been built using a variety of strategies, including

rule-based systems [89], statistical machine translation [146], or neural machine translation

strategies [230]. In this work, we dedicate research efforts to neural machine translation

strategies (NMT). More specifically, we focus on the enhancement of encoder-decoder

strategies from a multilingual perspective. For this reason, we describe below related

literature in the area of NMT and multilingual approaches for NMT.

Encoder-decoders strategies for NMT. Encoder-decoder strategies were first pro-

posed by Sutskever et al. [230] as a solution for the inability of traditional neural networks

for learning sequence-to-sequence mappings. This strategy was soon found lacking when

translating long sentences given its need to compress all the sentence information into a low

dimensional vector [42]. Several researchers tried to address this problem by allowing the

decoder to have access to a larger amount of information, such as the previously generated

word and the encoded sentence at any time step [42] or to the whole set of hidden states

produced by the decoder via an attention mechanism [21]. In order to obtain further training

speed and translation quality, approaches presented later on tried remove the recurrent

layers of the models, known to hinder parallelization of models. With this purpose in mind,

Gehring et al. [96] proposed a model based on Convolutional Neural Networks, while

Vaswani et al. [246] focused on just using layers purely based on attention.

Multilingual NMT. Multilingual NMT strategies can be categorized by the degree

to which they can share part of the architecture across different languages. Dong et al.

[60] use a single encoder regardless of the language and rely on separate decoders for

translation. Luong et al. [166] introduce a strategy that uses one single encoder and decoder
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per language among all translation pairs. Firat et al. [86] maintain the different encoders

and decoders but share the attention mechanism across all translation pairs. Ha et al. [112]

propose to use one universal encoder and decoder that can handle any source and target

language. This is achieved by providing the model with information of the language as an

embedded parameter.

Even if existing Multilingual NMT models can obtain varied ranges of transfer learning

across languages, none of the strategies we discussed takes advantage of the inherent hier-

archical structure of the languages, that can beneficial to generate a more reliable language

transfer among typologically similar languages, avoiding hindering the performance across

distant languages.

5.3 Method

In this section, we describe the proposed framework for hierarchical multilingual machine

translation, i.e., HNMT. We first present a general sequence-to-sequence architecture used

for neural machine translation, which we illustrate in Figure 5.1. Then we explain how this

general structure can be extended for multilingual machine translation. Lastly, we describe

our proposed hierarchical framework illustrated in Figure 5.2.

5.3.1 Neural Machine Translation

State-of-the-art neural machine translation takes advantage of sequence-to-sequence models

for translating a sequence x (usually a sentence) in the source language Ls to a sequence y

in the target language Lt. For doing so, the model is generally separated into an encoder
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Figure 5.1: General bilingual machine translation architecture with 4 layers in both the
encoder and the decoder.

Layer	4

y

x

h

Layer	3

Layer	2

Layer	1

Layer	1

Layer	2

Layer	3

Layer	4

E
n
c
o
d
e
r

D
e
c
o
d
e
r

module (ENCLs) capable for encoding x into a vector representation h of size |h| and a

decoder (DECLt) that aims at generating y from h.

Both the encoder and the decoder modules contain an equal amount of N repeated

layers that are used in a sequential way, as illustrated in Figure 5.1. Starting from an input

representation x each encoding layerENCLs(i), is responsible for taking the representation

henci−1
and generating henci , until it produces h. Once h is generated each decoder layer

DECLs(i), will take hdeci and generate hdeci−1
until y is generated. Following our naming

convention: henc0 = x, hencN = h = hdecN , and hdec0 = y. If the model consists of 3 layers

(N = 3), the process of translating x to y requires N ∗ 2 = 6 steps:
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x
ENCLs (1)−−−−−−→ henc1

ENCLs (2)−−−−−−→ henc2
ENCLs (3)−−−−−−→ h

h
DECLs (3)−−−−−−→ hdec2

DECLs (2)−−−−−−→ hdec1
DECLs (1)−−−−−−→ y

(5.1)

Architectures for building each of the layers ENCLs(i) and DECLs(i) are manifold

in the literature, being recurrent neural networks [121], convolutional neural networks

[96], and transformers [246] the most widely accepted approaches. As previously stated,

our proposed strategy is designed so that it can be applied to all of these architectures.

However, for simplicity, we only showcase and discuss the practical application of HNMT

on a single architecture (see Section 5.4). We use a Long Short Term Memory (LSTM)

recurrent neural network [121] given that it is an architecture with well-studied benefits and

limitations. This enables us to isolate any phenomena introduced by this architecture from

our framework so that we really focus our analysis on the advantages and disadvantages of

our framework on its own.

5.3.2 Multilingual Machine Translation

In traditional (bilingual) neural machine translation, encoder and decoder modules are

language specific, as captured by the subscripts in ENCLs and DECLt . This means that

an encoder for English (ENCLen) can be neither substituted by an encoder for Spanish

(ENCLes) nor used to encode any x that is not in English. Additionally, there is no guarantee

that the representation h is equivalent in any translation task, i.e., the representation h that

ENCLen generates after being trained for English-Spanish translation is different from

the representation generated by ENCLen for English-Portuguese. Even inverse translation

tasks, e.g., English-Spanish and Spanish-English, are considered to be separate tasks as
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there is no knowledge sharing across the two translations, resulting in different performance

for each of the two. This poses a strong limitation to any language transfer in the translation

task as every encoder/decoder is not only language specific but also task specific.

The goal of multilingual machine translation is indeed to address this limitation by

generating models that can transfer language knowledge across tasks. This is achieved

by frameworks from the multi-task learning area, such as jointly training two models for

several tasks sharing part of the model weights [86, 112]. For example, for generating a

model that can translate from both Spanish and Portuguese to English the model would be

trained using pairs from both tasks, separate Spanish and Portuguese encoders but a single

English decoder. This training strategy enables training the English decoder using data

from both tasks (Spanish-English and Portuguese-English), benefiting from a larger aligned

corpora and therefore achieving better decoding and translation performance. As described

in Section 5.2, different strategies have been proposed in literature for multilingual machine

translation. However, to the best of our knowledge, all of them consider the encoders and

decoders as a atomic unit that cannot be separated any further, just differentiating from each

other by how many full decoders or encoders the model uses for multilingual translation

purposes, i.e., one-to-many, many-to-one, or one-to-one [86, 112]. One of the limitations

of these models is that they consider all languages to be of same nature, meaning that all

languages are combined into a single encoder/decoder without any organization, ignoring

the fact that some languages might indeed benefit each other while others would hinder the

final performance of the translation task. This has demonstrated to be the case in related

areas such as cross-lingual word embedding generation [171]. Instead, HNMT is capable

of incorporating further divisions inside the encoder/decoder allowing a more fine grained
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possibilities for determining which languages should share weights or not as we describe in

the following section.

Figure 5.2: Description of the general architecture of HNMT

Uralic

Indo-European

Germanic

GermanEnglish

Italic

Spanish Portuguese Finnish Estonian

	World	
languages

	World	
languages

Indo-European

Germanic Italic

GermanEnglish Spanish Portuguese Finnish Estonian

Uralic

E
n
c
o
d
e
r

D
e
c
o
d
e
r

Layer	1

Layer	2

Layer	3

Layer	4

Layer	1

Layer	2

Layer	3

Layer	4

y

x

en du es pt fi et

it ur1

ur2

ge

in

en

wo

in ur2

ge it

en ge es pt fi et

ur1

h

5.3.3 Hierarchical Multilingual Machine Translation

For HNMT, we define the multilingual machine translation task as a one-to-one task,

meaning that HNMT only contains a single encoder and a single decoder. However,

each layer ENCLt(i) or DECLt(i) is shared or not across languages depending on their

similarity. This enables similar languages to share a larger amount of layers, fostering

further language transfer among them, while different language share less layers, avoiding



124

hindering the model’s overall performance by forcefully combining language that are too

distant. To delineate this inter-connectivity across languages HNMT takes into account

the hierarchical nature of languages by taking advantage of a typological language tree.

As illustrated in Figure 5.2 each family in the language tree corresponds to a layer of the

encoder and the decoder. Each language always has a unique, non-shared-layer, which

correspond to the very first layer of the encoder and very last layer in the decoder. This

is due to the fact that we consider that each language to be different from any other even

if it is to a small degree. This layer enables the model to capture these language-specific

characteristics in both the encoder and the decoder. Additionally, HNMT also incorporates

one layer that is shared across all languages. This layer is located directly before and

after the h vector representation of the sentence, and its purpose is to unify how the model

generates this vector regardless of the language used. The remaining intermediate layers

are directly determined by the language tree.

For illustration purposes consider the translation task from Spanish to English versus

the same task but from Spanish to Finnish. Based on the structure described in Figure 5.2,

Spanish to English translating requires the following 8 steps:

x
ENCes−−−−→ henc1

ENCit−−−−→ henc2
ENCin−−−−→ henc3

ENCwo−−−−→ h

h
DECwo−−−−→ hdec1

DECin−−−−→ hdec2
DECge−−−−→ hdec3

DECen−−−−→ y

(5.2)

where ENCl and DECl refer to the encoder and decoder layers of language l respectively.

Spanish to Finnish translation, on the other hand, requires the following steps:
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x
ENCes−−−−→ henc1

ENCit−−−−→ henc2
ENCin−−−−→ henc3

ENCwo−−−−→ h

h
DECwo−−−−→ hdec1

DECur2−−−−−→ hdec2
DECur1−−−−−→ hdec3

DECfi−−−−→ y

(5.3)

It is important to note that, as reflected in Figure 5.2, the language tree is not an equally

balanced tree, meaning that the number of families from any language to the root node is

different. In the example, the number of families from Spanish to the root is two, while

the number of families from Finnish to the root is just one. This characteristic of the

tree directly conflicts with the requirement of most existing sequence-to-sequence models

to contain a same amount of layers in the encoder and the decoder. Additionally, some

language might contain more families than layers are used in the model, i.e., if the layer

number is chosen to be N = 3 the families of English, German, Spanish, and Portuguese

would not fit into the model. In order to address both of these concerns, we conduct a

two-step preprocessing of the tree. First, we limit the tree to have N − 2 layers, pruning

any family that does not meet this constraint. Thereafter, we duplicate any leaf node that is

not in the layer N − 2 of the tree, e.g., in the sample tree in Figure 5.2, the Uralic family is

duplicated to adhere to this constraint.

5.3.4 Training HNMT for Sentence Translation

HNMT takes advantage of stochastic gradient descend for learning the weights of its model.

Different from a traditional machine translation strategy, HNMT utilizes multiple datasets

with different languages for training. Training is conducted in a round-robin fashion with

respect to the datasets, i.e., one epoch of each dataset is trained in a sequential manner. Each

dataset epoch is divided into batches of sentence pairs βbatch, for which the loss function
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is computed, backtracked and parameters tuned. We use cross entropy as loss function

and Adaptive Movement Estimation [142] as optimizer with a learning rate of βlr. The

training will continue until no improvement is found on the training set for the average loss

across all datasets in the last 10 epochs. In order to avoid overfitting, the model selected for

testing is the model that achieves best performance in a separated validation set. Refer to

Section 5.4.2 for further details on how we split the datasets and tune hyper-parameters.

5.4 Evaluation Framework

In this section, we describe the evaluation framework used for examining the performance

of HNMT and showcasing its advantages with respect to existing baselines.

5.4.1 Data

We use the GlobalVoices parallel corpora [236] for training and evaluation purposes. This

dataset is comprised of bilingual corpora for most combinations across 41 languages,

totaling 758 different tasks, i.e., pairs of languages for translation. Each task contains

a varying amount of parallel sentence pairs that go from less than 10k sentences (in the

case of Catalan-English) to more than half a million (in the case of Spanish-English). The

strong variation of corpora available for each task mimics a real world scenario where few

languages are very rich in resources while many barely have resources associated with

them, making this dataset ideal for our experiments.

In order to input words to a neural machine translation model they first need to be

converted into a numerical vector representation. For doing so, we take advantage of the



127

cross-lingual word embeddings generated by Madrazo Azpiazu and Pera [171], tailored to

low-resource scenarios, a case we consider of specific interest in our experiments.

Finally, we use the language tree described in Lewis and Gary [157] on our experiments.

This tree can sometimes be overly detailed, containing too many names describing nearly

the same family of languages. For this reason, we prune the original tree to remove family

names that can be treated as redundant for translation purposes. For example, having both

Central Iberian and Castilian as family for the Spanish language is redundant. For pruning,

we define the following criteria: Any family that contains exactly the same amount of

languages as its parent is removed.

5.4.2 Validation and Hyper-parameter Tuning

Each of the 758 task specific datasets considered in this study is randomly separated into 3

splits using 70%, 10%, and 20% of the sentence pairs for training, validation, and testing,

respectively. The training set used for learning the weights of the model. The validation

portion is used for selecting the best model among the ones generated during training.

Finally, the testing set is only used for measuring the performance of the final model.

Disjoint from these 3 sets, we held-out a development set of 20k Spanish-English sentence

pairs. This development set is only used for verifying the correctness of the implementation

and tuning hyper-parameters. No sentence pair in this held-out set is ever included in any

of the train, validation, or testing sets.

Hyper-parameters where manually selected, meaning that no exhaustive/automatic

hyper-parameter tuning strategy was applied. The final hyper-parameters used in the

experiments are: βbatch = 768, βlr = 0.01, |h| = 512, N = 5, Layer-type=LSTM. It is
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true that the number of weights selected for our strategy is comparably smaller than what

most state-of-the-art strategies currently use[127]. In fact, for HNMT we use |h| = 512 and

N = 5, whereas for current strategies |h| = 1024 and N = 8 are customary. This was a

compromise we had to take in order to balance for the large number of tasks we consider in

the study, i.e., 758, compared with the less than a dozen tasks most current studies consider

[16, 127].

5.4.3 Baselines

To contextualize the performance of HNMT, we compare its performance to that obtained

by four baselines: a traditional bilingual baseline (Many-to-many) and three multilingual

baselines (One-to-many, Many-to-one, One-to-one).

1. Many-to-many. This model resembles the traditional bilingual machine translation

strategy where each task has it own encoder a decoders.

2. One-to-many. In this multilingual machine translation model one encoder is used

regardless of the language and a different decoder for each language.

3. Many-to-one. Opposite to the previous model this one uses a single decoder for all he

language but multiple encoders, one per language.

4. One-to-one. This is a universal machine translation model that utilizes just one encoder

and one decoder for all the languages considered.

Models that have a single decoder require some explicit information of the output

language in order to enable the model to know the language in which it needs to generate
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the output sentence. For these models, we prepend the input of the model with a special

token representing the language that needs to be generated similar to what is done by

Johnson et al. [127]. It is also important to note that unlike aforementioned models HNMT

does not require this token to operate, given that the last layer of the decoder is specific to

the target language.

5.4.4 Metric

For measuring the performance of each task we take advantage of a traditional metric to the

machine translation area: Bilingual Evaluation Under Study (BLEU) [199].

5.5 Results and Discussion

In order to fully analyze the performance of HNMT, it is important to first understand what

traditional (bilingual) machine translation strategies can achieve. Therefore, we start by

analyzing the performance of the many-to-many model from different perspectives. For

doing so, we train and test this model for each of the tasks defined by a language pair in the

GlobalVoices dataset. In Figure 5.3, we illustrate the performance of each task organized

by the number of sentences available for the task. Emerging from the figure is a pattern that

is inherent to the machine translation area: the more sentence pairs available, the better the

performance of the model. This leads to an uneven scenario, one where strategies are better

performing, i.e., are more effective, for resource-rich languages than for low-resource ones.

Another issue affecting machine translation related to the direct connection that exists

between performance and language similarity. While this is a fact that has been pointed out

by several researchers [44, 99], to the best of our knowledge, this has never been thoroughly
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Figure 5.3: BLEU score obtained for each of the bilingual tasks using a traditional machine
translation baseline (many-to-many), organized by the number of sentence pairs available
for the task. Results for tasks with more than 100k sentence are omitted for visualization
purposes.
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studied. For demonstrating how this dependency behaves in our experiments, we define the

similarity between two language as the number of parent family nodes they share. As an

example, if we refer back to Figure 5.2, the similarity between English and German is 2 as

they both have the Germanic and Indo-European families as parents, while the similarity

between Finnish and English is 0 as they do not have any common parent family. We depict

in Figure 5.4 the performance of each of the tasks grouped by the similarity between the

source and the target languages. From the figure, it is evident that the results follow a
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Figure 5.4: BLEU score obtained for each of the bilingual tasks using a traditional machine
translation baseline (many-to-many), grouped by the similarity between the source and
target language for the task.
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pattern where the more similar any two languages are, the better the quality of machine

translation achieved for them.

These two patterns demonstrate (1) a real need in the area of machine translation for

designing transfer learning strategy that can improve the performance of machine translation

for low-resource languages, and (2) a possibility to achieve valuable language transfer by

using a proper organization of the languages, that makes is possible to take advantage of

synergies among similar languages. These two patterns, further validate the premises that

leaded us to design HNMT.
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In Table 5.1 we present the results of 5 different machine translation models for

each of the tasks in GlobalVoices dataset, grouped by source language. We include

the traditional machine translation model (many-to-many), 3 frameworks for building

multilingual machine translation that are representative of the current state-of-the-art, and

our HNMT framework. As shown in the table, our proposed strategy yields an average

gain of 1.07 BLEU points over the traditional many-to-many strategy. This difference is

statistically significant under paired T-test with a confidence interval of p < 0.05. Largest

improvements are found in languages such as Catalan, Portuguese, Italian, or Spanish, which

we find not to be a coincidence but the result of HNMT correctly integrating languages

that share similarities. The lowest improvement is obtained for Oriya, an Indo-Aryan

language that shares little similarity with respect to any of the remaining languages in

the dataset. Among multilingual machine translation models (one-to-one, one-to-many,

many-to-one), only the one-to-many model achieves an improvement over the traditional

bilingual baseline. This is not a surprising result as, even if multilingual machine translation

models have shown to improve over traditional machine translation with specific language

combinations, they are known to under-perform when simultaneously dealing with either

too many or too different languages [127].

Table 5.1 captures average BLEU scores over all tasks that use the specified language as

source. While average allow us to assess and compare performance across frameworks, it

does not shine a light on translation pairs that greatly deviate from the average. To showcase

the varied degrees of BLEU scores obtained by HNMT for each of the 758 translation tasks,

we included an histogram in Figure 5.5. It can be appreciated in the figure that for most of

the translation tasks performance ranges between 0 and 10 BLEU points. However, there
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are some cases for which BLUE is as high as 30-40. Not surprisingly, these cases align

with popular, resource-rich languages like Spanish-English and Portuguese-English. At the

opposite extreme, we see BLEU as low as 0.27. Once again, this is anticipated, as these

low scores are the result of translation to/from low-resource (and often less recognized)

languages, like Catalan to Oriya.

Figure 5.5: Distribution of BLEU scores yielded by HNMT for individual translation tasks.
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In order to gather further insights on the translation capabilities of HNMT and to better

visualize in which cases does HNMT achieve performance improvements with respect

to other baselines, we conduct further analysis using language similarity and corpora

availability lenses.
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We first explore model performance when corpora of different sizes is used for training

purposes. To do so, we grouped each of the language pair tasks into seven different groups

based on the amount of parallel sentence available. As depicted in Figure 5.6, corpora

availability is a determinant factor for translation. The pattern we devised in Figure 5.3

is once again visible in Figure 5.6, the more sentences available for a task the better is its

performance. However, differences with respect to the baseline are what make a model

stand out in this case. Excluding the cases with high amount of corpora, where improvement

is hardly possible from a language transfer perspective, we see that HNMT is the model

that achieves the most improvement with respect to the bilingual baseline, followed by the

one-to-many model. This behavior denotes that HNMT is indeed capable of improving the

performance of machine translation in cases where resources are not abundant.
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Table 5.1: BLEU scores obtained by each of the baselines and the proposed model for
each language considered in the study. Improvement denotes the difference with respect
to the bilingual machine translation baseline (Many-to-many). Note that values shown for
each language correspond to the average BLEU obtained using the language as source with
respect to all other languages used as target. Language names are described using ISO-639
notation.

Many-to-many One-to-many Many-to-one One-to-one HNMT Improvement

am 1.51 1.65 1.32 1.15 2.02 0.51
ar 6.08 6.43 5.41 4.90 7.15 1.06

aym 4.08 4.28 3.43 3.04 5.07 0.98
bg 4.22 4.38 3.55 3.23 5.59 1.36
bn 8.92 9.11 7.85 7.53 10.28 1.36
ca 5.62 5.96 4.73 4.43 7.33 1.71
cs 4.76 4.90 3.99 3.89 6.04 1.28
da 4.49 4.74 3.79 3.64 5.57 1.08
de 7.57 7.76 6.08 6.20 8.98 1.42
el 7.54 7.78 6.43 6.06 8.78 1.25
en 11.26 11.43 9.92 9.73 12.51 1.25
eo 2.33 2.66 1.75 1.75 3.12 0.78
es 11.61 11.82 10.45 10.22 13.35 1.74
fa 3.74 3.99 3.14 2.85 4.64 0.90
fil 2.60 2.91 2.09 1.97 3.31 0.71
fr 8.72 8.90 7.70 7.29 10.27 1.55
he 1.21 1.36 0.92 0.95 1.65 0.43
hi 1.71 1.75 1.44 1.30 2.32 0.61
hu 4.50 4.79 3.61 3.40 5.46 0.97
id 4.05 4.21 3.04 3.02 4.87 0.82
it 7.84 8.04 6.73 6.47 9.35 1.51
jp 6.53 6.65 5.48 5.12 7.47 0.95

km 0.81 0.96 0.64 0.57 1.22 0.41
ko 3.67 4.05 2.99 2.79 4.58 0.90
mg 8.67 8.90 7.64 7.24 9.55 0.88
mk 6.14 6.37 5.45 4.87 7.67 1.52
my 1.51 1.74 1.31 1.09 2.15 0.64
nl 6.21 6.42 5.28 5.05 7.57 1.35
or 0.40 0.43 0.29 0.29 0.48 0.09
pl 6.57 6.77 5.39 5.28 7.86 1.29
pt 6.95 7.18 5.86 5.46 8.71 1.77
ro 3.33 3.53 2.78 2.58 4.33 1.00
ru 8.16 8.34 7.00 6.81 9.61 1.45
sq 4.03 4.31 3.54 3.25 5.26 1.22
sr 5.39 5.62 4.38 4.22 6.63 1.24
sv 4.88 5.06 3.93 3.75 6.07 1.19
sw 5.22 5.47 4.43 3.98 6.17 0.95
tr 3.54 3.68 2.99 2.66 4.29 0.74
ur 3.61 3.76 2.98 2.77 4.48 0.87

zhs 6.22 6.43 5.10 4.90 7.19 0.97
zht 6.41 6.58 5.38 5.20 7.39 0.98

Average 5.19 5.39 4.40 4.17 6.25 1.07
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We are also interested in exploring the effect language similarity has on translation,

which is why we examine model performance for languages pairs with different degrees of

similarity between them. Results from this experiment are summarized in Figure 5.7.

In general, we observe similar patterns to the ones we previously described: BLEU

scores computed for machine translation task are higher for languages that are similar. This

pattern occurs regardless of the language, however, it is considerably more pronounced in

the case of HNMT, leading to a higher improvement with respect to the bilingual baseline

the more similar the languages are. We also notice from Figure 5.7 that none of the other

multilingual machine translation models takes advantage of this behavior, maintaining a

similar difference with respect to the baseline regardless of the degree of similarity between

the languages in pairs considered from analysis. These results serve as indication that the

hierarchical organization used in HNMT is indeed useful for explicitly taking advantage of

similarities across languages, validating our premises for the design of HNMT.
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5.6 Conclusion and Future Work

In this chapter, we presented HNMT, an hierarchical framework for machine translation that

can be applied to any multilingual neural machine translation strategy, for achieving a higher

degree of transfer learning across languages. We conducted several experiments using 758

language pairs including languages with varied resource availability and similarity. Our

empirical analysis reveals that highest improvements take place when the languages are

typologically related and aligned corpora is not abundant, achieving an improvement of

about 5 BLEU points in specific cases. These results validate our premise that machine

translation for low-resource languages can be enhanced by means of language transfer if an

appropriate organization of languages is used, such as the one we utilize as part of HNMT.

As a natural part of its encoding-decoding process for translation, HNMT generates a

language-agnostic vector representation of sentences. While we did not evaluated the quality

of this by-product of our work, given that it was out of scope, exploratory examinations lead

us to believe that these language-agnostic representations could be leveraged for supporting

a multilingual applications in related text processing areas.

We are aware of some limitations of this work. First, even if the strategy is shown to

improve low-resource scenarios where the source and target language are typologically

related, this effect is not as prominent when the languages are different from each other.

Consequently, the applicability of HNMT for isolated languages such as Basque is limited.

Second, given the high amount of tasks and languages considered, the size of the machine

translation models we used for experimentation is small compared to current state-of-the-art

systems. For example, we set |h| = 512 and N = 5, when current strategies use |h| = 1024

and N = 8. In the future, we plan on leveraging other types of signals, such as the use of
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sub-word embeddings, for enabling further language transfer. Additionally, we will extend

our empirical analysis to explore the performance effect of using larger and more varied

machine translation models, such as Convolutional Neural Networks or Transformers.



141

CHAPTER 6

AN ANALYSIS OF TRANSFER LEARNING METHODS FOR

MULTILINGUAL READABILITY ASSESSMENT

Abstract

Recent advances in readability assessment have lead to the introduction of multilin-

gual strategies that can predict the reading-level of a text regardless of its language.

These strategies, however, tend to be limited to just operating in different languages

rather than taking any explicit advantage of the multilingual corpora they utilize.

In this manuscript, we discuss the results of the in-depth empirical analysis we

conducted to assess the language transfer capabilities of four different strategies

for readability assessment with increasing multilingual power. Results showcase

that transfer learning is a valid option for improving the performance of readability

assessment, particularly in the case of typologically similar languages and when

training corpora availability is limited.
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6.1 Introduction

Readability assessment has historically been used by different stakeholders —from edu-

cators to public institutions— for measuring the complexity of texts [26]. Traditionally,

readability assessment relied on formulas based on a linear combination of superficial

text features, such as the amount of words per sentence or the average number of letters

in a word [88, 51]. In time, the area evolved to incorporate features that describe the

text from more diverse linguistic perspectives, e.g., syntax, morphology, pragmatics, and

more sophisticated supervised machine learning strategies [93, 101, 135]. The increasing

amount of hand-engineered features made state-of-the-art readability assessment techniques

strongly dependant on the language they where designed for, making adaptation for low

resource languages difficult.

Recent advances in the area have focused on addressing the language-dependency

problem by either: (1) finding a combination of features that can work for a set of multiple

languages [54, 172], or (2) building strategies that do not depend of hand-engineered

features [170]. The former option still has the adaptability limitation of single language

strategies, as they are tuned to work in a fixed set of languages, and new features need to be

designed in order to incorporate extra languages. The latter avoids using features, taking

advantage of deep-learning techniques that solely rely on words as input, meaning that they

can be utilized in any language without specific tuning. However, given its dependency on

deep-learning techniques that require larger amounts of data than feature-based counterparts,

it has been shown to underperform in low-resource scenarios [170].

Regardless of the alternative considered, the amount of leveled corpora available plays

a strong role in the quality of the predictions readability assessment strategies can provide.
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This creates a scenario where the quality of readability assessment for popular languages,

such as English, is drastically higher than for other low-resource languages, such as Catalan

[172]. Additionally, despite the fact that recent strategies can work in different languages,

they do not enable any cross-lingual transfer that could increase the quality for low-resource

language readability assessment.

In this manuscript, we conduct an empirical study in order to analyze the extent to

which existing transfer learning techniques can be used as part of a readability assessment

in order to improve the performance for low-resource languages. For doing so, we compare

four multilingual readability assessment strategies —three of which are created specifically

for our experiments— in terms of their language transfer capabilities. The study is driven

by two main research questions: (1) Can existing transfer learning techniques be applied to

readability assessment? and (2) In which circumstances (languages or models) is transfer

learning maximized?. To answer these questions, we conduct transfer learning experiments

over six different languages; we combine different languages in a pairwise fashion and we

also explore the effects of using varying amounts of training documents. Results indicate

that transference across languages is indeed a viable option for improving the performance

of low-resource languages that are typologically1 related to other languages for which more

abundant resources exist. Typologically isolated languages, such as Basque, also obtain

improvements in certain cases. Unfortunately, this isolation is what causes them to act

in detriment of the effectiveness in readability prediction of other languages that used as

supporting language.

1Typology is the area of linguistic that categorizes languages given their lexical, grammatical, or other
linguistic patterns. The degree of similarity between any two languages is defined by the linguistic patterns
they share.
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6.2 Related Work

State-of-the-art in readability assessment has mostly been focused on the design of features

for different languages with varied linguistic perspectives: Aluisio et al. [7] propose a

strategy for predicting whether English texts are simple or complex using elaborated

semantic features, such as term ambiguity. Anula [12] propose using features focused on

the frequency of words for Spanish. Gonzalez-Dios et al. [101] put more emphasis on

morphological features, known to be important in morphologically rich languages like

Basque or French [93]. Forsyth [91] analyze the importance of using discourse features

for Arabic readability assessment. Syntactic features have demonstrated to be useful in

multiple languages, such as Italian [56] and Russian Karpov et al. [135], but they are not

considered as important for languages like Chinese, in which case lexical features are more

prevalent [39].

Even if literature regarding single language readability assessment is extensive, little

has been done regarding multilingual readability assessment. De Clercq and Hoste [54]

analyzed the importance of several existing features for Dutch and English readability

assessment, determining that a single set of features could be used for both languages at the

same time. Madrazo Azpiazu and Pera [172] analyzed the possibility of building a single

readability assessment tool for six different languages at the same time. While effective, the

tool is limited to the use of hand-engineered features in multilingual readability assessment

given their strong language dependency. This is the reason why the authors dedicated

research efforts to the design of the first feature-less strategy Madrazo Azpiazu and Pera

[170]. The proposed strategy solely relies on words, thus enabling further multilingual

adaptability, which previous strategies lacked.
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Even if there exist readability assessment strategies that can work regardless of the

language, none of them actually benefits from the multilingual nature of corpora they

are using. This prompted our examination of diverse strategies that incrementally enable

language transfer in multilingual readability assessment strategies.

6.3 Evaluation Framework

In this section, we describe the set up, models, languages, datasets, and metrics considered

in our empirical study.

6.3.1 Experiment Set Up

Let experiment E be expressed by the tuple <M,D,Ltrain, N, Ltest>, where M is a

readability prediction model (i.e., any of the models described Section 6.3.2), Ltrain is an

ordered pair of languages used for training, D is the dataset considered in the experiment,

N is an ordered pair denoting the number of documents used for each language in Ltrain,

and Ltrain is the language the model is being tested on for readability assessment. As an

example, <M1, Newsela, (en, es), (50, 1000), (es)> represents an experiment where M1

is trained in the Newsela dataset, for English and Spanish with 50 and 100 documents

respectively, and tested only in Spanish.

We use 10-cross-fold for validating our results, where the counts of N are sampled

from the respective 9-fold training set in each iteration, using uniform random sampling

with duplicates. Results are averaged across all iterations unless otherwise indicated.
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Figure 6.1: Description of the general architecture of the four considered strategies.
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6.3.2 Compared Strategies

We describe below the four models used for transfer learning analysis (illustrated in

Figure 6.1).

M1: Baseline Model

In order to compare strategies that can be leveraged for achieving language transfer learning,

we first need to analyze the degree to which existing models can transfer knowledge across

languages. For doing so, we use an existing state-of-the-art strategy as a starting point into

our experiments.

As we described in Section 6.2, there are two common alternatives for designing

strategies for multilingual readability assessment. On the one hand, depend on a single set

of features that works in all the languages considered. This mean that even if a strategy

can be designed to work in n languages, adding an additional one will always will always
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require building new language-specific features. On the other hand, adopt a feature-less

approach that can work on any language. Given that the latter alternative does not rely

on any hand-engineered features, it works independently of the languages considered.

Therefore, we find this latter strategy to be the most promising to be used as a baseline.

Specifically, we choose the strategy proposed by Madrazo Azpiazu and Pera [170] to serve

as a baseline model M1. Given that models M2, M3, and M4 are incrementally built based

on this model, we include a brief overview of M1 below.

M1 is based on a architecture that is both recurrent and hierarchical Madrazo Azpiazu

and Pera [170]. The input to the model is a text that is split into sentences and converted into

word embeddings. We follow the authors’ choice of using the FastText word embeddings

[107]. These word embeddings are combined using a LSTM recurrent neural network per

sentence. Finally, the hidden states generated by the recurrent layer are combined into a

text representation using word and sentence level attention mechanisms.

For experimentation, we distinguish between two variants of this model: M1-Mono,

which refers to a monolingual variant which only takes input data in one language, and M1

which takes input texts in various languages for training.

M2: Cross-lingual Word Embeddings

One of the limitations of M1, in terms of transfer learning across languages, is that the input

representations, i.e. the word embeddings, are different for each language. For example,

the word house in English and its counterpart in Spanish casa, will be represented by

different word embeddings. M2 addresses this issue by taking advantage of cross-lingual

word embeddings. This allows the model to learn about simple or complex words in one
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language and directly transfer this knowledge to other languages given that same words

will always have same embedding regardless of the language. For building M2, we use the

cross-lingual word embeddings proposed by Madrazo Azpiazu and Pera [171].

M3: Cross-lingual Sentence Embeddings

Readability assessment literature has strongly highlighted the importance of syntax when

determining the complexity of a text [135, 93]. Even if M2 can learn about words being

simple or complex regardless of the language, the order in which these words occur in the

text can drastically change the meaning of the sentences in the text and, as a result, the

overall complexity of the text. In order to enable syntax-level language transfer, we design

M3 to take advantage of cross-lingual sentence embeddings. These sentence embeddings

are generated following the procedure proposed by Madrazo Azpiazu and Pera [171],

based on an enconder-decoder architecture. Similar to M2, the input text is converted

into cross-lingual word embbedings which are fed to a cross-lingual sentence enconder.

The generated sentence encodings are averaged in order to generate a text representation.

Finally, a fully-connected layer is used to generate a prediction.

M4: Hybrid Model

The last model considered in our study is M4, which is the result of the combination of M2

and M3. In this case, M4 is able to simultaneously take advantage of both the word-level

and sentence-level transfer capabilities of M2 and M3. For doing so, M4 combines the text

level encodings generated by both M2 and M3 via concatenation in order to generate a new
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enconding that combines both word and sentence level information. Similar to the other

models, a final fully-connected layer is the one responsible of generating a prediction.

6.3.3 Languages

In this study, we consider six different languages which we name following their ISO 6391

codes: English=en, Spanish=es, Italian=it, Catalan=ca, Basque=eu, and French=fr.

6.3.4 Datasets

For evaluation purposes, we use the VikiWiki dataset. This publicly available dataset2 was

first introduced in [170] and is comprised of simple/complex documents extracted from

Vikidia(.org) and Wikipedia(.org). The dataset consists of 70,514 documents in 6 different

languages: 23,648 in French, 9,470 in Italian, 8,390 in Spanish, 3,534 in English, 924 in

Catalan, and 898 in Basque, which are evenly distributed among both reading-levels. To

control size of text samples available per language, we reduce the amount of documents in

each language to the language with least documents. As a result, each language contains a

total of 898 documents in our experiments, yielding a training set of 808 documents and a

testing set of 90 in each iteration of the 10-cross-fold validation.

6.3.5 Hyper-parameter Tuning

We use a disjoint dataset sampled from VikiWiki for Spanish and English for developmental

purposes, composed of 100 documents for each of the two languages. Documents in this

development dataset were solely used for code testing purposes, as well as hyper-parameter

2https://github.com/ionmadrazo/VikiWiki
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tuning. No document in the development set is part of any of the training or testing datasets

used for evaluation. Note that we did not conduct any experiment specific hyper-parameter

tuning; instead, all the hyper-parameters where manually tuned using the developmental

set.

Hyper-parameters used in the experiments discussed in Section 6.4 are described as

follows: dword = 300, dsent = 512; for M1 and the sentence encoder in M2 and M3 we use

the hyper-parameters reported by the authors, see [170, 171].

6.3.6 Performance Metric

In order to asses the language transfer capabilities of each model we use ACC@K (Accuracy

at K). In this case, accuracy is defined as the ratio of texts for which their readability levels

were correctly predicted over the size of the text collection used for testing, when K

documents in a supporting language were used during the training process. For illustration

purposes, consider the following sample experiment E=<M,D, (l1, l2), (n1, k), (l1)>,

where model M is trained using n1 resources in language l1 and k resources in language l2

in order to predict the readability of resources in l1. ACC@k for this experiment would

reflect the ratio of documents in the corresponding testing set in l1 for which M is able

to estimate their corresponding reading level when trained using k documents from D in

supporting language l2.

6.4 Results and Analysis

In order to evaluate the capabilities of the aforementioned multilingual readability-assessment

models for language transfer, we conduct three different experiments, which we discuss in
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the rest of this section.

6.4.1 Overall Results

For comparing the performance of the four models introduced in Section 6.3.2, we measure

the accuracy they obtain for each of the languages in VikiWiki. More specifically, we

measure the accuracy gain obtained for each prediction language, when trained alongside

any of the other supporting languages. For example, for computing the accuracy of English,

we run 5 different experiments where we train the model using all documents (reduced to

808 as described in Section 6.3.4) in English and each of the other supporting languages,

and then average the prediction results as the overall accuracy score for English. This

measure provides an estimate of the extent to which the prediction for each language can

be improved, as well as a means of comparison across the 4 models.

In order to contextualize the gain obtained as a result of transfer learning by each

of the models, we compare the accuracy of each model with respect to that obtained by

M1-Mono, the multilingual strategy presented by Madrazo Azpiazu and Pera [170]. Recall

that M1-Mono does not incorporate any language transfer functionality. As shown in

Table 6.1, simply training an existing model with documents in more than one language,

such as M1, does not lead to improvements in terms of the accuracy of the model. Using

cross-lingual word embeddings (i.e., M2) has a positive effect regarding language transfer,

achieving an average improvement of 0.03 in accuracy. From the results in Table 6.1, it also

becomes apparent that, by themselves, cross-lingual sentence embeddings are not enough

for providing accurate predictions (i.e., M3). Instead, combining embeddings at word and

sentence levels (i.e., M4) yields a more positive outcome, with an average gain of 0.04 .
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Overall, M4 is the model that achieves the best performance over its counterparts, obtaining

a statistically significant difference in 5 out of 6 cases. Exploring performance from a

language perspective, we see that Basque and Italian are the languages that obtain the most

benefit from language transfer, as evidenced by their 0.05 gain over M1-Mono when using

M4.

Table 6.1: Improvement obtained for each language for ACC@808 averaged for all other
languages in VikiWiki. For example the value for M4 and English, is obtained by averaging
the improvement over M1-Mono of <M4, V ikiWiki, (en, l), (808, 808), (en) for each
l ∈ (es, fr, it, ca, eu)>. (*) denotes statistically significant difference under a paired T-test
versus other counterparts (p < 0.05).

Prediction Lang. Model

M1-Mono M1 M2 M3 M4

English .879 -0.05 +0.02 -0.22 +0.03*
French .884 -0.06 +0.02 -0.27 +0.02
Spanish .847 -0.04 +0.03 -0.19 +0.04*
Italian .814 -0.03 +0.03 -0.23 +0.05*
Catalan .742 -0.08 +0.02 -0.21 +0.03*
Basque .687 -0.04 +0.04 -0.15 +0.05*

Average .809 -0.05 +0.03 -0.21 +0.04*

6.4.2 Synergies across Languages

Upon deeper analysis on the results summarized in Table 6.1, we noticed considerable

differences in performance improvement depending on which language is used as a

supporting language. Given that patterns we found are consistent across the four models,

we focus our discussion on the best performing model.
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In Table 6.2, we summarize the accuracy obtained by M4 for all language pairs

considered in the study. Similar to the previous experiment, our conclusions are based on

gain values with respect to M1-Mono, for which baseline values are shown in the diagonal.

Based on the reported accuracy scores, Italian is the language that obtains most benefit of

of language transfer, specifically when being supported by Spanish or Catalan. Regarding

supporting capabilities, Spanish is the language that best supports others followed by

Catalan. We attribute this to the typological similarity across some of the languages

considered in our analysis, where Catalan and Spanish are probably the two most similar

ones. In contrast, Basque is the worst supporting language, among the ones considered.

This is anticipated, as this outcome further aligns with our typological similarity hypothesis.

It is important to note that while Basque does not lead to improvement when serving as a

supporting language to its counterparts, it is one of the languages that most benefit obtains

from language transfer. This denotes a non-transitive relationship among languages when it

comes to support for readability prediction. We attribute this to the overall complexity of

the language, in terms of readability assessment (see M1-Mono results). Any additional

document incorporated during the the training of a model for Basque readability assessment

has a positive effect on the overall accuracy of the model, i.e., incorporating additional

documents translates to overall improvement in readability assessment.

To further showcase how language transfer takes place for each of the language pairs

we considered in our experiments, we also discuss the accuracy obtained by M4 when

trained using different amounts of supporting documents per language. More specifically,

we illustrate in Figure 6.2 the accuracy obtained for Catalan readability assessment when

trained with K documents of each of the supporting languages, where K is a variable
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Table 6.2: ACC@808 for pairwise combinations of all VikiWiki languages us-
ing M4. For each cell the accuracy of the following experiment is computed:
<M4, V ikiWiki, (l1, l2), (808, 808), (l1)> where l1 is the predicted language (row) and
l2 is the supporting language (column). Improvements are calculated over the M1-Mono
baseline show in the diagonal.

Predicted lang. Supporting lang. Average

English French Spanish Italian Catalan Basque

English .879 0.04 0.05 0.03 0.02 -0.01 0.03
French 0.03 .884 0.02 0.03 0.04 -0.02 0.02
Spanish 0.04 0.04 .847 0.06 0.06 -0.02 0.04
Italian 0.04 0.05 0.09 .814 0.08 -0.03 0.05
Catalan 0.03 0.03 0.07 0.04 0.742 -0.04 0.03
Basque 0.04 0.04 0.05 0.05 0.05 .687 0.05

Average 0.04 0.04 0.06 0.04 0.05 -0.02

number noted in the x-axis. In addition, we illustrated the results obtained for the same

experiment but using Basque for readability assessment in Figure 6.3.

In the case of Catalan, the difference among languages is considerable, specially when

being supported by Spanish and Basque. Adding any amount of Spanish documents to the

training has a positive effect, the opposite is true when aggregating supporting documents

written in Basque during training. In the Basque prediction experiment, illustrated in

Figure 6.3, we notice a steady increase in accuracy improvement by adding more supporting

documents into the training regardless of the language in which the supporting documents

are written.

6.4.3 Low-resource Scenario

An important aspect language transfer is that it can benefit minority languages, as resources

for these languages tend to be scarce. In this experiment, we analyze the extent to which the
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Figure 6.2: Accuracy achieved by the Catalan model using different amounts of
documents (x-axis) from other languages, i.e., accuracy that results from experiment
<M4, V ikiWiki, (ca, legend), (808, x− axis), (ca)>.
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models can benefit languages in a low-resource scenario. Similar to previous experiments,

we only discuss results for M4.

Consider Catalan, a minority language for which labeled resources tend to be scarce.

We depict in Figure 6.4 the accuracy obtained for Catalan readability assessment prediction

when supported by Spanish. Accuracy ratios are based on the amount of documents written

in Catalan and Spanish used for training M4 for Catalan readability assessment. Results

indicate that the prediction for Catalan improves regardless of the resource availability

for this language by using documents written in Spanish. Even in the zero-shot scenario
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Figure 6.3: Accuracy achieved by the Basque model using different amounts of doc-
uments (x-axis) from other languages, i.e., accuracy that results from experiment, i.e.,
<M4, V ikiWiki, (eu, legend), (808, x− axis), (eu)>.
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where we use no Catalan resources at all (with 0.5 accuracy as we are using a balanced

dataset), readability prediction is improved by applying M4 trained with Spanish documents.

This yields a similar performance to the one obtained when using 100 documents in

Catalan. Upon further analysis, we noticed that this behaviour also occurs for other

typologically similar languages, e.g., Italian or Spanish, but unfortunately, it is more limited

for typologically isolated languages such as Basque.



157

Figure 6.4: Accuracy achieved by the Catalan model when using different amounts
of Spanish supporting documents. Number of documents in Spanish shown in the
x-axis and number of document in Catalan denoted by the legend. In other words:
<M4, V ikiWiki, (ca, es), (legend, x-axis), (ca)>.
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6.5 Conclusion

In this chapter, we explored the performance of different strategies that can be applied

to achieve cross-lingual language transfer for readability assessment. Best transference

characteristics are achieved by a hybrid model (M4) that combines both word and sentence

level cross-lingual embeddings. The highest language transfer is observed among languages

that are of similar nature, such as in the case of languages of the Romance family. It is

important to note that results of the experiments reveal that even in the case of typologically
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isolated languages, transfer benefits occur, in terms of overall accuracy improvement. In

the future, we are interested in exploring the use of sub-word level embeddings, as these

could inform language transfer at morphological level and as a result provide additional

improvements for morphologically-rich languages, such as Basque or French. Additionally,

we plan on replicating the experiments discussed in this manuscript using datasets that

include resources written in more languages and labeled with different readability levels,

i.e., go beyond binary resource labeling. This will allow us to validate our conclusions

when the readability assessment prediction task presents an added layer of complexity.
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CHAPTER 7

CONCLUSION

In this dissertation, we explored strategies that respond to the need to adapt Information

Retrieval systems (IR) so that they can better serve non-traditional users. We focused on

two particular characteristics that make a user deviate from the norm: language and reading

abilities.

To address existing knowledge gaps regarding multilingualism for readability assess-

ment, we introduced the first featureless readability assessment strategy that can work

regardless of the language (Chapter 3). Results from in-depth empirical evaluations with

diverse datasets (which we shared with the research community) allowed us to demonstrate

that the feature dependency of existing strategies can be avoided by building models that

directly rely on the core components of texts, i.e., words and sentences.

In our pursuit of enhancing the transfer learning capabilities of exiting IR strategies, we

dedicated research efforts to the area of cross-lingual word embeddings (Chapter 4). We

found that existing generation techniques are strongly biased towards popular languages,

such as English, under-performing on less popular ones, such as Basque. To respond to this

limitation, we proposed an hierarchical cross-lingual embedding generation strategy that

removes the need to have a single pivot language (English in most cases). This strategy

generates better democratized embedding spaces, taking advantage of the synergy among
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similar languages and avoiding the noise introduced by trying to put distant language

together.

Ascending from word to sentence level cross lingual representations (Chapter 5),

we focused on the area of machine translation—an area where performance is strongly

determined by corpora availability and differences between source and target languages.

To amend the dependency of existing machine translation strategies for large corpora,

we proposed a multilingual hierarchical machine translation strategy that can transfer

knowledge across languages for improving the performance of machine translation for

languages with low-resources. Similar to our work in the area of cross-lingual word

embedding, this strategy takes advantage of similarities across languages and avoids any

noise introduced by simultaneously incorporating different languages into the same machine

translation strategy.

In order to demonstrate how the three proposed strategies can work in-tandem for

addressing the needs of non-traditional users, we conducted a study that enable assessment

and comparison of four multilingual readability assessment strategies that are built upon

our aforementioned models (Chapter 6). In our exploratory analysis, we measured the

extent to which each model can achieve language transfer, finding that an hybrid strategy

that combines all the models–presented in Chapters 3, 4, and 5–is the one that achieves the

best performance, given that it can leverage both word and sentence level information for

predicting the reading-level of a text.

The foundations of the work presented in this dissertation lay on how to best represent

textual resources in a way that they can be leveraged in the adaptation of existing IR

strategies. As a result of our research work, we have designed and deployed strategies
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for generating language-agnostic word and sentence representations. Furthermore, we

have built architectures that support aggregation of words and sentence representations

with semantic, syntactic, and morphological representations of text; it is this hybridiza-

tion ability what makes it possible to perform multilingual readability assessment and

machine translation, as we demonstrated throughout the main chapters of this work and the

appendixes.

Despite knowledge and lessons learned that emerged from the work conducted so far,

we see that still many problems remain open for the research community (even beyond

IR) to tackle if the design of IR systems that respond to the needs and expectations of

non-traditional users is to be achieved. Below we mention only some of the few questions

that have emerged from our recent interactions and discoveries in this area (reported in

Chapters 3-6, along with the Appendixes that follow this section).

1. Creating a standardized reading-level scale that allows unifying all leveled corpora under

the same education criteria regardless of the source of the documents and the language.

2. Generating leveled corpora that contains resource in reading-levels beyond binary

(simple/complex), enabling researchers to train and test novel models that can take

of more fine grained readability information.

3. Designing strategies that enable more detailed readability assessment that go beyond

simply generating a label for a text, including methods for detecting phrases that can

pose specific challenges to the reader and providing reasoning on what the challenges

involve.
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4. Generating and testing existing cross-lingual embedding generating strategies on datasets

that incorporate words that are not the most frequent in the vocabulary.

5. Finding novel strategies that can deal with the polysemy issue when mapping multiple

word embeddings into the same space.

6. Researching novel approaches that can incorporate morphological information into word

embeddings enabling better and more precise mapping across morphologically rich

languages for both word embedding generation and machine translation.

7. Generating models that can take advantage of the fact that some languages follow a

similar order when writing sentences.

8. Investigating strategies that can enable language transfer to typologically isolated lan-

guages such as Basque.

9. Designing novel strategies that enable better understanding and explanations of what

internal neural network architectures are doing internally.

10. Improving the internal design of the proposed models in order to make them more

scalable so that they can be used as part of production environments with larger data

throughput requirements.

All the contributions we have presented in this dissertation were created based on one

specific mindset we would like to transmit: avoid having a prototype of the user when

designing an application, think of the users as an group of different individuals with different

capabilities and difficulties. Research outcomes we described have set the foundations for

IR for non-traditional users by avoiding language biases and enabling IR system adaptation
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so that it can respond to the reading ability of each user. However, there is still a long road

to ahead in order to reach our goal of a democratized, unbiased, and accessible IR.
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APPENDIX A

IS READABILITY A VALUABLE SIGNAL FOR HASHTAG

RECOMMENDATIONS?
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Abstract
We present an initial study examining the benefits of incorporating readability

indicators in social network-related tasks. In order to do so, we introduce TweetRead,

a readability assessment tool specifically designed for Twitter and use it to inform

the hashtag prediction process, highlighting the importance of a readability signal in

recommendation tasks.

Readability is a measure of the ease with which a text can be read. Usually

represented by a number, it is an indicator used by teachers to classify and find

appropriate resources for students. Several studies have demonstrated the benefits

of using readability indicators in educational-related applications, such as book

recommendation, text simplification, or automatic translation. However, applying

readability indicators outside this environment remains relatively unexplored. Social

networks could benefit from readability assessment. Twitter is a social network where

users and texts are the main focus. For this reason, it is natural to think that for Twitter

the ease with which a tweet can be understood by a user may affect his interest in it,

and therefore influence actions taken, such as re-tweeting, giving a like or replying to

the tweet.

The authors of [270] examined the degree to which the age of a user, a feature

strongly correlated with readability, influences who people follow on Twitter, and

demonstrated that Twitter users have a higher chance to follow people of similar age.
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Using standard readability measures in text from Twitter, which constrains tweets to

be of at most 140 characters in length, is not a trivial task. The lack of structure and

shortness of those texts make standard natural language analysis techniques inefficient.

With that in mind, we developed TweetRead, a novel readability assessment tool

specifically designed for tweets. TweetRead takes advantage of social information,

such as hashtags or mentions, for predicting the text complexity levels of tweets.

Furthermore, in order to highlight the usefulness of such a tool in social networking

environments, we developed a simple, yet effective, hashtag recommendation strategy

that takes advantage of TweetRead-generated complexity levels of tweets to inform

the hashtag recommendation process.

A.1 TweetRead

TweetRead’s goal is to estimate readability of any given tweet T . TweetRead is based on

a logistic regression technique1 that fuses simple indicators describing T from different

perspectives and determines its text complexity. The indicators considered by TweetRead

include: (i) T ’s readability level, estimated using Flesch2 [88], (ii) T ’s similarity with

respect to word distributions generated from a large Twitter corporaC labeled by age groups,

(iii) average readability of each hashtag h in T , computed based on the average readability

levels estimated using Flesch of tweets in C that include h, (iv) average readability level of

1We empirically verified that among numerous supervised techniques, logistic regression was the most
promising one.

2Flesch estimates the readability of a text/tweet t, by examining its length and the average length of terms
in t.
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users mentioned on T , estimated using Flesch on tweets written by mentioned users, and

(v) frequency of mentions, emoticons, and hashtags in T .

Unlike traditional readability formulas that tend to map readability levels with school

grades, to tailor TweetRead to the Twittersphere, we consider six levels of text complexity

following Levinston’s [156] adult development stages.

A.2 Hashtag Recommendation

Hashtags are character strings used to represent concepts on Twitter, starting with a #

symbol. They are a core Twitter feature and serve classification and search purposes.

Their unrestricted nature, however, creates difficulties, including the fact that the same

concept can be represented by different hashtags, hindering the search process of a concept

[269]. For example, tweets related to the Monaco Formula 1 Grand Prix can be searched

using #monacoGP, #monacoF1GP or #monacoF1 retrieving different results. Hashtag

recommendation aims at identifying suitable hashtags a user can include in his tweet to

reduce the space of tags generated [269] and facilitate the ease with which he and other

users can locate the corresponding tweet.

Given that (i) the scope of this paper is to validate the importance of considering a text

complexity signal to enhance a recommendation task and (ii) multiple and increasingly

complex systems have been developed for hashtag recommendation [98], we base our study

on an existing framework for hashtag recommendation presented in [269]. Given a tweet T ,

the proposed framework identifies existing hashtags to recommend by following two major

steps: (1) generate candidate hashtags by recommending hashtags present in similar tweets,
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using tf-idf based cosine similarity and (2) rank hashtags from retrieved candidate tweets

using different strategies. The strategies presented in [269] include:

• Similarity. Prioritizes hashtags included on tweets that have the closes similarity to T ,

as estimated using the well-known tf-idf and cosine similarity measure.

• Global popularity. Prioritizes hashtags based on their respective frequency of occur-

rence on Twitter.

• Local popularity. Prioritizes hashtags based on their frequencies of occurrence among

the tweets retrieved in response to T .

We enhance the proposed strategies by taking advantage of TweetRead, as follows:

• TweetRead. Prioritizes candidate hashtags that have the same or similar text complexity

(estimated using TweetRead) with respect to T .

• PopularityTweetRead. Prioritizes hashtags based on their frequencies of occurrence

among Twitter users whose reading abilities are estimated to match T ’s.

• SimilarityTweetRead. Prioritizes candidate hashtags based on their respective ranking

scores computed using a linear combination of the scores yielded using Similarity and

TweetRead.

A.3 Initial Assessment

In this section, we discuss an initial evaluation on TweetRead, as well as its applicability

for suggesting hashtags.
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Flesch Spache TweetRead
27% 31% 81%

Table A.1: Performance evaluation of TweetRead vs. baselines.

TweetRead. Given that readability of social content is an unexplored area, benchmark

datasets that can be used for evaluation purposes are unavailable. For this reason, we built

our own dataset. We initially gathered 172M tweets over an 8-month period using Twitter

streaming API. We then eliminated tweets that did not include age references, which we

needed to determine the age of each Twitter user in our dataset. In doing so we followed the

framework presented in [270], which examines patterns such as “happy xth birthday". For

the purpose of this experiment we assume that the age of people exactly corresponds to their

readability level, and that every tweet written by a user will have the same readability level.

As previously stated, we grouped labeled tweets into 6 age groups, which translates into a

uniformly distributed dataset of 22k tweets with their corresponding readability levels. We

followed a 10-cross-fold validation strategy and measured the accuracy of the predicted

readability levels with respect to the ground truth. As shown in Table A.1, TweetRead

significantly outperforms the baselines considered for this assessment: Flesch [88] and

Spache [226], which are two well-known, traditional readability measures. The reported

results demonstrate the need for readability strategies that examine information beyond

standard text analysis, if they are meant to be successfully used in the social networking

context.

Hashtag recommendation. For evaluating the strategies for hashtag recommendation

presented in Section 3, we used the aforementioned dataset. We treated the hashtag of

each corresponding tweet as the ground truth. In other words, for each tweet T , we

generated the corresponding top-N hashtag recommendations and considered relevant the
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ones matching the hashtags in T . As in [269], we used the recall measure to evaluate

performance and determine to which extend the correct hashtags were recommended

within the top N generated suggestions. As shown in Figure A.1, even if readability on its

own is not a sufficient factor to suggest hashtags, when combined in-tandem with other

content-based and/or popularity strategies, it leads to the improvement of the overall hashtag

recommendation process.

Figure A.1: Hashtag recommendation assessment.

A.4 Conclusion and Future Work

In this paper, we presented TweetRead, a novel readability assessment tool specifically

designed to predict the readability of tweets. We also discussed the initial study conducted

to demonstrate the benefit of using a readability signal in the hashtag recommendation task,

which yielded promising results. In the future, we plan to explore other applications of

readability in social networks, such as user recommendation, advertisement targeting or
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re-tweet prediction. We will also explore techniques to further enhance TweetRead and

adapt it to other social networks beyond Twitter.
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APPENDIX B

CAN READABILITY ENHANCE RECOMMENDATIONS ON

COMMUNITY QUESTION ANSWERING SITES?
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Abstract
We present an initial examination on the impact text complexity has when incorpo-

rated into the recommendation process in community question answering sites. We

use Read2Vec, a readability assessment tool designed to measure the readability level

of short documents, to inform a traditional content-based recommendation strategy.

The results highlight the benefits of incorporating readability information in this

process.

B.1 Introduction

Community question answering (CQA) sites allow users to submit questions on various

domains so that they can be answered by the community. Sites like Yahoo! Answers,

StackExchange, or StackOverflow, are becoming increasingly popular, with thousands of

new questions posted daily. One of the main concerns of such sites, however, is the amount

of time a user has to wait before his question is answered. For this reason, CQA sites

depend upon knowledge already available and refer users to older answers, i.e., answers

provided for previously-posted questions and archived on the site, so that users can get

a more immediate response to their inquiries. This recommendation process has been

extensively studied by researchers using a wide range of content similarity measures that

go from the basic bag-of-words model to semantically related models, such as ranksLDA

[214].
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We argue that the recommendation process within CQA sites need to go beyond

content matching and answer-feature analysis and consider that not every user has similar

capabilities, in terms of both reading skills and domain expertise. User’s reading skills can

be measured by readability, which refers to the ease with which a reader can comprehend a

given text. This information has been applied in the past with great success for informing

tasks such as K-12 book recommendation [202], Twitter hashtag recommendation [169] and

review rating prediction [79]. Yet, it has not made its way to CQA recommendations, where

we hypothesize it can have a significant impact, given that whether the user understands the

answer provided by a recommender can highly condition the value the user gives to the

answer.

In this paper, we present an initial analysis that explores the influence of incorporating

reading level information into the CQA recommendation process. With this objective in

mind, we consider the answer recommendation task, where a user generates a query that

needs to be matched with an existing question and its corresponding answer. We address this

task by ranking question-answer pairs and selecting the top-ranked pair to recommend to

the user. For doing so, we build upon a basic content-based recommendation strategy which

we enhance using readability estimations. Using a recent Yahoo! Question-Answering

dataset, we measure the performance of the basic recommender and the one informed by

text complexity and demonstrate that readability has indeed an impact on user satisfaction.

B.2 Readability-based Recommendation

We describe below the strategy we use for conducting our analysis. Given a query q,

generated by a user U , we locate each candidate answer Ca—along with the question Qa
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associated with Ca—that potentially addresses the needs of U expressed in q. Thereafter,

the highest-ranked Ca-Qa pair is recommended to U .

B.2.1 Examining Content

To perform content matching, we use an existing WordNet-based semantic similarity

algorithm described by Li et al. in [160]. We use this strategy for computing the degree of

similarity between q and Ca, denoted Sim(q, Ca), and also the similarity between q and

Qa, denoted as Sim(q,Qa). We depend upon these similarity scores for ensuring that the

recommended Ca-Qa pair matches U ’s intent expressed in q. We use a semantic strategy,

as opposed to the well known bag-of-words, to better capture sentence resemblance when

sentences include similar, yet not exact-matching words, e.g. ice cream and frozen yogurt.

B.2.2 Estimating Text Complexity

To estimate the reading level of Ca and U (the latter inferred indirectly through q), we

first considered traditional readability formulas, such as Flesch Kincaid [26]. However, we

observed that these formulas were better suited for scoring long texts. Consequently, we

instead use Read2Vec, which is a deep neural network-based readability model tailored

to estimate complexity of short texts. The deep neural network is composed of two fully

connected layers and a recurrent layer. Read2Vec was trained using documents from

Wikipedia and Simple Wikipedia, and obtained a statistically significant improvement (72%

for Flesch vs. 81% for Read2Vec) when predicting the readability level of short texts,

compared to traditional formulas including Flesch, SMOG and Dale-Chall [26].
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Given that the answer to be recommended to U should match U ’s reading ability to

ensure comprehension, we compute the Euclidean distance between the corresponding

estimations, using Equation B.1.

(q, Ca) = R2V (q)−R2V (Ca) (B.1)

where R2V (q) and R2V (Ca) are the readability level of q and Ca, respectively, estimated

using Read2Vec.

B.2.3 Integrating Text Complexity with Content

We use a linear regression model1 for combining the scores computed for each Ca–Qa pair.

This yields a score, Rel(Ca, Qa), which we use for ranking purposes i.e., the pair with the

highest score is the one recommended to U .

Rel(Ca, Qa) = β0 + β1Sim(q, Ca) + β2Sim(q, Qa) + β3d(q, Ca) (B.2)

where β0 is the bias weight, and β1, β2 and β3 are the weights that capture the importance

of the data points defined in Sections B.2.1 and B.2.2. This model was trained using least

squares for optimization.

1We empirically verified that among well-known learning models, the one based on linear regression was
the best suited to our task. We attribute this to its simplicity, which can better generalize over few training
instances than most sophisticated models.
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B.3 Initial Analysis

For analysis purposes, we use the L16 Yahoo! Answers Query to Questions dataset [253],

which consists of 438 unique queries. Each query is associated with related question-answer

pairs, as well as a user rating that reflects query-answer satisfaction on a [1-3] range, where

1 indicates “highly satisfied", i.e., the answer addresses the information needs of the

corresponding query. This yields 1,571 instances, 15% of which we use for training

purposes, and the remaining 1,326 instances we use for testing.

In addition to our Similarity+Readability recommendation strategy (presented in Section

B.2), we consider two baselines: Random, which recommends question-answer pairs for

each test query in an arbitrary manner; and Similarity, which recommends question-answer

pairs for each test query based on the content similarity between the answer and the query,

computed as in Section B.2.1.

An initial experiment revealed that regardless of the metric, i.e., Mean Reciprocal

Rank (MRR) and Normalized Discounted Cumulative Gain (NDCG), the strategies exhibit

similar behavior, thus we report our results using MRR.

As shown in Figure B.1, recommendations generated using the semantic similarity

strategy discussed in Section B.2.1 yield a higher MRR than the one computed for the

random strategy. This is anticipated, as Similarity explicitly captures the query-question

and query-answer closeness. More importantly, as depicted in Figure B.1, integrating

readability with a content-based approach for suggesting question-answer pairs in the CQA

domain is effective, in terms of enhancing the overall recommendation process.2 In fact, as

per its reported MRR, Similarity+Readability positions suitable question-answer pairs high

2The weights learned by the model: β0, β1, β2, β3 = 2.26, 0.58, 0.20, 0.12.
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Figure B.1: Performance assessment based MRR using the Yahoo! Answers Query to
Questions.

in the recommendation list, which is a non-trivial task, given that for the majority of the

test queries (i.e., 83 %), there are between 5 and 23 candidate question-answer pairs.

B.4 Conclusions and Future Work

In this study, we analyzed the importance of incorporating readability level information into

the recommendation process when it comes to the community based question answering

domain. We treat the reading level as a personalization value and compare the readability

level on an answer with respect to the reading abilities of a user, inferred through his query.

We demonstrated that reading level can be an influential factor in terms of deciding the

answer quality and can be used to improve user satisfaction in a recommendation process.

In the future, we plan to conduct a deeper study using other community question
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answering sites such as Quora or StackExchange. We also plan to analyze queries for

additional factors, such as relative content-area expertise, to better predict a user’s familiarity

with content-specific vocabulary used on archived answers to be recommended. We

suspect that readability and domain-knowledge expertise will be highly influential when the

recommendation occurs on CQA sites like StackExchange, given the educational orientation

of questions posted on the site.
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APPENDIX C

LOOKING FOR THE MOVIE SEVEN OR SVEN FROM THE

MOVIE FROZEN?

A MULTI-PERSPECTIVE STRATEGY FOR RECOMMENDING

QUERIES FOR CHILDREN
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Abstract

Popular search engines are usually tuned to satisfy the information needs of a general

audience. As a result, non-traditional, yet active groups of users, such as children,

experience challenges composing queries that can lead them to the retrieval of

adequate results. To aid young users in formulating keyword queries that can facilitate

their information-seeking process, we introduce ReQuIK, a multi-perspective query

suggestion system for children. ReQuIK informs its suggestion process by applying

(i) a strategy based on search intent to capture the purpose of a query, (ii) a ranking

strategy based on a wide and deep neural network that considers both raw text

and traits commonly associated with kid-related queries, (iii) a filtering strategy

based on the readability levels of documents potentially retrieved by a query to

favor suggestions that trigger the retrieval of documents matching children’s reading

skills, and (iv) a content-similarity strategy to ensure diversity among suggestions.

For assessing the quality of the system, we conducted initial offline and online

experiments based on 591 queries written by 97 children, ages 6 to 13. The results

of this assessment verified the correctness of ReQuIK’s recommendation strategy,

the fact that it provides suggestions that appeal to children and ReQuIK’s ability to

recommend queries that lead to the retrieval of materials with readability levels that

correlate with children’s reading skills.
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C.1 Introduction

As one of the largest communities that search for online resources, children are introduced

to the Web at increasingly young ages [63]. However, popular search tools are not explicitly

designed with children in mind nor do their retrieved results explicitly target children.

Consequently, many young users struggle in completing successful searches, especially

since most search engines do not directly support, or offer weak support, for children’s

inquiry approaches [92]. As stated in [245], this is an important issue to address since early

experiences influence skill development in making proper use of resources for personal and

educational growth.

As described in the book Search Engine Society, “Children growing up in the 21st

century have only ever known a world in which search engines could be queried, and almost

always provide some kind of an answer, even if it may not be the best one" [113]. Even

though children, as inexperienced users, struggle with describing their information needs

in a concise query [67], they still expect search engines to retrieve relevant information in

response to their requirements, or at least suggest better choices for a successful search. As

part of their capabilities, search engines often suggest1 queries to aid users in better defining

their information needs. In fact, a recent study conducted by Gossen et al. [102] shows

that children pay more attention to suggested queries than adults. Unfortunately, these

suggestions are not specifically tailored towards children and thus need improvement [243].

While multiple query suggestion modules have been developed to automatically generate

queries that capture users’ needs [10, 272], only a small number of them specifically target

children. To address this problem, along with a need for more children-related tools,

1Suggestion and recommendation are used interchangeably in this manuscript.
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we introduce ReQuIK (Recommendations based on Query Intention for Kids), a query

suggestion module tailored towards 6-to-13 year old children.

The main goal of ReQuIK is to provide query recommendations that explicitly consider

diverse and ambiguous users’ information needs. Prior to generating recommendations for a

given child-initiated query, ReQuIK takes advantage of the search intent module presented in

[63] , which is used to capture the intended meaning of the query. In doing so, ReQuIK can

deal with long natural language queries or queries that include common patterns children

use when searching the web, which are difficult for search engines to process and properly

handle. Even when the search intent of a query is identified, it is not enough to trigger

the retrieval of suitable materials for each user, since the interests of children can vary

depending of their age. To capture a wide range of potential suggestions, ReQuIK emulates

a popular query generation strategy. Thereafter, ReQuIK identifies suitable suggestions by

using a multi-perspective approach based on raw text analysis and a number of textual traits

specifically associated with children content. These traits analyze usage of children words,

popular culture terms, entities and diminutives in queries. By applying a multi-perspective

approach based on deep learning, the proposed query suggestion module is able to learn

distinctive characteristics that portray adults and children queries, and use that knowledge

to predict which queries are the most child-friendly among the ones in a candidate set. To

guarantee diversity among the recommended queries, ReQuIK uses a content similarity

strategy that groups together queries that are topically similar and excludes suggestions

that refer to the same topic, i.e., queries that would retrieve the same type of resources.

We are aware that suggested queries could retrieve resources that children may not easily

comprehend due to their high reading difficulty [198]. In order to minimize this situation,
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ReQuIK prioritizes query suggestions that will potentially lead to easier-to-read resources.

Due to the lack of datasets that capture children search activities, we dedicated research

efforts to creating one. To do this, we deployed an ad-hoc search framework which

interacts with the Bing api and facilitates the archival of search sessions. We conducted

an experiment with 97 children, ages 6 to 13, who were given research/informational and

factual search tasks by their teacher. As a result, we gathered close to 600 queries, which

we used for development and evaluation purposes. Thereafter, we verified the validity of

ReQuIK based on both offline and online experiments, using the aforementioned dataset,

which demonstrate that not only does ReQuIK suggest queries that are children oriented,

but it also leads to resources that are of the adequate reading level.

To the best of our knowledge, ReQuIK is the only available system that can be coupled

with existing engines to generate query recommendations for children, favoring those that

can lead to easier-to-read resources. ReQuIK suggests queries that initiate the retrieval of

child-related topics and materials, which can lead to improving search engines’ performance.

The design of the proposed tool explicitly considers different patterns children use while

searching the Web to adequately capture the intended meaning of their original queries. For

example, if a child submits the query “elsa", ReQuIK aims to prioritize query suggestions

such as “elsa coloring papers" or “elsa dress up games" that correlate better with topics

of interest to children rather than “elsa pataky", as suggested by Google2, which is more

appealing to mature users. Other contributions of our work include (i) a novel ranking

model inspired by a deep-and-wide architecture that, while successfully applied for ranking

purposes [40, 268], has never been used in the query suggestions domain, (ii) a strategy to

2As verified on May 19, 2017.
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overcome the lack of queries written by children by taking advantage of general purpose

children-oriented phrases, and (iii) the aforementioned newly created dataset, which will be

made available to the research community3.

C.2 Related Work

Creating an appropriate query that leads to retrieving relevant information is challenging for

young users. Previous studies state that the performance of a web search engine is poorer

when retrieving documents in response to queries targeting information for children than

for queries oriented to content of more traditional users [68]. Query recommendations can

help children by providing queries that can be used to initiate a search.

Current research on children’s query suggestions is limited, with a simple query to ACM

Digital Library for “children query suggestions" or “children query recommendations"

retrieving five distinct research works from among the top-20 results. Existing research

includes the one conducted by Duarte et al. [67], who rely on a bipartite graph constructed

using tags and URLs to suggest children queries. The authors enhanced their proposed

strategy, as discussed in [68], by considering topical and language modeling features, such

as a topic-sensitive Page Rank and a children-related vocabulary distribution. Besides

examining tags assigned at Delicious to retrieve web pages, Eickhof et al. [72] consider

high-level semantic categories (inferred from Wikipedia and the DMOZ.org taxonomy)

associated with tags, and treat them as expansion terms. The aforementioned approaches,

however, rely primarily on tags to make their suggestions, which can be poorly defined due

to the lack of quality control on user tags which can be inherently noisy. Furthermore, these

3The dataset can be found in https://doi.org/10.18122/B2WQ5T.
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tags are often provided by adults, instead of children, which explains why the vocabulary

used to describe online resources for children might not correlate with the terms used by

children. The work conducted by Vidinli and Ozcar [247] focuses on suggesting queries

in within an educational search environment. The proposed strategy analyzes a number

of features to determine the most suitable queries, among the candidates, that should be

recommended, given a child-generated query. Unfortunately, the majority of the features

are computed as a result of query-log examination, which is a constraint as query logs

generated by K-12 students are rarely accessible.

To the best of our knowledge, the studies done in [134, 219, 257] are the only ones that

do not use tags or query logs for generating children query suggestions. Instead, the authors

in [219] use bigrams extracted from websites that contain text generated by children and

Simple.Wikipedia.org, a collection of documents written for users whose second language is

English. As opposed to the strategy in [219], which depends upon a pre-defined set of topical

categories, ReQuIK relies on a dynamic clustering to ensure diversity of recommended

queries. The module presented in [257] creates query suggestions that are semantically

different but conceptually similar to a child-initiated query. To do so, the authors consider

result set overlap generated by pairs of queries (a given query and a possible suggestion)

and term overlap between the queries, and prioritize suggestions including n-grams in

Simple Wikipedia or include terms in a pre-defined children vocabulary.

Even if with a different purpose, the work of Eickhoff et al. [71] is similar ours, given

that they also aim at distinguishing between children and non children content. In their

work, the authors use aesthetic features of websites as discriminators of children-related

content, features that are not useful for classifying queries.
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Similar to the approach in [134], ReQuIK emulates Ubersuggest’s query generation

strategy to create a set of queries to recommend. However, while the query suggestion

strategy discussed in [134] depends on a regression model that combines multiple features,

such as children vocabulary, phrasing patterns, popular culture terms related to children, and

the popularity of the terms among children, ReQuIK adopts a multi-perspective suggestion

approach that considers a different and larger set of traits to infer if a query is child-related,

as well as content of the query itself. What distinguishes ReQuIK the most, among its

counterparts, is its ability to simultaneously combine text pattern analysis as well as varied

query traits to identify suitable child-related query suggestions.

C.3 ReQuIK

In this section, we describe the design of ReQuIK (see pseudocode in Algorithm 1). Along

with the description of each strategy used in ReQuIK, we provide a step-by-step example

(denoted R.I.A., ReQuIK in action) using QE: “I want the trol song", a query written

by a child, which is also part of the sample introduced in Section C.4.1. This running

example aims to further showcase the practical application of ReQuIK. Note that for QE ,

Google neither offers possible query suggestions nor leads to the retrieval of resources that

explicitly target younger audiences, as illustrated in Figure C.1, which further aids our case

in advocating for the existence of query recommendation strategies solely for children.

C.3.1 Search Intent

As described by Bilal et al. [29], to adequately serve children, search engines must

address the fact that children are seldom successful in formulating succinct queries. In
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Algorithm 1 Generating Query Suggestions
Input: A query Q written by a child, a trained ranking model
RM, wordId dictionary WD, number of suggestions to generate k
candidates = empty set
scoredCandidates = empty list
suggestions = empty list
Q’ = searchIntent(Q)
candidates = generateCandidates(Q’)
for each candidate CQ in candidates do

features = generateFeatures(CQ)
wordIds = getWordIDs(CQ,WD)
score = calculateScore(wordIds, features, RM)
scoredCandidates = scoredCandidates + <CQ, score>

end for
sort(scoredCandidates)
for each candidate <CQ,score> in scoredCandidates do

if suggestions is empty then
suggestions = CQ

else
if CQ is not similar to any query in suggestions and

readability(CQ)<8 then
suggestions = suggestions + CQ

end if
end if
if |suggestions| ≥ k then

break
end if

end for

fact, researchers have observed that children tend to use long (natural language) queries,

as opposed to keyword queries, when performing online searches [65]. Unfortunately, the

longer the query, the less likely a web search engine is to retrieve relevant resources in

response to it, which can be very frustrating for young users [65]. Furthermore, children

tend to misspell words and use writing patterns that differ from those of adults. For example,

children can include the word “amazzzzing" instead of “amazing" in a query to emphasize
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Figure C.1: Screenshot of documents retrieved by Google for the query “I want the trol
song"

something is really amazing. To best satisfy children needs, ReQuIK relies on QuIK, the

search intent module for children presented in [63], which addresses common patterns

detected in children writing, including: use of diminutives, exaggerated and trendy terms

as well as higher percentage of misspellings when compared to adult users. In doing so,

it transforms an initial query Q into a simplified keyword query Q′ that (i) captures the

information need meant to be expressed by a child and (ii) can be adequately processed by

search engines.

R.I.A. The search intent module employed by ReQuIK transforms QE into Q′E “troll

song", which suitably captures the intended meaning of QE , i.e., troll song from the popular
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movie Frozen. The search intent module solves two problems observed in QE: (i) removing

terms that are superfluous for capturing the meaning of the query, i.e. “I want the", and (ii)

fixing the spelling error on “trol".

Figure C.2: Ranking Model Architecture

C.3.2 Candidate Generation

Having identified the information need of a young user expressed in a query Q and created

a shorter, more concise query Q’, ReQuIK generates a set of candidate queries, i.e., queries

that could possibly be suggested to a user, by emulating the algorithm of Ubersuggest4 [1],

a popular query suggestion tool based on Google auto complete API. The advantage of

adopting such a strategy is that it quickly finds keywords based on what users search for

on the Internet, creating multiple possible queries [19]. Bypassing the use of static query

logs or probabilistic models allows ReQuIK to offer up-to-date candidate queries, since the

aforementioned auto-complete strategy is constantly updated by online search trends.

R.I.A. Submitting Q′E to the candidate generator creates more than 200 candidate sug-

gestions, including queries related to children, such as “troll song from dora" and “troll
4Ubersuggest queries Google autocomplete API multiple times with the initial query followed by each

letter of the alphabet in order to retrieve multiple query candidates.
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song frozen" as well as queries that seem intended for more mature users, such as “troll

song no copyright" and “troll song hitler".

C.3.3 Ranking model

Not all the candidate queries generated in Section 3.2 are necessarily targeted towards chil-

dren’ needs, reading abilities, and interests. Consequently, to identify suitable suggestions

among the candidates, ReQuIK takes advantage of a novel model (see Figure C.2) that we

created by combining two architectures, a deep model and a wide model, inspired by the

app recommendation model recently developed by Cheng et al. [40]. We discuss below

insights and benefits of each architecture when applied to child-related tasks, as well as

how we combine them into a single model for ranking purposes.

Wide Model: Learning what makes a query child-like

The wide model incorporates a set of manually-created features that are meant to capture

traits often observed on child-related queries. These features are a result of an extensive

analysis of children-related sentences (sampled from online sources for children). The

wide model is composed of a vector xfeats ∈ Rf , consisting of f features. Those features

along with their computations are shown in Table C.1, while their descriptions are provided

below. Due to space constraints, Table C.1 only includes the final set of features considered

by ReQuIK. However, it is worth mentioning that we conducted an empirical analysis to

identify the best subset of features to be used as a part of the ranking process. For example,

features based on readability levels calculated by readability formulas such as Gunning

FOG [6] and Dale-Chall [36] were overlooked in favor of the features based on an enhanced
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version of Spache [226] readability formula, which more adequately captures the level of

difficulty of web resources.

Trendy Terms: Queries generated by young users contain a large amount of children-

related trendy terms, such as names of movies, popular singers, computer games etc. By

examining the presence of such terms in a candidate query Q, ReQuIK is able to determine

if Q is appealing to children or not. (See Table C.1-A.)

Entities: Based on a conducted analysis on queries generated by children, we identified

a considerable use of entities (e.g., person, location, organization, etc.). For this reason,

ReQuIK examines the presence of entities as one of the criteria to help decide how likely Q

is related to children’s interest. (See Table C.1-B.)

Children Dictionary: In developing ReQuIK, we created a children dictionary using text

collected from child-related websites. The use of such a collection of terms is of crucial

importance since it best describes appropriate terms children use. Based on this, we

concluded that young users use a narrower and unique vocabulary when expressing their

needs. Therefore, we analyze the average frequency of terms in Q that are included in

our children dictionary to enable ReQuIK to decide if the Q is tailored towards adults or

children. Note that, this dictionary will be made available to the research community on

this project’s website upon the publication of this manuscript. (See Table C.1-C.)

Flesch-Kincaid: Another criteria that targets a simplicity of Q is based on the well-known

readability formula, i.e., Flesch-Kincaid [88], which provides the grade level of Q and

enables ReQuIK to decide if a young user can comprehend Q. (See Table C.1-D.)

Enhanced Spache: As a complement to the Flesch-Kincaid readability assessment, Re-

QuIK uses a feature based on an enhanced Spache formula. As an enhancement of a
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regular Spache [226] to obtain a greater accuracy, we expanded existing Spache dictionary

of common words with children dictionary previously created. The combination of two

dictionaries was necessary for considering more reliable and up-to-date trends of kids’

vocabulary. This criteria increases the level of detection of words used by children in Q

and enables ReQuIK to differentiate adult and child-related candidate queries. (See Table

C.1-E.)

Difficult Terms: ReQuIK uses a criteria generated based on the frequency of non-children

5 terms in Q to further separate adult and child-like queries. (See Table C.1-F.)

Feature ID Feature Name Description

A Trendy Terms
tt(q) =

∑|q|
i=1 t (qi)

|q|
, t(qi) =

{
1, if qi is recognized as a trendy term
0, otherwise

To determine if qi is a child-related trendy term, ReQuIK examines its existence in children
related pages on well-known websites, such as Amazon.com and CommonSenseMedia.org.

B Entities
et(q) =

∑|q|
i=1 e (qi)

|q|
, e(qi) =

{
1, if qi is recognized as an entity by Stanford NER tool [178]
0, otherwise

To determine if qi is an entity, ReQuIK uses well-known CoreNLP tools.

C Children Dictionary

ct(q) =

∑|q|
i=1 c (qi)

|q|
, c(qi) =

{
1, if qi is included in a children dictionary
0, otherwise

We created our own children dictionary, comprised of 100,000 non-stop lemmatized terms,
extracted from texts retrieved from a sample of various children-related websites.

D Flesch-Kincaid
FK

(
q
)

= 0.39

(
totalwords

totalsentences

)
+ 11.8

(
totalsyllables

totalwords

)
− 15.59

In our case total words is the total number of words in qi and total sentences is always equal to 1.

E Enhanced Spache
ES(q) = (0.121× AvgLengthOfq) + (0.082×NumberOfUniqueUnfamiliarWordsInq)
We implemented Enhanced Spache formula by updating the existing dictionary of common
words with the children dictionary in C.

F Difficult terms

dt(q) =

∑|q|
i=1 d (qi)

|q|
, d(qi) =

{
1, if qi is recognized as a difficult term
0, otherwise

ReQuIK treats qi as a difficult term if it is not included in the children dictionary, or Spache
dictionary of common words, or trendy terms list in A

Table C.1: Criteria description, where q represents a query, qi is the ith non-stop word,
lemmatized term in q, and |q| is length of non-stop-words in q. Each computed criteria
score is normalized to fit a 1-5 scale

5We treat as “non-children" terms that do not appear or have low frequency on our children dictionary.
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Deep Model: Learning from text

Manual analysis of queries can lead to identifying distinctive features such as the ones

mentioned in Section C.3.3, however, some patterns can be impossible to detect upon

simple observation or empirical analysis. Deep learning enables learning directly from raw

data, so that new, unexpected features can be inferred automatically allowing the model

to grasp patterns that humans are unable to find. The deep neural network is composed of

one input layer and 3 hidden layers. The output layer is shared with the wide model and is

therefore described in Section C.3.3. Each of the other layers are described as follows:

Input Layer The input of the neural network is represented as xwords ∈ Zk where xwords

is a vector k identifies representing a sequence of words. After analyzing the distribution of

length of the queries we gathered, we fixed k at 15, a sufficient length to capture 95% of

queries in our sample.

Embedding Layer The embedding layer’s role is to convert each word identifier into a

dense representation that will capture the semantics of the word. For doing so we define

an embedding function Q : wordId→ Rα, where α is the embedding size, that converts a

word id to an embedding of length α. This function is based on a lookup table S ∈ Rv×α,

where v represents the vocabulary size. The embedding function Q returns a row from S

that corresponds to the provided word id. This function is applied to all the word ids in the

input sequence creating a new matrix H1 ∈ Rk×α that will be the input of the next layer.

The matrix S is initialized using a random uniform distribution within [−1, 1] and will be

trained together with the weights of the neural network.
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Recurrent Layer Recurrent neural networks have been successfully used for processing

sequential information [149]. A text document can be seen as a sequence of words, where

each word depends on information provided by previous words, making it adequate for a

recurrent neural network. The third layer of ReQuIK’s ranking deep neural network takes

advantage of Long Short Term Memory cells (LSTM) [120], a recurrent cell specially

suited for textual documents given its capability to remember long term information. Given

a word embedding and a state vector ls ∈ Rβ , where β refers to the number of LSTM units,

each LSTM cell generates a output lout ∈ Rβ. These outputs are concatenated to create a

vector h2 ∈ Rβ∗k, which will be the input of the next layer.

Fully Connected Layer A fully connected layer is one of the most common layers in a

neural network. This layer computes a weighted sum over all the outputs of the previous

layer. More precisely, given the vector h2 produced by the LSTM layer, this layer computes

the following operation:

hdeep = relu(Wh2 + b) (C.1)

where hdeep ∈ Rγ is the output of this layer, W ∈ R(β∗k)×γ is a matrix of weights, b ∈ Rγ a

bias vector. γ is a parameter that determines the number of neurons in the layer and relu

refers to Rectified Linear Unit [148] which corresponds to the activation function that is

applied to the result of the weighted sum.



196

Output Layer: Combining both models

The last layer of the ranking model is the one responsible for combining the aforementioned

deep and the wide models. This enables ReQuIK to incorporate the benefits of both a wide

and a deep model, being capable of learning patterns from text automatically, while also

using human crafted features that consider traits related to children queries. For doing this

we first concatenate hdeep and xfeats to create a new vector hcomb ∈ Rγ+f . Similar to the

fully connected layer in the deep model, a weighted sum of all the values is computed, to

create an output:

y′ = sigmoid(Wcombhccomb+ bcomb) (C.2)

where y′ ∈ Rc is the prediction of the neural network, Wcomb ∈ R(γ+f)×c is a weight

matrix, bcomb ∈ Rγ+f a bias vector, c the number of prediction classes (2 in our case) and

a sigmoid as activation function. Note that the prediction vector y′ is composed of real

values, enabling to use the same model for both prediction and as a scoring function for

ranking the candidate queries.

Training

To produce relevant predictions, a neural network needs to be trained. This process involves

fitting several variables that include, weights, biases and embedding values. For fitting

those values a loss function is minimized using input/output pairs from a training dataset.

For doing so, we take advantage of Cross Entropy function as a loss function, defined as

follows:
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Hy′(y) = −
∑
i

y′i log(yi) (C.3)

where y′ is the prediction created by the neural network and y is the target ground truth

using one-hot encoding. For minimizing the error, we took advantage of the Adaptive

Movement Estimation (Adam) [142] optimization technique.

The performance of a neural network is affected by its parameters. To identify the

optimal α, β, and γ, we sweep possible values and found that the best combination for

this task is α = 128; β = 128; γ = 128. Thus, this is the parameter set used in all the

experiments reported in this paper.

R.I.A. Using its ranking strategy, ReQuIK assigns a rating to each of the candidate query

recommendations generated for to Q′E . Based on the predicted ratings, queries like “troll

song from dora" and “troll song frozen" are prioritized over queries such as “troll song no

copyright", which more likely better capture topics of interest for more mature audiences.

C.3.4 Readability

We observed that among the list of top-N child-related queries, not all of them lead

to the retrieval of documents matching the reading skills of 6 to 13 year old children.

This is of high importance for the recommendation process, since children are not able to

comprehend resources above their reading capabilities. To determine what queries will most

likely retrieve documents with suitable reading levels, ReQuIK applies the Flesch-Kincaid

formula [88]. Queries that lead to the retrieval of resources associated with readability

levels that are greater than readability levels expected for a child are excluded from the
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list of queries to be suggested6. Note that we treat 8 as an appropriate children grade level

since it corresponds to reading level of 13 year old user.

Relying on this filtering strategy enables ReQuIK to identify suitable suggestions based

not only on query content itself, but also on the readability levels of documents that would

potentially be retrieved using those queries to initiate the search process.

R.I.A. ReQuIK further filters candidate queries to ensure that recommendations shown

to its users most likely trigger the retrieval of documents they can understand. Based on

the average readability scores of the top-N documents retrieved in response to “troll song

frozen" and “troll song no copyright", which are 6.7 and 11.3, respectively, ReQuIK retains

the former and excludes the latter from the set of possible query recommendations.

C.3.5 Diversity

To guarantee that generated suggestions cater to diverse user interests, ReQuIK excludes

from the set of top-N query recommendations candidate suggestions that are, to a degree,

similar to each other. ReQuIK applies the Semantic Similarity algorithm developed by

Yuhua Li et al. [160], which provides WordNet-based scores that are used to determine if

any two suggestions are semantically the same, i.e., would trigger the retrieval of similar

resources. In this context, two suggestions are treated as similar if their similarity score

is above a threshold. By applying this topical filtering strategy, we select top-k7 diverse

suggestions from the ranked list generated in Section C.3.4. For doing so, the first suggestion

S1 is always included in the final set of suggestions. Each subsequent candidate suggestion
6To determine which candidate query cq potentially retrieves resources with reading levels above the

expected ones, we compute and average the reading levels of the top-3 resources retrieved in response to cq.
7We set k = 4 to emulate the number of suggestions often offered by search engines.
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Sn is compared to the suggestions already in the final set. Thereafter, Sn is included only if

it yields similarity scores of at most 0.78 with respect to the already-selected suggestions.

R.I.A. In the last step of its process, ReQuIK selects not only highest-rated and readability-

level suitable queries, but also queries that offer topical diversity and thus target a wide

range of users. For example, using its similarity-based filtering, ReQuIK treats “troll song

frozen" and “troll song frozen movie" as highly similar and excludes the latter from the set

of suggestions to be presented to the users. Lastly, the final set of suggestions generated by

ReQuIK in response to the initial child-query QE includes “troll song frozen" and “troll

song from dora". These suggestions not only capture different information needs but do

so in a keyword fashion that enable search engines to retrieve more relevant and suitable

results for 6-13 year olds.

C.4 Experimental Results

In this section, we detail the results of the offline and online studies conducted to demon-

strate the correctness of ReQuIK’s methodology and the relevance of its generated query

recommendations.

C.4.1 Evaluation Framework

We discuss below the datasets and query suggestion strategies used for comparison purposes.

8We experimentally set 0.7 as the similarity threshold.
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Dataset & Other Resources

Obtaining children-related data is not a simple task, especially due to children protection

regulations that make sharing this type of data highly restrictive. While other researchers

have used queries extracted from existing query logs like the popular AOL [66], the

extraction strategy may be limited and not always identify queries written by children, as

some writing patterns are common among both children and adult queries. To address

this issue, given that neither datasets that can be used to evaluate query recommendations

for children nor query logs comprised only of children queries are publicly available, we

created our own dataset9.

Search Environment. In order to construct a dataset, we developed an online search

framework that emulates the behavior and appearance of Google, and enables us to gather

search sessions10 of children and archive information such as: query typed, selected query

suggestions (if available), clicked URLs, and timestamps. We made the appearance of this

framework similar to that of a popular search engine, given children’s preference to use

well-known engines, as opposed to the counterparts designed for them, e.g., KidzSearch.

The search framework contains an initial page that a teacher can configure based on the

grade of his/her class.

Gathering Queries. In order to get children to use the search framework, we collaborated

with elementary schools in the Idaho (USA) area. We asked K-9 teachers to propose their

students information discovery tasks, for which they used our framework to create queries.

For determining the type of tasks we followed the strategy used by Gwizdka et al. [111]

9The process of gathering and archiving children queries was supervised by the Institutional Review Board
at Boise State University in order to ensure children-related ethical and legal concerns were met.

10Information obtained from a child’s search session is anonymous.
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and included both: research/informational tasks such as Find information about fire belly

toads or Find information about tigers and factual tasks such as How long do toads live or

When does summer start. Each teacher started the class with specific questions, however,

children were later allowed to find information about things of their interest. A total of

97 children between the ages of 6 and 13 participated in the study, generating 591 unique

queries.

Even though ReQuIK’s objective is to recommend children queries, for development

and assessment purposes we also required a set of non-children queries. Thus, the resulting

dataset, denoted ReQqs, includes the aforementioned 591 queries labeled children-queries

and 591 queries randomly selected among the ones in the Yahoo’s query log dataset [263]

labeled adult-queries.

Other Data Sources. Due to the limited amount of children query-logs in ReQqs, we

gathered ReQcorp, a sample of 1,061,666 sentences for development and training purposes.

In creating ReQcorp, we extracted sentences from websites oriented to children, including

Dogo [59], Spaghetti [227], Toy Insider [238], Raising Children [208], Kidzvuz [140], Kids-

in-mind [138], and Edutaining-kids [70]. We also included in ReQcorp sample sentences

from Wikipedia in order to provide negative, i.e., non-children, examples.

Comparison Strategies

In the following sections, we discuss the results of a number of experiments conducted

to demonstrate the need for a query suggestion modules specifically designed with young

users in mind and showcase the correctness and effectiveness of ReQuIK. To give context

to such results, we compared the performance of ReQuIK with that of a number of baseline



202

and state-of-the-art strategies. We examine (the queries suggested by) Google, Y ahoo, and

Bing, given that children favor well-known search engines when performing information

discovery tasks [29]. Given that we argue for the need of techniques tailored for children,

we also consider a number of search engines designed exclusively for children, including:

AskKids[18],Kidzsearch[139], Ipl2[126],KidRex[137], and SweetSearch [231]. We

also include in our experiments CQS [219] (discussed in Section C.2), which is a state-of-

the-art alternative for generating queries tailored to children.

C.4.2 Usefulness of the Search Intent Module

In addition to the results reported in [63], which demonstrate the performance of the search

intent module, we conducted an experiment for measuring the impact this module has for

query recommendation. For doing so, we submitted each of the child-written queries in

ReQqs to a number of popular search engines. Thereafter, we determined for which of these

queries, the corresponding search engine provided suggestions.

As shown in Table C.2, there is a consistent decrease in the number of children queries

that can be handled by search engines, in terms of providing suggestions given a child-

initiated query. This fact is evidenced in both commercial search engines and state-of-the-art

systems such as CQS. Unlike its counterparts, ReQuIK is able to provide suggestions for

94% of the queries considered in this study, which is a clear indicator that taking advantage

of a search intent module is beneficial not only to enhance the document retrieval process

[63] but also the query recommendation process. While in Table C.2 we report results on

search engines favored by children, it is important to mention that those percentages remain

so, even on search engines designed specially for children. This is anticipated, since many
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of the search tools for children are powered by Google’s safe search (e.g., Ask.forkid.co) or

do not offer query suggestions (e.g., Cybersleuth-kids.com and Kiddle.co). CQS is only

able to generate suggestions for 57% of the children-generated queries in ReQqs, due to its

candidate generation strategy that struggles with identifying suggestions for queries longer

than four-grams.

Google Bing Yahoo! Kidsearch CQS ReQuIK
46% 36% 65% 76% 57 % 94%

Table C.2: Percentage of queries that trigger a recommendation in each compared system

C.4.3 Effectiveness of the Recommendations

As previously mentioned, there is a lack of datasets comprised of children queries and

gathering and sharing children data to create such datasets is not trivial due to time and

privacy concerns. Unfortunately, queries on ReQqs are not sufficient to train a deep neural

network (i.e., ranking) model. In order to amend this issue, we train ReQuIK’s ranking

model using children and non children oriented sentences in ReQcorp. We hypothesize that

these sentences are similar enough to a search query, permitting the modeled knowledge

to be transferable to the query suggestion context. Therefore, to showcase the correctness

of ReQuIK’s ranking strategy, we conducted two experiments. The first one measures the

performance of the model in predicting whether a sentence is oriented for children or adults,

and the second one measures how well this knowledge is transferred to the task of ranking

children query suggestions.

For the first task we trained the model described in Section C.3.3 using sentences

from ReQcorp. Note that sentences from Wikipedia were randomly sampled to make it
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Wide Deep Wide and Deep
Accuracy 0.68 0.92 0.94

Table C.3: Performance of diverse ranking strategies

comparable to that of the children data sources, which resulted in an evenly balanced

dataset. We used a 10-cross-fold-validation framework for computing prediction accuracy,

which was measured and averaged for each fold. This procedure was applied using the

3 different submodels with the aim of demonstrating the validity of combining both the

wide and deep models. As reported in Table C.3, the wide and deep model outperforms all

its counterparts with a statistically significant improvement using a pairwise t-test with a

confidence value p < 0.05.

Figure C.3: Precision@K, where K is defined as the percentage of queries and sentences
analyzed. We define K as a percentage, as the raw counts of sentences and queries are not
comparable otherwise

In order to demonstrate how this model can be translated to a more real query suggestion
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ranking environment we conducted an experiment where we ranked both sentences from

ReQcorp and queries from ReQqs using the model trained on sentences of ReQcorp. Figure

C.3 illustrates the Precision@K, where Precision is measured as the ratio of children

queries/sentences among the K considered and K indicates the proportion of ReQqs and

ReQcorp examined. As shown in the figure, the model achieves similar results for both the

sentences and the queries, proving that a model trained over sentences can be translated to

the context of ranking queries.

Figure C.4: Model assessment based on Precision@K, where K is the number of queries
examined

To further demonstrate the validity of each submodel (i.e., wide, deep, and wide

and deep), we conducted an experiment using each of them. Figure C.4 illustrates the

Precision@K, in this case measured as the ratio of children queries among the top-k

analyzed, for K ∈ 1..1194. The wide and deep model outperforms both other models,

followed closely by the deep model. The first adult result appears in position 123, 59, and
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9, for the combined model, the deep model and the wide model respectively. Even if the

suggestions of the wide model might look poor, Figure C.4 illustrates that it complements

the deep model improving the overall ranking.

It is worth mentioning that upon manual examination, we noticed that most of the

queries in ReQqs labeled as “non-children" and ranked high by ReQuIK refer to content that

could have been searched by children. For example, “naruto shimpuden cheats" ranked in

64th position by the deep and wide model refers to a videogame that could be equally of

interest for young or mature audiences, and thus it is treated by ReQuIK as a false positive.

C.4.4 Suitability of Retrieved Documents

We conducted another experiment to verify the suitability of the documents retrieved in

response to queries suggested by ReQuIK and to highlight the need of readability based

filtering. For conducting this experiment, we generated suggestions for the child queries

in ReQqs using popular search engines, children search engines, and ReQuIK. We treat as

suitable documents that have readability levels matching the reading skills expected of

children ages 6 to 13.

As children“systematically go through retrieved resources and rarely judge retrieved

information sources" [106] we averaged the readability scores computed for the top-3

documents retrieved in response to each of the top-2 query suggestions generated by each

evaluated strategy. For measuring readability, we use the well-known Flesch-Kincaid

formula [88], which considers various textual features, such as term sentence length.

The results in Table C.4 show that documents retrieved by ReQuIK’s recommendations

are in general easier to read and understand than the ones retrieved by other search engines,
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ReQuIK Google Bing Yahoo! CQS
7.71 12.46 19.96 11.42 11.82

AskKids Ipl2 Sweet Search KidRex Kiddle
13.3 10.9 12.3 12.7 12.83

Table C.4: Average readability of top-3 documents retrieved for test query recommendations

even those that explicitly target children, or CQS [219]. This is evidenced by the fact that

the average readability score of documents retrieved by recommendations of popular search

engines is above 11 in all cases, while forReQuIK is 7.7. This correlates with the grade

level of a 13 year old child, usually in 7th or 8th grade, for which the results have been

filtered for, demonstrating the benefits of a readability filtering strategy as part of the query

suggestion process.

We are aware that Kiddle does not offer query suggestion, however, being the premier

search engine for children [136], it needed to be part of this comparison. For this reason, we

analyze the readability level of the top results retrieved by Kiddle for the children queries

in ReQqs. Kiddle achieves an average readability of 12.83 on retrieved document, which is

comparable to the one obtained by the engine that powers it, Google. These results provide

further evidence for the need for query recommendation tools for children that lead to the

retrieval of resources children can read and understand.

C.4.5 Online Assessment of ReQuIK

To further validate the performance of ReQuIK, we conducted an online survey intended to

quantify the effectiveness of ReQuIK from a user’s perspective. For doing so, we included

in the survey 10 queries randomly selected among the ones written by children in ReQqs.

These queries were not included among the ones used to train our wide and deep model
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presented in Section C.3.3. To ensure diversity among sampled queries, we included

unigrams and n-grams queries. We also considered question-type queries, which tend to be

used by children. For each sampled query, we generated top-N suggestions using ReQuIK, a

popular commercial search engine (Google), a popular children search engine (Kidzsearch),

and CQS [134], the system discussed in Section C.2, which explicitly provides children

query suggestions. Note that some of the sampled queries were misspelled, as they are

written by children. We purposefully left these queries as they were originally written, in

order to be able to consider the effect of misspelled query terms and measure its impact on

the suggestions offered by each strategy.

For each sampled query, we selected the top-2 suggestions from among the list of

suggestions provided by each strategy, including ReQuIK. These suggestions were randomly

merged into a list, which was then presented to a group of independent appraisers: teachers.

Following Institutional Review Board guidelines, we recruited a cohort of teachers from 5

schools in Boise, Idaho. This gave us a total of 11 teachers that participated in this study.

We considered teachers as ideal appraisers for this experiment, given that they know what

children are particularly interested in and are trained on the needs of children; making them

capable of offering knowledgeable judgments. In the survey, we used a practical scenario,

which prompted the teachers to select the best two suggestions for each query that would

lead a child to locate child-friendly and interesting web-pages from their view-point. We

treated their selections as the gold standard.

We collected 181 responses for the survey (i.e., 10 teachers selected at most two

suggestions for each of the 10 sampled queries), a snapshot of which is shown in Figure C.5.

For performance analysis we use accuracy of each query suggestion strategy S, computed
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as the fraction of suggestions selected by a teacher for a given query over the total number

of suggestions generated by S. Based on the analysis of the collected responses, which we

illustrate in Figure C.6, we observe that appraisers favored suggestions created by search

engines and recommendation modules that target children, i.e., ReQuIK and Kidzsearch,

rather than the ones generated by general purpose engines, i.e., Google. We should mention

that except for the case of unigram queries, CQS is consistently outperformed by the

remaining considered strategies. We believe this is caused by the “novelty” of the majority

of the queries included in the survey, which refer to contemporary topics of interest to

children (such as names and characters in recent Disney movies), when CQS suggestions

are based on pre-trained probabilistic models that may not account for the probability of

occurrence of such query terms.

We observed that for queries that could have been formulated by either children or more

mature audiences, Google has an advantage. For example, for the query “how do seahorses

swim" suggestions offered by Google were preferred almost exclusively over suggestions

generated using any of the counterparts in this study. We hypothesize that this is due to

the fact that Google’s suggestions are based on common query formulations, which in this

case leads to better suggestions, as they do not necessarily have to focus on the retrieval of

child-related resources. On the other hand, we observed that for other queries, bias towards

children content, as in the case of Kidzsearch, CQS, and ReQuIK, positively affected the

suggestion-selection process. For example, for the query “Elsa", the top-2 suggestions

generated by using Google were “Elsa Pataky" and “Elsa Hosk", which are names of two

popular celebrities. The suggestion most likely to be preferred by a child–as per teacher

responses–is "Elsa and Anna", which was not included among the top-2 suggestions of
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Google, but was presented as the top suggestions using ReQuIK.

ReQuIK achieved the highest accuracy, as it consistently offered child-friendly sugges-

tions for unigram, bigram and n-gram queries. Based on a paired t-test, the improvement in

the overall performance of ReQuIK with respect to each of its counterparts is statistically

significant with p < 0.05.

Figure C.5: Snapshot of online survey presented to teachers for overall assessment of
ReQuIK and other strategies
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Figure C.6: Comparison of query recommendation systems

C.5 Scope and Limitations

We highlight below limitations we encountered in designing ReQuIK; which we could not

address due to the project scope.

ReQuIK is a query recommendation system for children. The project is intended to

explore the personalization aspect of the query recommendation task for children. Therefore,

common tasks performed in traditional query recommendation systems, such as candidate

generation or topic filtering do not suppose a novelty by themselves, and thus, are not

extensively explored in this paper. We are also aware that both Flesch-Kincaid and Spache

are simple readability formulas, which sometimes lack precision, an issue that is usually

highlighted when the text is short. This constraint for short documents is common for all

readability formulas and to solve it is out of scope for this project.

ReQuIK is a system that is meant to integrate and complement existing search engines,

as opposed to function as a standalone tool. Consequently, tasks that are usually performed

by the search engine itself, such as document retrieval and ranking, are omitted from the
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assessment of this project.

Due to project scope, the presented online experiment is meant to gather initial feedback

on the quality of ReQuIK’s suggestions, as the experiment is based only on a small set of

sampled queries. Given the promising results, we will conduct further online assessments.

Finally, user interaction and perceived usability of ReQuIK, as well as its effectiveness

in terms of offering suggestions that lead to child friendly websites, are beyond the scope

of this work, but will be addressed as future work (see Section C.6).

C.6 Conclusions and Future Work

In this paper, we presented ReQuIK a multi-perspective query recommendation system

specifically tailored to facilitate information-seeking tasks for children. ReQuIK takes

advantage of multiple strategies that inform the process of generating query suggestions

and prioritize queries that are of interest to children. For assessing the performance of

the system we conducted a study in collaboration with teachers of four different schools

in the area of Idaho, where 97 students used our framework to complete factual and

research/informational search tasks assigned to them by their teacher. We also conducted a

user study to gather feedback from the teachers themselves. Using the set of queries written

by children, we conducted a number of empirical analysis and demonstrated the validity of

our proposed strategy and its value, in terms of offering up-to-date suggestions aimed at

helping children with their information-seeking needs.

The technical contributions associated with our research work include (i) introducing a

strategy which takes advantage of a search intent for capturing the purpose for which the

query was written, (ii) creating a novel wide and deep neural network which considers both
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the raw text and traits frequently associated with child-related queries, (iii) employing a

strategy to train a model based on children/non-children oriented resources that transfers

well to the query suggestion context, (iv) explicitly considering the readability levels of

both the query and results retrieved by the candidate suggestions, favoring the ones that

leads to the retrieval of content that will be easier to read, (v) using a whole pipeline that

considers multiple perspectives for candidate query generation, and (vi) creating a dataset

comprised of children and non-children queries that can be used by the research community

at large for children-related research.

In the future, we will extend the candidate query suggestion process by also considering

phrases extracted from children corpora provided it evolves over time. In addition, we are

aware that the range of 6 to 13 years can be too broad, as the interest of a 6 year old child

are not the same as that of a 13 year old. Therefore, we plan to extend ReQuIK so that it

is able to generate recommendation for more specific age ranges. Moreover, we plan to

extend the manner in which resource readability is computed, to account for information

beyond text, such as the different aesthetics of web pages, which can impact the level of

complexity of resources. Finally, while in this paper we evaluated ReQuIK (and other

query suggestions modules), in terms of offering queries that are suitable for children, in

the future, we plan to conduct a user study to verify the degree to which ReQuIK leads to

the retrieval of children-related resources and facilitates information discovery tasks for

children.
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at: http://www.renaissance.com/products/practice/

accelerated-reader-360/atos-and-text-complexity/, 2017.

[210] F. Ricci, L. Rokach, and B. Shapira. Introduction to recommender systems handbook.

In Recommender Systems Handbook, pages 1–35. Springer, 2011.

[211] S. Ruder. A survey of cross-lingual embedding models. arXiv preprint

arXiv:1706.04902, 2017.

[212] S. Ruder, I. Vulić, and A. Søgaard. A survey of cross-lingual word embedding

models. Journal of Artificial Intelligence Research, 65:569–631, 2019.

[213] G. Salton. Automatic processing of foreign language documents. Journal of the

Association for Information Science and Technology, 21(3):187–194, 1970.



244

[214] J. San Pedro and A. Karatzoglou. Question recommendation for collaborative

question answering systems with rankslda. In Proceedings of the 8th ACM

Conference on Recommender systems, pages 193–200. ACM, 2014.

[215] P. Sarath, S. Lauly, H. Larochelle, M. Khapra, B. Ravindran, V. C. Raykar, and

A. Saha. An autoencoder approach to learning bilingual word representations. In

Advances in Neural Information Processing Systems, pages 1853–1861, 2014.

[216] A. M. Saxe, J. L. McClelland, and S. Ganguli. Exact solutions to the nonlinear

dynamics of learning in deep linear neural networks. arXiv preprint arXiv:1312.6120,

2013.

[217] S. Schmidt, P. Scholl, C. Rensing, and R. Steinmetz. Cross-lingual recommendations

in a resource-based learning scenario. In European Conference on Technology

Enhanced Learning, pages 356–369. Springer, 2011.

[218] S. E. Schwarm and M. Ostendorf. Reading level assessment using support vector

machines and statistical language models. In Proceedings of the 43rd Annual Meeting

on Association for Computational Linguistics, pages 523–530. ACL, 2005.

[219] M. Shaikh, M. S. Pera, and Y.-K. Ng. Suggesting simple and comprehensive

queries to elementary-grade children. In Institute of Electrical and Electronics

Engineers/Web Intelligence Conference/Association of Computer Machinery WI-IAT,

volume 1, pages 252–259, 2015.



245

[220] S. E. Shaywitz, M. D. Escobar, B. A. Shaywitz, J. M. Fletcher, and R. Makuch.

Evidence that dyslexia may represent the lower tail of a normal distribution of

reading ability. New England Journal of Medicine, 326(3):145–150, 1992.

[221] T. Shi, Z. Liu, Y. Liu, and M. Sun. Learning cross-lingual word embeddings via

matrix co-factorization. In Association of Computational Linguistics, pages 567–572,

2015.

[222] Y. Shigeto, I. Suzuki, K. Hara, M. Shimbo, and Y. Matsumoto. Ridge regression,

hubness, and zero-shot learning. In Joint European Conference on Machine Learning

and Knowledge Discovery in Databases, pages 135–151. Springer, 2015.

[223] S. L. Smith, D. H. Turban, S. Hamblin, and N. Y. Hammerla. Offline bilingual

word vectors, orthogonal transformations and the inverted softmax. arXiv preprint

arXiv:1702.03859, 2017.
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[248] I. Vulić and M.-F. Moens. Bilingual distributed word representations from document-

aligned comparable data. Journal of Artificial Intelligence Research, 55:953–994,

2016.
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