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ABSTRACT

Researchers widely accept the technology acceptance model (TAM) to determine
behavioral intention that leads to actual technology use. However, researchers are advised
to exercise caution when applying TAM to different cultural contexts. This study used
TAM to assess the readiness of students to engage in elearning in Kazakhstan, which is
classified as a developing nation. This project then compared the results of the TAM
analysis of student perceptions of a learning management system (LMS) to elearning
studies in developed countries to ascertain if the determinants are the same. This study
determined that TAM was unpredictable, and that perceived ease of use’s significant
impact on perceived usefulness was the only similarity to studies in developed countries
when using the TAM factors of perceived usefulness (PU), perceived ease of use
(PEOU), attitude toward using (ATT), and behavioral intention to use (BI).
Contrastingly, TAM functioned with consistency when removing the ATT construct,
even though the results were different from developed countries because PEOU did not
significantly influence BI.

The scientific merit of this research determined that TAM is unreliable in
Kazakhstan and produced different results from developed countries. The global impact
of this study provides researchers in other developing countries with data on how the
combined cultural dimensions of high power distance, high masculinity, and high

collectivism affected TAM.
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CHAPTER ONE: INTRODUCTION

The technology acceptance model (TAM) is one method that educational
researchers use to understand levels of perceptions in elearning systems (Liaw, Huang, &
Chen, 2007; Ngai, Poon, & Chan, 2007; S. Y. Park, 2009; Shroff, Deneen, & Ng, 2011).
TAM is an information systems theory that demonstrates how the users’ perceived ease
of use and perceived usefulness of the system directly influence their attitude, which is an
accurate predictor of usage (Davis, Bagozzi, & Warshaw, 1989). Furthermore,
perceptions of elearning are one measure of elearning readiness, which seeks to
determine how prepared an organization is mentally or physically to engage in elearning
(Borotis & Poulymenakou, 2004). The primary factors of TAM that determine actual
system use are perceived usefulness (PU), perceived ease of use (PEOU), attitude toward
using (ATT), and behavioral intention to use (BI).

Elearning

Elearning is commonplace in many universities and workplaces, particularly in
Western countries (Cheng, Wang, Mgarch, Chen, & Spector, 2014; Docebo, 2016). This
research project defines elearning as the “confluence of educational psychology and
instructional design, of educational technology and distance education, and of recent
technological developments related to the Internet” (Friesen, 2009, p. 6). Examples of
elearning methods include instructor-led, self-paced (Liaw et al., 2007), synchronous,
asynchronous (Hrastinski, 2008), fully online (Anderson, 2004), and blended learning

(Garrison & Kanuka, 2004; Singh, 2003). Blended learning is on a spectrum between



technology-enhanced learning and fully-online learning that is “the thoughtful integration
of classroom face-to-face learning experiences with online learning experiences”
(Garrison & Kanuka, 2004, p. 96). The flipped classroom is one instructional strategy
that uses blended learning to change the classroom activities from disseminating
information to knowledge application (O’Flaherty & Phillips, 2015).

Countries in the developing world struggle to adopt elearning methodologies
regardless of the benefits. Researchers show that elearning improves access to learning
materials, and provides flexibility for students to choose when and where to study
(Alexander, 2001; Bhuasiri, Xaymoungkhoun, Zo, Rho, & Ciganek, 2012; Mouyabi,
2011). However, cultural issues (Gulati, 2008; Mumtaz, 2000) and traditional educational
practices (Ahmad Al-Adwan & Smedley, 2012; de la Sablonniére, Taylor, & Sadykova,
2009) are hindrances to educational progress in developing countries. These are
significant issues because a crucial prerequisite for the successful implementation of
elearning projects is favorable attitudes toward elearning (Bhuasiri et al., 2012).

Kazakhstan

Kazakhstan is a developing nation that has interests in implementing elearning
initiatives, but traditional educational methods create challenges in using elearning
methodologies. The report on education reforms in Kazakhstan found that rote-learning is
still common in Kazakh secondary schools, which inhibits the necessary development of
critical thinking skills (Nazarbayev University Graduate School of Education [NUGSE],
2014). The report also noted the common practice of using educational technology as an
extension of textbooks, instead of using a variety of resources that are “interactive and

challenging” (2014, p. 30).



Culture impacts the development of educational systems (Gulati, 2008; Mumtaz,
2000) and research demonstrates its importance in elearning readiness (Borotis &
Poulymenakou, 2004; Lopes, 2007). Researchers have attempted to create a cultural
profile of Kazakhstan using Hofstede’s (1980) dimensions. The studies depict the country
as being high in collectivism, masculinity, power distance (PD), and uncertainty
avoidance (Chung & Holdsworth, 2012) with a preference toward long-term planning
(Ardichvili & Kuchinke, 2002; Nezhina & Ibrayeva, 2013).

The limited research using the socio-cultural dimensions in Kazakhstan shows
discrepancies and reveals the complexity of the Kazakhstani culture (Ismail & Ford,
2010; Mukazhanova, 2012). An example of a discrepancy is that three separate studies
rated Kazakhstan’s PD as low (Ardichvili & Kuchinke, 2002), medium (Karibayeva &
Kunanbayeva, 2017), and high (Ismail & Ford, 2010). One complexity that could explain
the differing results is the coexistence of dissimilar cultures, each having their own
language, cultural values, and history. The majority ethnic population in Kazakhstan is
Turkic speaking and Muslim, but a represented minority speaks a Slavic language and are
historically Orthodox Christians (“Ethnic demography of Kazakhstan,” 2017; Nezhina &
Ibrayeva, 2013). Even though the Slavic-speaking minorities only represent
approximately 25% of the population, the groups are concentrated closer to the Russian
border (“Ethnic demography of Kazakhstan,” 2017). The results from prior studies could
be different depending on the population that the researcher used to obtain samples.
Therefore, there is a need to further explore elearning readiness in Kazakhstan using

existing cultural data.



Using TAM to Determine Elearning Readiness

Research demonstrates that TAM is an accurate predictor of usage in the North
American context. Based on the success of TAM in North America, educational
researchers use TAM in different cultures, such as Spain (Padilla-MeléNdez, Del Aguila-
Obra, & Garrido-Moreno, 2013), Greece, (Tselios, Daskalakis, & Papadopoulou, 2011),
Singapore (T. Teo, 2011), Hong Kong (Ngai et al., 2007), South Korea (S. Y. Park,
2009), and Saudi Arabia (Al-Gahtani, 2016). However, researchers argue that TAM does
not produce accurate results when applied across cultures (McCoy, Galletta, & King,
2007; Straub, Keil, & Brenner, 1997). Huang, Lu, & Wong’s (2003) study on the effect
of power distance “empirically establishes a theoretical link between cultural factors and
technology adoption” (2003, p. 98). McCoy et al.’s (2007) study using participants from
24 different countries revealed that TAM was not a consistent predictor for societies with
Hofstede’s (1980) cultural dimensions of low uncertainty avoidance, high PD, high
masculinity, and high collectivism. The limited available research, described in the next
chapter, shows that Kazakhstan could have the cultural dimensions of high PD,
masculinity, and collectivism (Nezhina & Ibrayeva, 2013).

Research using TAM to predict system usage shows a range of cultural
considerations that include testing the model in a specific context, discussing cultural
aspects when using the model, mentioning it in passing, or not mentioning it at all. TAM
investigators have considered cultural implications and tested TAM in developing
countries, such as Saudi Arabia (Al-Gahtani, 2016; Baker, Al-Gahtani, & Hubona, 2010),
Lebanon (Tarhini, Hone, & Liu, 2013, 2014; Tarhini, Hone, Liu, & Tarhini, 2017), and

Jordan (Amer Al-Adwan, Al-Adwan, & Smedley, 2013). Other TAM analyses briefly



acknowledge or mention the cultural limitations of the model (Hsu & Lu, 2004; Roca,
Chiu, & Martinez, 2006; Wu, Tennyson, & Hsia, 2010; Yang & Yoo, 2004).
Additionally, it is not uncommon for TAM studies used to predict system usage in
educational settings to omit cultural considerations entirely (Lee, Cheung, & Chen, 2005;
Liaw, Chen, & Huang, 2008; Liaw et al., 2007; Ngai et al., 2007; N. Park, Roman, Lee,
& Chung, 2009; S. Y. Park, 2009; Shroff et al., 2011; Sumak, Heri¢ko, Pusnik, &
Polanci¢, 2011). Because of the cultural influence on TAM and the lack of research in
developing countries, additional research is still needed in different cultural contexts.
Purpose of the Study

Student readiness is a crucial success factor in the adoption of elearning.
Researchers have conducted intensive studies in western countries using TAM, but there
is a lack of research that discusses elearning initiatives and acceptance in the developing
world, such as the broader Central Asian region, and specifically Kazakhstan.
Furthermore, TAM is not a consistent predictor across cultures, specifically in developing
countries. Due to the success of TAM in the developed world, researchers assume the
model works across cultures, which could lead to inaccurate results. Therefore, this study
aimed to investigate students’ perceptions and readiness of using a learning management
system (LMS) in Central Asian countries, using Kazakhstan as the example. Specifically,
this study examined if the TAM factors of PU, PEOU, ATT, and Bl in an elearning
setting in Kazakhstan are the same factors as those identified in the developed countries

to determine if TAM is a consistent predictor across cultures.



Expected TAM Results

This study lists assumptions of how TAM behaves in developed countries and how TAM
should perform in Kazakhstan. In developed countries, the expected TAM results are
that:

1. All TAM paths are significant on successful TAM implementations.

2. PU is the stronger influencer of Bl (King & He, 2006).

3. PEOU is the weakest predictor of actual usage (Turner, Kitchenham,

Brereton, Charters, & Budgen, 2010).

4. Bl is an accurate predictor of actual usage (Turner et al., 2010).

As shown in Table 1, the path of PEOU — BI should not be significant given
Kazakhstan’s cultural dimension. A prediction cannot be made without additional data on
the path of PU — BI because PU does not significantly affect BI in high PD cultures

(Huang et al., 2003), but it does in collectivistic and masculine cultures (McCoy et al.,

2007).
Table 1: Expected Significant Paths for Kazakhstan (McCoy et al., 2007)
PU — BI PEOU — BI PEOU — PU Hofstede's (1980) Dimension
No @ No 2 Yes High power distance
Yes No® Yes High collectivism
Yes No °© Yes High masculinity

a. Supported by Huang, Lu, & Wong (2003).
b. Supported by Abbasi, Tarhini, Elyas, and Shah (2015).
c. Supported by Srite & Karahanna (2006).

Research Questions
1. Does PU have a stronger influence than PEOU on ATT in Kazakhstan?
2. How do the significant factors of PU, PEOU, ATT, and Bl in Kazakhstan

compare to the significant factors in developed countries?



The comparative analysis used for research question number two uses a
qualitative approach to subjectively compare the TAM results from Kazakhstan to TAM
studies that are listed in Tables 6-8 using two criteria. The first criterion is that the path is
significant. If it is not significant, then an evaluation is made based on if the path is
significant most of the time in the baseline studies. Some paths, such as PEOU — PU, are
usually significant whereas path PU — Bl is significant less often (King & He, 2006).

Method Overview
The quantitative research method for this project used survey research for data

collection, principal component analysis for component extraction, and path analysis for

the analysis of TAM.
Table 2: Project Overview
Item Description
TAM is not a consistent predictor across cultures
Problem
(McCoy et al., 2007).
Central Question Is TAM an accurate predictor in Kazakhstan?
Task Used TAM to predict student acceptance of elearning at a

university in Kazakhstan.

Facilitated blended learning in a face-to-face class using an
LMS.

Survey research (Creswell, 2014; Ruel, Wagner Ill, &
Gillespie, 2015)

Principal Component Analysis (O’Rourke & Hatcher, 2013)
Path Analysis (Duncan, 1966; Garson, 2008)

Qualitatively compared TAM results in Kazakhstan to results
of TAM studies in developed countries.

Elearning Methodology

Research Method

Statistical Analysis

Comparative Analysis

Determined if TAM is an acceptable method to predict usage

Scientific Merit . .
of elearning systems in Kazakhstan.

(a) Researchers in other developing countries can have data
Broader Impacts on how the cultural dimensions of high PD, high
masculinity, and high collectivism affect TAM.




(b) Call into question TAM studies in other developing
countries if TAM is not a consistent predictor in cultures
with the dimensions of high PD, high masculinity, and high
collectivism.

A university in East Kazakhstan has first-hand data and

Local Impacts . . : .
P experience of what their students think about elearning.

Glossary of Terms
This section defines frequently used terms that are unclear, misunderstood, or
have varying definitions based on context and prior knowledge.

Elearning The “confluence of educational psychology and
instructional design, of educational technology and
distance education, and of recent technological
developments related to the Internet” (Friesen, 2009,
p. 6).

High collectivism or collectivist A societal characteristic where people are integrated
into groups where they are protected in exchange for

loyalty (Hofstede, 2011).

High Masculinity A society where there are gaps between men’s and
women’s values, admiration for the strong, and

women seldom in elected positions (Hofstede, 2011).
High power distance (PD) A culture where the less powerful members of
organizations and institutions accept and expect that

power is distributed unequally (Hofstede, 2011).



Kazakh

Kazakhstani

Learning Management System

(LMS)

Original TAM

Simplified TAM

A Turkic ethnic people group native to Kazakhstan or
something relating to the Kazakh people.

A citizen of Kazakhstan.

A generalized term for an all-in-one online system
that has administrative and learning features to benefit

both the educator and the student.

Davis et al.’s (1989) model that includes the four

factors of PU, PEOU, ATT, and BI.

Omits the ATT construct and uses the three factors of
PU, PEOU, and BI (Venkatesh & Bala, 2008;

Venkatesh & Davis, 1996).
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CHAPTER TWO: THE KAZAKHSTAN CONTEXT
Overview

Kazakhstan is a Central Asian country that shares borders with Russia, China,
Kyrgyzstan, Uzbekistan, and Turkmenistan. It became independent from the USSR in
1991. Kazakhstan is the ninth-largest country ranked according to landmass but ranks
236" by population density with a population of 18.3 million (“Kazakhstan,” 2018).
Kazakhstan is a multi-ethnic country with 131 ethnicities, with the largest ethnicities
being Kazakhs, Russians, Uzbeks, Ukrainians, Germans, Tatars, and Uyghurs

(“Kazakhstan,” 2018). Kazakhs represent up 63% of the population (“Ethnic demography

of Kazakhstan,” 2017).
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Figure 1: Map of Kazakhstan (public domain)
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This chapter provides detailed background information about Kazakhstan because
the context is central to the study. The major sections are developing nations, elearning in
developing countries, elearning in Kazakhstan, and Hofstede’s cultural profile of
Kazakhstan. After laying the groundwork for the classification of developing nations, the
next segment explores elearning projects and success criteria in the less economically
developed countries. Then, this chapter examines the elearning environment in
Kazakhstan to review their ambitions and issues that they face. The final part delves into
a cultural profile of Kazakhstan that details the problems of trying to classify the country
using Hofstede’s socio-cultural dimensions.

Developing Nations

There is no precise definition of a developing country. One binary classification
of countries is dividing them between developing or developed nations or less and more
economically developed countries. The World Economic Situation and Prospects
(WESP) classifies all countries in the three categories of developed economies,
economies in transition, and developing economies for analytical purposes (UN/DESA,
2014). Another classification is the human development index (HDI) that considers
factors other than economic development. HDI calculates a country’s ranking based on
its life expectancy, education, and per capita income indicators (United Nations
Development Programme, 2016). The HDI categories are very high, high, medium, and
low human development. This research project classifies only those countries ranked in
the very high human development category as developed countries, and all other

countries are developing countries.
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Accordingly, this project considers Kazakhstan a developing nation based on the
WESP and HDI rankings. The 2014 WESP report lists Kazakhstan both as an economy in
transition and as a developing country (UN/DESA, 2014). The 2016 United Nations
Development Programme report lists Kazakhstan as a developing country in the
multidimensional poverty index rating (United Nations Development Programme, 2016).

Elearning in Developing Countries

Countries in the developing world have difficulties adopting elearning
methodologies. Research reveals educational problems in developing countries, but
studies demonstrate how distance learning can address these challenges. One category of
obstacles results from infrastructure and economic issues restricting educational progress
and reform (Gulati, 2008). In the Pakistani context, these hindrances include a shortage of
qualified and skilled teachers, low level of learning achievements, high drop-out rates at
all levels of education, lack of opportunities for remote areas, and lack of study materials
and resources (Nawaz, 2013). Researchers argue that distance learning is economically
advantageous to training local classroom teachers (Ngampornchai & Adams, 2016;
Perraton, 2005), reduces the cost of traditional education, provides learning opportunities
to rural learners (Aggarwal, 2009; Nawaz, 2013; Ngampornchai & Adams, 2016),
improves access to learning materials, and allows for students to choose their time and
place of study (Alexander, 2001; Bhuasiri et al., 2012; Mouyabi, 2011).

Another category that hinders educational progress stems from cultural issues
(Gulati, 2008; Mumtaz, 2000) and traditional educational practices (Ahmad Al-Adwan &

Smedley, 2012; de la Sablonniére et al., 2009). These are substantial issues because an
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essential prerequisite for the successful implementation of elearning projects is positive
attitudes toward elearning (Bhuasiri et al., 2012).

One example of adhering to traditional educational methods is found in
Kyrgyzstan, which still embraces the values of the Soviet education system where the
teacher is the expert and dispenser of knowledge (de la Sablonniére et al., 2009). This
educational philosophy impedes the acceptance of a student-centered method of teaching
and “a change in approach signifies that both teachers and students change their attitudes
and behaviors to education” (2009, p. 3).

A study from Jordan showed that students favor traditional classes and lectures to
help them understand the content and that “students depended significantly on their
teachers” for their educational progress (Ahmad Al-Adwan & Smedley, 2012, p. 132).
The study also revealed that students do not prefer to work independently but indicate
“that face-to-face contact with tutors was a vital part of their learning” (2012, p. 131).
The study cites several contributing factors that include students lacking information
communication technology (ICT) skills, computers at home, and self-motivation for
taking control of their learning (Ahmad Al-Adwan & Smedley, 2012).

Developing countries recognize the benefits of elearning, and they are taking
steps to overcome the issues inhibiting educational access. For example, Asian mobile
network operators and device makers are engaging in elearning to address infrastructure
issues (Ambient Insight, 2014). Ten developing countries had the highest growth rate of
self-paced learning in Asia, with Myanmar having the most growth (Ambient Insight,

2014). A province in India is supplying 1.5 million laptops to primary and secondary
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students, and a region in Pakistan is providing 3G-enabled laptops to students in higher
education (Ambient Insight, 2014).

Both educational institutions and national governments across the globe are
researching or implementing elearning to support education. In the Nigerian state of
Ebonyi, Agbo (2015) investigated using ICTs to teach computers to students at school
and home. In China, Aixia and Wang (2011) researched utilizing an elearning platform as
an alternative to traditional face-to-face education where teachers and students can share
knowledge. The Peruvian government created an elearning portal called Peru EDUCA,
which is one of the several initiatives aimed at modernizing their education system using
ICT (Paola Torres Maldonado, Feroz Khan, Moon, & Jeung Rho, 2011). The Ministry of
Higher Education in Saudi Arabia started the National Centre for E-learning and Distance
Learning to provide educational tools, services, and solutions to local universities
(Alharbi & Drew, 2014). In Kazakhstan, the Ministry of Education and Science started a
large-scale project called e-Learning to provide a centralized learning and administrative
platform for secondary schools (“e-Learning,” 2013).

There are benefits and challenges to developing countries that implement
elearning (Gunga & Ricketts, 2007; Mouyabi, 2011; Sife & Lwoga, 2007). Two specific
ways that educational institutions benefit from elearning are improved access to learning
materials and flexibility for students to focus on areas of needs or interests (Alexander,
2001; Bhuasiri et al., 2012; Mouyabi, 2011). Increased access allows students to view the
digital materials at the times of their choosing. The online materials allow the students to

review information and concentrate on topics they need to learn.
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Challenges of providing students with online access to digital materials require
additional work, resources, and expertise on the institution’s part. The ICT department at
the institute should implement a learning environment or platform for the resources and
maintain the system. The faculty’s role is to digitize their materials and place the
resources online in a way that promotes learning. Kamba (2009) explains that Nigerian
universities lack experienced ICT professionals who are capable of supporting elearning
implementation, and the staff and students lack the know-how on using an elearning
system.

Elearning in Kazakhstan

Kazakhstan has many opportunities to use elearning in ways that support the
country’s educational initiatives and overcome barriers. The needs for distance learning
in Kazakhstan include a dispersed population, understaffed and under-resourced schools,
flexible learning opportunities for adult learners, and isolated individuals with physical
disabilities (NUGSE, 2014). One specific way that elearning can help is to provide digital
alternatives to compensate for the lack of physical libraries in high schools (Dalayeva,
2013). The NUGSE report recommends the use of radio and television to reach rural
areas affected by the digital divide, which states that internet access “is available in 99%
of schools, though broadband is available in only 43% of schools” (NUGSE, 2014, p.
45). As a developing nation, Kazakhstan faces problems that are significant barriers to
elearning. The main obstacles to distance learning are “the low level of digital literacy of
teachers, inadequate technical equipment in rural areas and non-system development of

distance learning in universities” (Sapargaliyev, 2012, p. 3).
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The government in Kazakhstan directs and controls elearning projects, some of
which are part of more extensive strategic plans (Abdiraiymova, Burkhanova, &
Kenzhakimova, 2012; NUGSE, 2014; Sapargaliyev, 2011). Additionally, the state has
established standards and regulations for using distance learning and elearning in
Kazakhstani educational institutions (Dalayeva, 2013; Sapargaliyev, 2011). The
education reforms in Kazakhstan for 2015-2020 include exploring elearning options in
over 800 schools and developing the Centers of Excellence programme to “promote and
equip teachers with more versatile pedagogies” (NUGSE, 2014, p. 30). A previous
example of an elearning initiative started under the Ministry of Education and Science
was to create a mobile electronic catalog for the delivery of audio and video lectures to
mobile devices (Sapargaliyev, 2011). Another example is the conference on ICTs in
education carried out by the Ministry of Education (Sapargaliyev, 2011).

Research identifies areas of need in Kazakhstan’s distance and elearning
initiatives that address their educational needs. NUGSE’s (2014) evaluation of
Kazakhstan’s 2015-2020 education reforms offered a critique of their inadequate distance
learning planning. The report states that the authors “were quite surprised not to find any
of the sophisticated approaches to distance education that have been developed at all
levels in countries like Australia and Canada, with similarly widely scattered
populations” (NUGSE, 2014, p. 30). One problem is that some initiatives do not take a
comprehensive approach when using elearning. For example, NUGSE (2014) explains
that while the Centers of Excellence programme trained 10,000 teachers in new

pedagogical methods, the curriculum still reflects traditional approaches to education.
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Furthermore, the report acknowledges training problems with the pilot project to
introduce elearning in 800 schools:
Our limited evidence suggests, however, that few teachers have grasped the
possibilities that web-based learning might offer. In our classroom observations,
teachers still tend to use e-learning resources as an extension of the textbook

rather than as a much more diverse, interactive and challenging resource for
learning. (NUGSE, 2014, p. 30)

Hofstede’s Profile of Kazakhstan
Studies show that culture affects educational progress (Gulati, 2008; Mumtaz,
2000) and that it is a criterion for evaluating elearning readiness (Lopes, 2007). For these
reasons, examining Kazakhstan’s culture can help identify issues with implementing
elearning methodologies in the country.

Problems with Existing Literature

There is limited research on Hofstede’s socio-cultural value dimensions
specifically in Kazakhstan (Ardichvili & Kuchinke, 2002; Ismail & Ford, 2010;
Karibayeva & Kunanbayeva, 2017; Mukazhanova, 2012; Nezhina & lbrayeva, 2013).
Hofstede’s (1984, 1997) five cultural dimensions are power distance (PD),
individualism/collectivism, uncertainty avoidance, masculinity/femininity, and long-
term/short-term planning. Ardichvili and Kuchinke (2002) stated that data on these
cultural dimensions “could not be found” (2002, p. 101) for Kazakhstan. Karibayeva and
Kunanbayeva (2017) note that the PD for Kazakhstan was not available in literature
preceding their study.

Additionally, prior researchers base their claims on assumptions or
generalizations. Chung and Holdsworth (2012) make assertions that Kazakhstan has the

dimensions of “high collectivism, high uncertainty avoidance, high PD and high
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masculinity” (2012, p. 225). However, they arrive at that conclusion based on Kazakhstan
being a collectivist culture from prior research and a conference paper presented in
Anchorage, Alaska in 2000. Vasile and Nicolescu’s (2016) study does not present a
literature review or a basis for their research, but they only report the findings of their
survey. Ismail and Ford’s (2010) examination of the literature on leadership and cultural
dimensions in Central Asia and the Caucasus results in contradictory findings and
generalizations of cultural similarities with Russia and Eastern European countries based
on the shared Soviet heritage.

Mukazhanova’s (2012) master’s thesis notes the lack of empirical data used to
determine cultural dimensions in Kazakhstan. Instead, she explains that the studies
generalize the culture based on geopolitical history. The 2004 GLOBE study (House,
Hanges, Javidan, Dorfman, & Gupta, 2004) puts Kazakhstan with the Eastern European
cluster, which includes the countries of Albania, Georgia, Greece, Hungary, Poland,
Russia, and Slovenia. However, Ismail and Ford (2010) and Mukazhanova (2012) argue
that Central Asian culture is distinctly different from that of Eastern Europe.
Mukazhanova (2012) describes how Kazakh nomadic and tribal history gives the country
distinctions not found in the Eastern European countries. Ismail and Ford (2010) note a
similar sentiment with the GLOBE study in relation to their leadership investigation and
state that a sample should be “from a broad cross-section of countries from Central
Eurasia in a manner that does not confound the outcomes by including these countries in

geographically dissimilar clusters such as Eastern Europe” (2010, p. 330).
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Results from Empirical Studies

Empirical studies attempt to classify Kazakhstan using Hofstede’s socio-cultural
dimensions. The diverse Kazakhstani population adds complexity to providing an
accurate cultural description since the country is multi-cultural. One example is that the
two primary ethnic populations are dissimilar since one is Turkic and Muslim and the
other is Slavic and Orthodox (“Ethnic demography of Kazakhstan,” 2017; Nezhina &
Ibrayeva, 2013), each having their unique history, language, and culture.

Ardichvili and Kuchinke (2002) surveyed 4,200 employees and managers in ten
organizations across six countries and provided human resource development
comparisons using five of Hofstede’s socio-cultural dimensions (Hofstede, 1984, 1997),
which are PD, individualism, masculinity, uncertainty avoidance, and long-term
orientation. Ardichvili and Kuchinke’s (2002) results showed that, as compared to the US
and Germany, the former Soviet Republics of Russia, Georgia, Kazakhstan, and
Kyrgyzstan had significantly lower levels of PD, higher levels of masculinity, and
preferred long-term planning.

Karibayeva and Kunanbayeva (2017) sought to measure the Hofstede’s PD and
verbal index for Kazakh culture. Their method included analyzing the transcripts of
various world leaders’ speeches to look for low and high power level words or phrases.
Word examples include the addresses where the leaders used “I” or “must” as compared
to “we” or “together.” Karibayeva and Kunanbayeva also surveyed 133 participants from
a wide range of industries. They report that the Hofstede PD index in Kazakhstan is 58,

which is medium on the 1-120 PD index scale.
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Nezhina and Ibrayeva’s (2013) empirical study evaluated Hofstede’s culture
dimensions of PD, individualism, and uncertainty avoidance in Kazakhstan as it relates to
cultural acceptance of nongovernmental organizations. They collected quantitative data
from a survey and qualitative data by interviewing 30 individuals. The results of
Hofstede’s cultural dimensions describe Kazakhstan as having high PD (85%), low
individualism (15%), and high uncertainty avoidance (80%).

The survey of the literature indicates that Kazakhstan could have high
collectivism (Chung & Holdsworth, 2012; Ismail & Ford, 2010; Nezhina & Ibrayeva,
2013), high uncertainty avoidance (Chung & Holdsworth, 2012; Ismail & Ford, 2010),
high masculinity (Ardichvili & Kuchinke, 2002; Chung & Holdsworth, 2012), and
preferred long-term planning (Ardichvili & Kuchinke, 2002; Nezhina & Ibrayeva, 2013).
There is not a consensus on the PD, which ranges from high (Chung & Holdsworth,
2012; Ismail & Ford, 2010), to medium (Karibayeva & Kunanbayeva, 2017), to low

(Ardichvili & Kuchinke, 2002).
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CHAPTER THREE: LITERATURE REVIEW
Overview
This chapter provides background information and rationale support for the study.

The major sections are elearning, the technology acceptance model (TAM), learning
management systems (LMS), and data analytics in LMSs. The elearning segment
introduces elearning, explores elearning readiness, and describes elearning success
criteria. The technology acceptance model section gives an in-depth look at the model
and using TAM in cultural, obligatory, and elearning contexts. The segment on learning
management systems describes LMSs as educational tools and presents the justification
for choosing Moodle, which is an open source LMS. The final section discusses data
analytics in LMSs.

Elearning

Defining Elearning

The terms distance learning, elearning, and online learning evolve with the
development of technology. Furthermore, researchers agree conceptually on the terms,
but not on the details. As technology advances, some researchers broaden the definition
to include additional technologies (Means, Toyama, Murphy, Bakia, & Jones, 2009),
while others narrow the terms (Friesen, 2009). Urdan and Weggen (2000) created a
distance education framework to categorize subsets of distance learning. The four layers

that clarify the specificity of distance education, from general to specific, are distance
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learning, elearning, online learning, and computer-based learning (Urdan & Weggen,
2000).

Distance education is an educational setting where distance separates the
instructors and students (Urdan & Weggen, 2000). Urdan and Weggen (2000) defined
distance learning as the delivery of education or training courses “to remote locations via
synchronous or asynchronous means of instruction, including written correspondence,
text, graphics, audio and videotape, CD-ROM, online learning, audio and video-
conferencing, interactive TV, and facsimile” (2000, p. 88). Elearning is a subset of
distance learning that is a “confluence of educational psychology and instructional
design, of educational technology and distance education, and of recent technological
developments related to the Internet and the Web” (Friesen, 2009, p. 6). An important
aspect of Friesen’s (2009) definition is the inclusion of educational methodologies, such
as instructional design methods. With a focus on learning approaches, elearning shows
intentionality instead of the dissemination of information. Garrison and Kanuka (2004)
include the term “thoughtful integration” (2004, p. 96) to describe the incorporation of
online learning experiences in blended learning. Online learning is the next layer of the
distance learning model (Urdan & Weggen, 2000). It describes learning that uses the
specific mediums of network technologies, which are the internet, intranet, and extranet
(Urdan & Weggen, 2000). Means, Toyama, Murphy, Bakia, and Jones (2009) define
online learning “as learning that takes place partially or entirely over the Internet” (20009,
p. 9). They clarify that online learning “excludes purely print-based correspondence
education, broadcast television or radio, videoconferencing, videocassettes, and stand-

alone educational software programs that do not have a significant Internet-based
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instructional component” (Means et al., 2009, p. 9). Downes (2005) argues that elearning
evolves with technology, which explains the variations of the details in the two layers.
Literature indicates that many researchers and practitioners use online learning and
elearning synonymously (Ahmad Al-Adwan & Smedley, 2012; Liaw et al., 2007; Parkes,
Stein, & Reading, 2015; Sife & Lwoga, 2007).

This research project only refers to the top two tiers of Urdan and Weggen’s
(2000) distance learning model with a focus on elearning, which are distance learning and
elearning. This project uses Friesen’s (2009) definition of elearning but excludes the
limitation of using the web since communication technologies, such as WhatsApp, use
the internet and not the web. Therefore, elearning is the “confluence of educational
psychology and instructional design, of educational technology and distance education,
and of recent technological developments related to the Internet” (Friesen, 2009, p. 6).

Elearning Readiness

Successfully implementing elearning methodologies is contingent on many
factors that educators should evaluate before using elearning. These aspects include
assessing the organization’s readiness to adopt the principles and examining criteria to
sustain the initiatives.

Elearning readiness is “the mental or physical preparedness of an organization for
some e-Learning experience or action” (Borotis & Poulymenakou, 2004, p. 1622).
Elearning readiness or preparedness is not a binary value, but a measurement on a scale
(Bessadok & Abdulsalam, 2016; Borotis & Poulymenakou, 2004). Bessadok and
Abdulsalam’s (2016) readiness study in Saudi Arabia revealed a scale of readiness for

students who struggled with elearning. This progression of students contains those who
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have no intention of using elearning without explicit requirements, those who need
convincing that elearning is beneficial, those who are convinced of elearning but have
computer anxiety, and those who faced substantial obstacles and need help overcoming
them.

In addition to being prepared mentally and physically, students must possess
study skills such as time management, critical thinking skills, technical competencies,
and collaborative learning skills. Parkes et al. (2015) evaluated student preparedness on a
generation of students in Australia who are considered technically competent. The
research team argues that being technology-savvy does not mean that students are suited
for studying in online learning environments (Parkes et al., 2015). Their study revealed
four significant findings about the preparedness of these students. First, students were
poorly prepared in balancing their academic responsibilities, work, and personal lives in
an elearning environment (Parkes et al., 2015). Next, the students had low levels of
preparedness related to critical thinking skills and general academic skills (Parkes et al.,
2015). Third, Parkes et al.’s (2015) study showed that students were adequately prepared
in technical competencies relating to the internet. The study results indicate that typical
web-browsing behavior is enough for students to transfer the skill to navigating course
content. Furthermore, Parkes et al. (2015) suggest that students who lack experience
using computer technology might struggle to use an LMS. Finally, students were
moderately prepared for engaging in collaborative learning (Parkes et al., 2015).

Researchers have developed a variety of elearning readiness models for
organizations to gauge the readiness level of various stakeholders or components (Aydin

& Tasci, 2005; Borotis & Poulymenakou, 2004; Chapnick, 2000; Lopes, 2007; Psycharis,
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2005). Chapnick’s (2000) readiness model looks at eight different stakeholders at a
horizontal level within an organization with the aim of simplifying the process. Aydin
and Tasci (2005) developed a table-based model to evaluate an organization’s ability and
willingness to adopt elearning (Mosa, Naz’ri bin Mahrin, & Ibrrahim, 2016). The table
has four rows of elements that are technology, innovation, people, and self-development
to evaluate against three criteria-based columns of resources, skills, and attitudes (Aydin
& Tasci, 2005). Lopes (2007) modified Borotis and Poulymenakou’s (2004) generic
model to focus on higher educational institutes. The factors of Lopes’ (2007) model are
business, technology, content, culture, human resources, and finances. According to
Lopes’ (2007) model, the institute can only accept elearning “if it is aligned with business
aims and objectives and leads to the effective accomplishment of the business aims”
(Mosa et al., 2016, p. 119). Psycharis (2005) uses a tree-like structure to narrow the focus
and systematize all the components in resources, education, and environment. These
factors also have independencies, such as the environment influencing resources and
specifying education (Psycharis, 2005).

A comparison of these models shows their differentiating approaches and
weaknesses. For example, Hashim and Tasir’s (2014) analysis of twelve elearning
readiness assessment studies and instruments showed gaps in assessing readiness. They
argue that most of the elearning readiness instruments that they analyzed lack the criteria
for useful evaluation in emerging countries (Hashim & Tasir, 2014). Mosa et al.’s (2016)
evaluation of ten different elearning readiness models showed that technology was the
common factor in all of them, with eight models listing learners as a factor. Content and

resources were the next most frequent factors, showing up in six studies. Acceptance of
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elearning was part of only two models, which indicates that the researchers did not deem
it as an essential criterion in determining readiness. The comparison of the factors of the
technology aspect of elearning readiness showed that internet access, hardware, and
availability of computers were the top items (Mosa et al., 2016).

The readiness model (Chapnick, 2000) lists eight factors used to measure an
organization’s elearning readiness, which are psychological, sociological, environmental,
human resource, financial, technological skill, equipment, and content readiness. These
criteria intend to answer the questions of (a) can we do this, (b) if we do this, how are we
going to do it, and (c) what are the outcomes and how do we measure them (Chapnick,
2000)? Furthermore, Chapnick (2000) defines the top three common factors among the
models analyzed by Mosa et al. (2016). Psychological readiness considers “the
individual's state of mind as it impacts the outcome of the e-learning initiative,”
technological skill readiness gauges “observable and measurable technical
competencies,” and content readiness deals with “the subject matter and goals of the
instruction” (Chapnick, 2000, p. 2).

Elearning Success Criteria

Research shows that the critical success factors of developing and sustaining
elearning initiatives include a well-designed and functioning elearning system (Holsapple
& Lee-Post, 2006), social presence in the elearning system (Johnson, Hornik, & Salas,
2008), institutional and financial support (McGill, Klobas, & Renzi, 2014), instructors
having a positive attitude (Selim, 2007), and development of the faculty and staff (Sife &
Lwoga, 2007). The general problems in developing nations add complexities to elearning

not seen in the developed countries, which can inhibit best practices in elearning
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(Bhuasiri et al., 2012). Sife and Lwoga (2007) describe the difficulties of integrating
technologies used for elearning in Tanzania and state that “ICTs have not permeated to a
great extent in many higher learning institutions in most developing countries due to
many socio-economic and technological circumstances” (2007, p. 1). Based on Friesen’s
(2009) definition of elearning, the role of ICTs is crucial to elearning.

Bhuasiri et al. (2012) evaluate critical success factors for elearning in developing
countries, with a focus on ICT experts and faculty. Their study determined six
dimensions necessary for implement elearning in developing countries, which are
“learners’ characteristics, instructors’ characteristics, institution and service quality,
infrastructure and system quality, course and information quality, and extrinsic
motivation” (2012, p. 853). Their study also found that the most important factors “were
related to increasing technology awareness and an attitude toward e-learning, enhancing
basic technology knowledge and skills, improving learning content, requiring computer
training, motivating users to utilize e-learning systems, and requiring a high level of
support from the university” (2012, p. 853). Furthermore, their research showed a
difference of importance based on the department’s perspective. For example, ICT
infrastructure and system quality were the faculty’s primary concern, while learner
characteristics were the most important quality of the ICT team.

Technology Acceptance Model

This section describes features of TAM and the model’s purpose to determine the

usage of technology based on user perception. This project uses TAM to determine

student perceptions of elearning.
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Overview

The technology acceptance model (TAM) shown in Figure 2 is a systematic
approach to testing and explaining the user acceptance of a broad range of new-user
information systems (1S) or personal technologies across user populations (Davis, 1989;
Davis et al., 1989). Mathieson’s (1991) research verifies that TAM is also useful for
predicting user intentions to use these technologies. The primary purpose of TAM is “to
provide a basis for tracing the impact of external factors on internal beliefs, attitudes, and
intention” (Davis et al., 1989, p. 985). Davis et al. argue that researchers can use TAM to
determine the aspects of a system that the users find unacceptable and then take
corrective action to correct the identified issues. Legris, Ingham, and Collerette (2003)
show the variety of technologies where researchers have used TAM, such as voice mail,
email, and programming tools. Researchers have also used TAM to investigate user
acceptance in education using various web-based elearning systems (Mun & Hwang,
2003; Ngai et al., 2007; S. Y. Park, 2009; Roca et al., 2006; Wu et al., 2010).

TAM is not without its criticisms or limitations (Christensen, 2013; Chuttur,
2009), but TAM is a highly cited and used model by researchers to determine user
acceptance of various technologies (Chuttur, 2009). Chuttur’s evaluation of prior research
shows that most studies “found significant statistical results for the high influence of
perceived usefulness on behavioral intention to use a specific system,” and the research
“also found mixed results for the direct relationship between perceived ease of use and
usage behavior” (2009, p. 13). Studies using the technology acceptance model developed

by Davis et al. (1989) showed a limitation of TAM by the lack of explaining the reasons
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why a user perceived the system useful or not, which led Venkatesh and Davis (2000) to
extend the model.

TAM is an extensible model that can include external features (Mathieson,
Peacock, & Chin, 2001; Roca et al., 2006). Turner, Kitchenham, Brereton, Charters, and
Budgen’s (2010) survey of empirical TAM studies confirmed that “many of the studies
used modified versions of the TAM rather than the original model” (2010, p. 468).
Venkatesh and Davis (2000) created TAM2 by extending the perceived usefulness
determinant of TAM to include additional factors that provide granularity to explaining
user intention. Venkatesh and Bala (2008) proposed TAM3 to include adding factors to
perceived ease of use and incorporate relationships between other determinants. Other
researchers have extended TAM with the task-technology fit model (Dishaw & Strong,

1999; Klopping & McKinney, 2004).
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Figure 2: The Technology Acceptance Model (TAM) (Davis et al., 1989)

Theoretical Framework

Foundational elements of TAM that determine actual system use are behavioral
intentions (Davis et al., 1989) and attitudes (Davis, 1993). Ajzen and Fishbein (2005)
argue that “people’s behavior follows reasonably from their beliefs, attitudes, and
intentions” (2005, p. 174). A driving factor of behavioral intentions is one’s attitude

(Montano & Kasprzyk, 2008). Davis (1993) explains that Ajzen and Fishbein’s (1975)
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theory of attitudes is an underlying foundation of TAM, which (a) “specifies how to
measure the behavior-relevant component of attitudes,” (b) “distinguishes between
beliefs and attitudes,” and (c) “specifies how external stimuli, such as the objective
features of an attitude object, are causally linked to beliefs, attitudes, and behavior”
(1993, p. 476).

Davis (1986) derived TAM from the theory of reasoned action (TRA) shown in
Figure 3 to evaluate information systems. TRA is a theory of human behavior that
focuses “on theoretical constructs concerned with individual motivational factors as
determinants of the likelihood of performing a specific behavior” (Montano & Kasprzyk,
2008, p. 68). They explain that TRA supposes that behavioral intention is the best
predictor of behavior, “which in turn is determined by attitude toward the behavior and
social normative perceptions regarding it” (2008, p. 68). Davis et al. (1989) revised the
proposed version of TAM (Davis Jr, 1986) to incorporate a feature “capable of explaining
user behavior” (1989, p. 985). This study refers to Davis’ et al. (1989) version as the
original TAM, as do other studies (Turner et al., 2010). While both TRA and TAM
integrate behavioral attitudes, TAM uses the influences from perceived usefulness and
attitude constructs to determine one’s behavioral intentions to use the technology. TAM

omits subjective norm from the TRA model.

Beliefs that behavior leads to Attitude
certain outcomes and the ——p»| toward
evaluations of the outcomes behavior |
Inention |——» Behavior
Norrpau_ve beliefs and I Subjective —,
motivation to comply norm

Figure 3: Theory of Reasoned Action (TRA) (Ajzen & Fishbein, 1980)



31

TAM includes the determinants of perceived usefulness (PU), perceived ease of
use (PEOU), attitude toward using (ATT), and behavioral intention to use (BI). External
factors, such as system design, influence the determinants of PU, PEOU, and BI. Davis
(1993) classifies external factors as “external stimulus,” PU and PEOU as the “cognitive
response,” ATT as the “affective response,” and actual system use as the “behavioral
response” (1993, p. 476). TAM argues “that individuals’ behavioral intention to use an IT
is determined by two beliefs,” which are PU and PEOU (Venkatesh & Bala, 2008, p.
275). Davis (1989) defines PU as “the degree to which a person believes that using a
particular system would enhance his or her job performance” (1989, p. 320). He defines
PEOU as “the degree to which a person believes that using a particular system would be
free of effort” (1989, p. 320).

TAM Limitations

Even though researchers frequently cite (Christensen, 2013; Chuttur, 2009) and
broadly use TAM in a variety of technology-related fields (Legris et al., 2003), research
reveals the limitations of TAM. Known limitations are weak predicting factors, lacking
verification of TAM predictions with objective data, using TAM in obligatory contexts,
and applying TAM in different cultures. These limitations directly connect to the context
of this study.

Examining TAM’s Weak Prediction Factors

Studies show that certain TAM factors are not reliable predictors, notably that
PEQU could be a weak predictor (King & He, 2006; Lee et al., 2005; Turner et al., 2010).
Turner et al. (2010) performed a systematic literature review of empirical TAM studies

and sought “to determine to what extent the TAM and its revisions have been validated
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for prediction of actual usage” (2010, p. 465). Out of the 79 empirical TAM studies that
met their criteria, their results show “that Bl is a better predictor of actual usage than
either PU or PEU” (2010, p. 470), with PEOU being the worse predictor of actual usage.
Turner et al. also note that “All TAM variables are worse predictors of objective usage
than subjective usage” (2010, p. 470). Furthermore, their findings indicate that most
studies only examined subjective measurements but lacked the objective measurements
of actual system usage. They conclude “that it is important to measure actual use
objectively as there is a difference in the relationship between the TAM variables and
subjective and objective measures of actual technology use” (Turner et al., 2010, p. 471).

King and He (2006) performed a statistical meta-analysis of 88 published TAM-
based studies, and their overall conclusion is “that TAM is a powerful and robust
predictive model” (2006, p. 751). They note: (a) PU and BI are highly reliable and can be
used in a variety of contexts; (b) TAM correlations have considerable variability, but
moderator variables can help to explain the effects; and (c) PU profoundly influences Bl,
which captures much of the effect of PEOU, however, PEOU directly impacts Bl in
internet applications.

Another limitation described by Turner et al. (2010) is that predicted usage by
TAM does not automatically transfer to actual usage. Keung, Jeffery, and Kitchenham
(2004) perform a follow-up study of the acceptance of new software cost estimation
technology in small software organizations. Keung et al. explain the initial TAM results
indicated that users held positive indications about adopting the software. The actual
usage results one year after implementing the new software showed almost zero usage.

Problems with the software adoption included difficult-to-use software, lack of technical
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support, software that fails to meet the required needs, and the mismatch between the
training and company needs (Keung et al., 2004). They argue that “there is a need for
more work in the area of early prediction of future usage of a technology” and that TAM
might not be “a valid measure for predicting future usage of a technology unless people
have experience of using the technology” (2004, p. 58). They recommend assessing the
impact of introducing new technology and the plan for implementation (Keung et al.,
2004).

Using TAM in Obligatory Contexts

Researchers note that TAM studies primarily focus on the voluntary usage of IS
but give little attention to technology acceptance in mandatory environments (S. A.
Brown, Massey, Montoya-Weiss, & Burkman, 2002; Chuttur, 2009). Studies that
evaluate using the original TAM in mandatory settings show differences of the user
behavioral intention between those in voluntary settings and those in mandatory settings
(S. A. Brown et al., 2002; Hartwick & Barki, 1994). For example, Hartwick and Barki
(1994) note a difference between user participation and involvement depending on
whether the usage is mandated or voluntary, with the relationship being important only
for optional use. In obligatory usage situations, Hartwick and Barki argue that researchers
need to locate other success criteria since “the mandatory nature of usage makes it
meaningless as an indicant of system success” (1994, p. 454).

S. A. Brown et al.’s (2002) study demonstrated that the relationship between
attitude and behavioral intention was not statistically significant. S. A. Brown et al.
theorize that in cases of employment, the employees will use the system as long as they

remain employed regardless of perceptions. Furthermore, their data showed non-
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significant relationships between the paths of perceived usefulness to behavioral intention
and attitude to behavioral intention. To this point, they state that the “Users intend to use
the system because they are mandated to do so—perceived behavioural control and
subjective norm serve to reinforce this intention” (S. A. Brown et al., 2002, p. 290).

Studies on voluntariness in TAM2 and TAM3 show that the subjective norm
determinant has a different effect on behavioral intention based on whether the system
use is voluntary or mandated (Venkatesh & Bala, 2008; Venkatesh & Davis, 2000).
Subjective norm is “the degree to which an individual perceives that most people who are
important to him think he should or should not use the system” (Venkatesh & Bala, 2008,
p. 277). In TAM2, Venkatesh and Davis (2000) proposed adding the voluntariness
construct to address findings from research such as S. A. Brown et al.’s (2002) and
Hartwick and Barki’s (1994). Venkatesh and Davis’s (2000) study included testing four
different environments; two included mandatory usage, and two included voluntary
usage. Their research revealed that “subjective norm had a direct effect on intentions for
mandatory, but not voluntary, usage contexts” (Venkatesh & Davis, 2000, p. 198),
indicating that these two groups exhibit different motivations for their behavioral
intentions. Venkatesh and Bala (2008) further tested the voluntariness determinant during
the development of TAM3. Their research showed “that the effect of subjective norm on
behavioral intention was stronger in a mandatory context” (Venkatesh & Bala, 2008, p.
290).

Rawstorne, Jayasuriya, and Caputi (2000) describe contexts, such as banking or
health care, where using a particular information system is mandatory, and they

attempted to predict system usage. In a hospital environment, Rawstorne et al. studied
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three different behavioral intentions on the compulsory use of a patient care information
system. These three distinct usages were (a) updating the care plans as changes occurred,
(b) using the care plans for planning care delivery, and (c) using the care plans as an
educational tool for students and new graduates (Rawstorne et al., 2000, p. 39). Their
results showed that TAM failed to predict the behavior of the first usage case, but
successfully predicted the usage of the second and third cases.

Using TAM in Different Cultures

Researchers note the need to explore TAM in different cultures using Hofstede's
(1980, 1984) cultural dimensions (McCoy et al., 2007; Straub et al., 1997) other than in
the North American context where it was developed because predictions are not
consistent. For example, Straub et al. (1997) confirm that TAM is suitable for the United
States and Switzerland, but not for Japan. Straub et al. note that Japan’s cultural
tendencies of more uncertainty avoidance and greater power distance are different from
those of the other two countries. McCoy et al. (2007) evaluated TAM using respondents
from 24 different countries. McCoy et al. tested the significant path coefficients for the
TAM relationships of PU — BI, PEOU — BI, and PEOU — PU according to the four
cultural dimensions of uncertainty avoidance (UA), power distance (PD),
masculinity/femininity (MF), and individualism/collectivism (IC). They describe the
following implications:

Knowing that TAM failed for individuals low in UA could be an important clue

that only certain people are sensitive to PU and PEU. Likewise, the failure of key

TAM relationships for individuals with high PD, individuals high in Masculinity,

and individuals high in Collectivism provides further clues of differences in user
sensitivity to TAM constructs. (McCoy et al., 2007, p. 88)
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Conversely, studies show researchers using TAM in diverse cultural contexts,
including Africa (I. T. Brown, 2002; N. Park et al., 2009), Asia (S. Y. Park, 2009; T. Teo,
2011), Australia (Rawstorne et al., 2000), Europe (Padilla-MeléNdez et al., 2013; Roca et
al., 2006; Sumak et al., 201 1), the Middle East (Baker et al., 2010; Tarhini et al., 2013,
2014), and North America (Agarwal & Karahanna, 2000; Kelly, 2014; Yang & Yoo,
2004). TAM studies in non-North American contexts range from determining if the
model applies to a specific culture to studies that do not mention any cultural
implications. The first category is researchers who focus on discovering if TAM applies
to a particular context (Al-Gahtani, 2001, 2016; Tarhini et al., 2017). Next are studies
that give attention to cultural aspects or confirm that the context is suitable to TAM based
on prior research (Alharbi & Drew, 2014; 1. T. Brown, 2002). A third category is those
who merely mention limitations of TAM in different cultures (Hsu & Lu, 2004; T. Teo,
2010; Wu et al., 2010) but operate assuming that TAM produces valid results. The final
category of TAM studies in non-North American contexts makes no mention of cultural
aspects (Lee et al., 2005; Ngai et al., 2007; N. Park et al., 2009; Sumak et al., 201 1).

Examples of using TAM in different cultures include Chen et al. (2017) who used
an extended TAM to investigate WeChat gamers in Mainland China for the determinants
that affect user intention to engage in mobile social gaming. Ngai et al. (2007) used TAM
to examine student acceptance of WebCT in Hong Kong. Using TAM, S. Y. Park (2009)
analyzed South Korean students’ behavioral intent to use elearning. In Singapore schools,
T. Teo (2011) used TAM to evaluate the factors that influence teachers to use technology.
N. Park et al. (2009) used TAM to assess user acceptance in developing countries, which

included participants in Africa, Asia, and Central and South America. Furthermore,
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researchers have conducted TAM studies on LMSs in Saudi Arabia (Al-Gahtani, 2016;
Alharbi & Drew, 2014).

Some studies that test TAM in cultures different from North America confirm the
model’s use in that context without modification. One example is Al-Gahtani’s (2001)
investigation on the applicability of TAM outside of North America using the United
Kingdom as the context for the study. Al-Gahtani reports that the results of the research
confirmed that TAM is applicable in the UK, and the analysis is consistent with prior
research. Principally, Al-Gahtani details that (a) “perceived usefulness is a key
intervening variable that links external variables with perceived ease of use, attitudes, and
IT acceptance,” (b) “perceived ease of use has a strong positive effect on perceived
usefulness,” and (c) “perceived usefulness has a stronger positive effect on attitudes
toward using” (2001, p. 44). Other examples are studies in Lebanon (Tarhini et al., 2013,
2017) that seek to test the moderating factors of the culture by exploring the social norm
and quality of work life. Tarhini et al. (2013) conclude that their research “supports the
applicability and validity of TAM in an educational context and in the developing
countries” (2013, p. 736). Their (2017) study concludes that “TAM is applicable to e-
learning acceptance within the Arab culture, exemplified here in Lebanon™ (2017, pp.
321-322).

Some studies show results that are different than expected, such as I. T. Brown’s
(2002) results which indicate that PEOU has stronger relevance than PU in South Africa.
He explains that researchers have extensively studied the PEOU factor in commercial
environments or developed countries, but there is a lack of research on PEOU in

developing countries. 1.T. Brown (2002) investigated the effect of PEOU of web-based
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technologies in a South African learning environment. The participants were first-year
university students with limited experience in internet technologies, and the majority
were studying in a foreign tongue. I.T. Brown’s (2002) conclusions show that PEOU is
the dominant factor, outweighing PU. The relevant PEOU features for a web-based
learning context where students are functioning in a non-native language are “technology
characteristics (ease of finding and ease of understanding) and individual user
characteristics (self-efficacy and computer anxiety)” (I. T. Brown, 2002, p. 12). To
address the results that “ease of finding and ease of understanding were significant
influences on perceived ease of use” (I. T. Brown, 2002, p. 11), the study recommends
implementing web-based systems that are easy to navigate. Additionally, the research
suggests creating instructional material that uses text that one can easily understand or to
provide additional explanations for unfamiliar terms and avoid colloquialisms (I. T.
Brown, 2002).

Researchers using TAM with cultural dimensions different from that of North
America do not give adequate attention to discussing the impact of culture on TAM as
evidenced in Table 7. Fifteen of the thirty-one TAM studies made zero mention of culture
or culture-related implications. Four studies had at least one citation to address a cultural
issue of the context. Five of the studies included “culture” in the limitations of the study
but did not include any citations or specifics. For example, a study in Singapore states
that “Such cross-cultural studies have the potential to not only validate the applicability
of the TAM in different cultures but add insights to our understanding of technology
acceptance by educational users from different cultures” (T. Teo, 2010, p. 77). An

investigation in Taiwan concluded that "Other samples from different nations, cultures,
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and contexts should be gathered to confirm and refine the findings of this study" (Wu et
al., 2010, p. 163). Additionally, a study from Spain noted limitations to include that
“users were from different countries, cultural differences might be reflected in our results,
thus, users may vary considerably from culture to culture in satisfaction formation and

technology acceptance” (Roca et al., 2006, p. 693).

Table 3: TAM Studies Not Listing Cultural Support
Study Context Cultural Mention

(Keung et al., 2004) Australia No mention
(Rawstorne et al., 2000) Australia No mention
(Chen et al., 2017) China No mention
(N. Park et al., 2009) Developing world No mention
(Tselios et al., 2011) Greece No mention
(Lee et al., 2005) Hong Kong No mention
(Ngai et al., 2007) Hong Kong No mention
(Shroff et al., 2011) Hong Kong No mention
(Sumak et al., 2011) Slovenia No mention
(S. Y. Park, 2009) South Korea No mention
(Stantchev, Colomo-Palacios, Spain No mention
Soto-Acosta, & Misra, 2014)

(Liaw et al., 2007) Taiwan No mention
(Liaw et al., 2008) Taiwan No mention
(Lin & Lu, 2000) Taiwan No mention
(Schoonenboom, 2014) The Netherlands No mention

Notes: These studies are outside of the North American context.
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Table 4: TAM Studies Listing Cultural Support
Study Context Cultural Mention
. Inclusion in closing remarks or
(T. Teo, 2010, 2011) Singapore neuston h closing rem
limitations with no citation
. Inclusion in closing remarks or
R l,2 n o . .
(Roca etal., 2006) Spal limitations with no citation
. Inclusion in closing remarks or
(Hsu & Lu, 2004) Taiwan . .u I. ! . ng o
limitations with no citation
(Wuetal, 2010 Tawan  inclusionin closing remarks o
limitations with no citation
(Amer Al-Adwan et al., Jordan One paragraph describing cultural
2013) limitations with two citations
The introduction contains references
(Tarhini et al., 2013) Lebanon and information on the need to test
TAM in developing countries.
: : : Confirmed TAM t f ifi
(Alharbi & Drew, 2014) Saudi Arabia ontirme SUPPOTL IO Specthic
culture
(T.S. Teo, Lim, & Lai, Singapore Referenced one article pertinent to the
1999) gap study that relates to TAM and culture
(Padilla-MeléNdez et al., Spain Referenced one article about a cultural
2013) P dimension relating to TAM
(Tarhini et al., 2014) Lebanon Inclusion of cultural dimensions
(Tarhini et al., 2017) Lebanon Inclusion of cultural dimensions
(Al-Gahtani, 2016) Saudi Arabia Inclusion of cultural dimensions
(Baker et al., 2010) Saudi Arabia Inclusion of cultural dimensions
(I. T. Brown, 2002) South Africa Inclusion of cultural dimensions

(Al-Gahtani, 2001)

UK

Inclusion of cultural dimensions

Notes: These studies are outside of the North American context.
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The Influence of Culture on TAM

Research indicates that TAM is not a consistent predictor across cultures based on

Hofstede's (1980) cultural dimensions. Table 5 shows the results from McCoy et al.’s

(2007) study.
Table 5: Expected Significant TAM Paths (McCoy et al., 2007)
PU — BI PEOU — BI PEOU — PU Hofstede's (1980) Dimension

No? No? Yes High power distance (PD)
Yes Yes Yes Low power distance
Yes No P Yes High collectivism
Yes Yes Yes Low collectivism
Yes Yes Yes High uncertainty avoidance
No No ° No Low uncertainty avoidance
Yes No¢ Yes High masculinity
Yes Yes Yes Low masculinity

a. Supported by Huang, Lu, & Wong (2003).

b. Supported by Abbasi, Tarhini, Elyas, and Shah (2015).

c. Supported by Sanchez-Franco, Martinez-Lopez, & Martin-Velicia (2009).
d. Supported by Srite & Karahanna (2006).

Huang, Lu, & Wong (2003) explore the impact of PD in the People’s Republic of
China. Their operating definition of PD is “the extent to which unequal distribution of
power in an organization is accepted by members of the organization” (2003, p. 93).
Their findings show that high PD can negatively influence the PU value of a specific
technology. For example, Huang et al. theorize that “an individual's perception of PD in
workplaces may render him or her to think that the use of email is not desirable [because]
email may reduce reverence to superiors or make superiors feel less authoritative”
(Huang et al., 2003, p. 98). The work of Huang et al. (2003) supports McCoy et al. (2007)
by showing that PU and PEOU are not accurate predictors of Bl in cultures with high PD.

Abbasi, Tarhini, Elyas, and Shah (2015) sought to determine the impact of

individualism and collectivism on TAM by using participants in the collectivist cultures
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of Pakistan and Turkey. They work under the theory that the belief in PU influences the
behavior of persons in individualistic cultures, and conversely, that PEOU is a better
predictor of usage for individuals in collectivistic cultures because “decisions to accept
something is based on the group’s decision” (2015, p. 752). First, they conclude that PU
had a strong effect on BI, which “suggests that individuals are likely to accept technology
because of the functions it performs (i.e., relative advantages)” (2015, p. 760). Next, they
note the insignificance of PEOU on Bl and explain that individuals were accepting of the
technology because of its functionality regardless of if the technology was hard to use
(Abbasi et al., 2015). The work of Abbasi et al. (2015) supports McCoy et al. (2007) by
confirming PEOU is not an accurate predictor of Bl in cultures high in collectivism.
Sanchez-Franco, Martinez-Lopez, & Martin-Velicia (2009) evaluated the impact
of individualism and uncertainty avoidance on a user’s attitude about web-based
electronic learning. They used Hofstede’s (1991) dimension of uncertainty avoidance,
which is “the extent to which the members of a culture feel threatened by uncertain or
unknown situations” and work under the assumption that educators in a high uncertainty
avoidance culture “are more likely to avoid accepting ICT because of the uncertainty and
ambiguity involved” (Sanchez-Franco et al., 2009, p. 591). Their research concludes that
PEOU has a negative effect on BI. In practical terms, they state that “uncertainty
avoidance societies may not be willing to accept a difficult and irritating interface”
(Sanchez-Franco et al., 2009, p. 596), which supports McCoy et al.’s (2007) work that
PEQU is not an accurate predictor of Bl in cultures with uncertainty avoidance. Contrary

to McCoy et al., Sdnchez-Franco et al.’s study showed that PU is a strong predictor of BI.
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Srite & Karahanna (2006) determined the impact of masculinity/femininity values
on technology acceptance. They describe individuals with masculine values as those who
“emphasize work goals such as earnings, advancement, competitiveness, performance,
and assertiveness” (2006, p. 682). Conversely, Srite & Karahanna describe those with
feminine values as tending “to emphasize personal goals such as a friendly atmosphere,
comfortable work environment, quality of life, and warm personal relationships” (2006,
p. 682). Their findings reveal that “masculinity/femininity values did not moderate the
relationship between perceived usefulness and behavioral intention,” but moderated “the
relationship between perceived ease of use and behavioral intention” (Srite & Karahanna,
2006, p. 679). These results support McCoy et al. (2007) by confirming that PEOU is not
an accurate predictor of Bl in high masculine cultures.

TAM in Elearning Contexts

Regardless of the TAM’s limitations, educational researchers have used TAM to
evaluate the acceptance, satisfaction, or intention to use elearning (Al-Gahtani, 2016; S.
Y. Park, 2009; Roca et al., 2006), blended learning (Padilla-MeléNdez et al., 2013;
Tselios et al., 2011), e-portfolio systems (Shroff et al., 2011), a digital library system (N.
Park et al., 2009), web-based systems (Lee et al., 2005; Mun & Hwang, 2003), LMSs
(Alharbi & Drew, 2014; Ngai et al., 2007), open education resources (Kelly, 2014), and
technology in education (T. Teo, 2011).

In the context of elearning, S. Y. Park (2009) defines PEOU as “the extent to
which one believes using e-learning will be free of cognitive effort” (2009, p. 152).
External variables such as navigation issues, lack of intuitive design, or unclear

instructional materials affect the learner’s perceived ease of use. S. Y. Park (2009)
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defines PU as “the extent to which a university student believes using e-learning will
boost his or her learning” (2009, p. 152).

S. Y. Park (2009) used TAM to analyze student perception of elearning in fully
online courses in a higher education context. He noted issues that inhibit implementing
elearning at universities and argues that a significant point is “identifying the critical
factors related to user acceptance of technology” (2009, p. 150). He reasoned that
researchers should base one area of inquiry on understanding “how students perceive and
react to elements of e-learning” (2009, p. 150). His study confirmed that using TAM is “a
useful theoretical model in helping to understand and explain behavioral intention to use
e-learning” (2009, p. 158). The results showed that the most important TAM construct
that affects the students’ behavioral intention to use elearning was self-efficacy. The next
most important construct was subjective norm, which affects behavioral intention and
attitudes. The study notes that PU and PEOU had no direct effect on the students’
intention to use elearning, but the determinants influenced their attitudes toward elearning
(S. Y. Park, 2009).

Lee et al. (2005) used a modified version of TAM to examine the role of extrinsic
and intrinsic motivating factors to determine the student acceptance of an internet-based
learning medium (ILM). The extrinsic motivation factors use the PEOU and PU
constructs, and the intrinsic motivators used the perceived enjoyment construct. They
explain that supporting and improving student learning is a primary goal of using an ILM
since “user acceptance and usage are important primary measures of system success”
(Lee et al., 2005, p. 1096). Their results showed that perceived usefulness and perceived

enjoyment were important factors in affecting student attitude and intention to use ILM.
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Lee et al. (2005) noted that PEOU was not a significant contributor to student attitude,
but PEOU indirectly influenced behavioral intention through perceived usefulness and
perceived enjoyment.

Mun and Hwang (2003) evaluated student acceptance of Blackboard using TAM.
Like Lee et al. (2005), Mun and Hwang noted that actual system use is a success factor of
IS, but explain that student use of Blackboard was voluntary. This project used an
extended version of TAM to include the determinants of enjoyment, learning goal
orientation, and self-efficacy (Mun & Hwang, 2003). Their study showed that enjoyment,
learning goal orientation, and self-efficacy were relevant factors of user acceptance. Mun
& Hwang (2003) note that ease of use was not a significant determinant.

Ngai et al. (2007) extended TAM to examine student acceptance of WebCT in a
higher education context where using the system is mandated. They added a technical
support determinant as an external influencer to both PEOU and PU. In evaluating
WebCT for both teaching and learning, the goals of their research were threefold: (a) “to
determine the current usage of WebCT;” (b) “identify the factors affecting the acceptance
of WebCT;” and (c) “develop a model for the acceptance of WebCT in Hong Kong for
higher education based on the TAM” (Ngai et al., 2007, p. 251). Their results show that
technical support played a significant role in affecting both PEOU and PU. Additionally,
their analysis shows a weak direct effect on actual system usage and that “a positive
attitude among students towards WebCT may not generate an increase in the actual use of
the system if lecturers do not require them to use the system” (Ngai et al., 2007, p. 263).
They theorize that this weak connection could be from a compulsory use of WebCT since

the students did not have a choice. They confirm the use of TAM in an educational
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context to evaluate LMS usage as they state that their investigation “provides further
evidence of the appropriateness of applying TAM to measure the acceptance of WebCT
in higher education” (Ngai et al., 2007, p. 263).

TAM Dimension Descriptions

Educational researchers frame the TAM factors in an LMS context to show
relevance to the education environment.

Dimensions of PEOU relate to how well the user can navigate the LMS and
accomplish his or her intended goal (S. Y. Park, 2009), which includes navigating to the
desired module and performing the particular action, such as playing the video or locating
the sought after learning materials.

Dimensions of PU relate to items that affect the learner’s ability to learn from the
LMS (S. Y. Park, 2009). Additional factors such as the quality of content,
meaningfulness of interaction with the system, or factors such as the quality of the video
and sound influence perceived usefulness. For the learner to find the LMS useful, he or
she will need to find equal or more value in using the LMS (S. Y. Park, 2009) as
compared to the student’s usual way of acquiring knowledge in a traditional learning
environment. In other words, the LMS provides the student with more significant
learning opportunities than the learner would otherwise have.

Dimensions of ATT relate to the user’s positive or negative feeling concerning the
use of the LMS, with an intention to act a certain way (Han & Shin, 2016; McGill &
Klobas, 2009). Examples of emotions relating to the LMS used in prior research are
levels of confidence (Liaw et al., 2008) and enjoyment (Ngai et al., 2007; Padilla-

MeléNdez et al., 2013), the sense of it being a good or bad idea (Alharbi & Drew, 2014;
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Ngai et al., 2007), and making a positive or negative evaluation (McGill & Klobas, 2009;
S. Y. Park, 2009; Stantchev et al., 2014).

TAM Results from Different Countries

A survey of previous TAM studies in educational and non-educational contexts
displayed in Tables 6-8 provides the direct effects of the TAM factors. Table 6 lists
studies in educational settings that show the ATT construct. Nine of these thirteen
projects show that PU has the highest influence on ATT. Four of the studies illustrate that
PEOU has a higher impact on PU than PU does on ATT. Six of the studies reveal that
PEOU has the most significant influence, which relates to PU. Tables 6 and 7 are ordered
firstly according to studies where PU has the highest direct effect on ATT and then
secondly according to the studies where PEOU has the most influence on ATT.

Table 8 shows studies that reported results without the ATT construct, most of
which are from non-educational settings. This project refers to TAM without the ATT
factor as the simplified TAM model. Nine of these findings illustrate that PU has the
highest influence on BI. Four of the studies show that the PEOU factor has the highest

impact.
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Table 6: Direct Effects using Educational Studies (Original TAM)

PEOU PEOU PU PU ATT
—-PU — ATT - ATT —BI —BI

Study and Context

Blended learning; male subjects; Spain

> 06 76 93 (Padilla-MeléNdez et al., 2013)
.23 37 75 - - LMS; Hong Kong (Nagai et al., 2007)
A7 14 .68 28 - LMS; Slovenia (Sumak et al., 2011)

Blended-learning; female subjects; Spain
(Padilla-MeléNdez et al., 2013)
Elearning; South Korea

(S. Y. Park, 2009)

MM Learning System; North America
(Saadé, Nebebe, & Tan, 2007)

Students learning to use IS tools; North
America (Yang & Yoo, 2004)
Technology use in education; Singapore

43 34 .55 - .62

12 .20 .53 - .23

51 - 52 12 .53

48 22 .50 - .26

oo 4 ] " (T.Teo, 2010)

51 - 39 19 35 Zrllteegrzt;zj\szegoge)arnlng, Hong Kong
R

53 42 30 99 50 ;I'_I(_e.c:_zzfozgoyli)se in education; Singapore
o i S (EAI?LTZE:/JAZT/:: :t al., 2013)

71 30 i i _ E-portfolio; Hong Kong

(Shroff et al., 2011)

a. Considered a developing nation.

All values are significant at p < 0.05.

A dash means the results were not reported or not significant.
Ordered by: PU — ATT; PEOU — ATT.
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Table 7: Direct Effects using non-Educational Studies (Original TAM)

PEOU PEOU PU PU ATT
—-PU — ATT - ATT —BI —BI

Study and Context

Corporate software; North America

A7 - : - 12 .
93 (Dishaw & Strong, 1999)

Corporate use of a computer with a GUI;

74 .26 47 .20 41 North America
(Agarwal & Prasad, 1999)

23 57 14 .99  Online games; Taiwan (Hsu & Lu, 2004)
Mobile gaming; China (Chen et al.,

37 .10 .87 2017)°
77 i 93 i 79 Corporate software; North America

(Dishaw & Strong, 1999)

a. Considered a developing nation.

All values are significant at p < 0.05.

A dash means the results were not reported or not significant.
Ordered by: PU — ATT; PEOU — ATT.
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Table 8: Direct Effects (Simplified TAM)
PEOU PEOU PU— Bl — Study and Context
— PU — BI Bl Actual
Corporate software; North America
. A . - .
63 3 65 (Davis, 1993)
19 ) 64 ] Digital library system; Africa, Asia, and
' ' Central/Latin America ® (N. Park et al., 2009)
Ecommerce; North America
- A . . . ’ .
> 62 38 (Klopping & McKinney, 2004)
Corporate software; North America
.30 A7 : 52 .
% (Venkatesh & Davis, 2000)
] 31 48 ] WWW:; North America
' ' (Agarwal & Karahanna, 2000)
- 22 46 19  LMS, North America (Mun & Hwang, 2003)
21 .25 37 - Elearning; Saudi Arabia ? (Al-Gahtani, 2016)
Medical system; Australia
38 32 33 35 (Rawstorne et al., 2000)
Internet users; Singapore
. A1 . -
35 o 19 (T.S. Teoetal., 1999)
Banking software; North America (S. A.
63 99 17 ) Brown et al., 2002)
.33 48 .38 .34 Websites; Taiwan (Lin & Lu, 2000)
Computers in the workplace; Saudi Arabia
17 . 24 -
38 (Baker et al., 2010)
81 ) ] 79 Open education resources; North America

(Kelly, 2014)

a. Context is considered in the developing world.
All values are significant at p < 0.05.
A dash means the results were not reported or not significant.
Ordered by: PU — BI; PEOU — BI.
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Learning Management System
The third major section to discuss is learning management systems because this
project uses one as the primary educational tool to facilitate the blended-learning course.

Overview of LMSs

An LMS is a generalized term for an all-in-one online system that has
administrative and learning features to benefit both the educator and the student. Lonn
and Teasley (2009) describe an LMS as a collaborative web-based system for instructors
and students to share class resources, provide assignment submissions and feedback, and
to communicate with each other. This research project uses Watson and Watson’s (2007)
concept of an LMS with the focus on learning as “the framework that handles all aspects
of the learning process” (2007, p. 28). Given the nature of an LMS, one can use it
exclusively for administrative work or entirely to support student learning. Educators
who use an LMS commonly include both the administrative and learning aspects
(Oliveira, Cunha, & Nakayama, 2016).

Due to the multiplicity of what an LMS encompasses, the term is often
misunderstood and misused (Watson & Watson, 2007). The term LMS is one of several
other labels that researchers have coined over the years to define similar activities, but
each with their particular focus. For example, Greenberg (2002) argues that the focus of
an LMS is for managing learners and tracking their progress, while the emphasis of a
learning content management system (LCMS) is on the learning content. Some of the
other terms are a course or content management system (CMS), a virtual learning

environment (VLE), or an integrated learning system (ILS).
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One could argue that the modern-day LMS is a comprehensive framework that
includes many of the unique features of the early systems, such as incorporating
advanced course management and learning tools. One example is Blackboard’s transition
from a course management system to the contemporary LMS. An archived version of
Blackboard’s website described itself as the “the most widely-adopted course
management system among U.S. postsecondary institutions” (“Blackboard Inc.,” 2006,
para. 3). Watson and Watson’s (2007) survey of the early LMS field helped to define the
core features of an LMS. Some of these notable features they mention are integration
with the university’s administrative systems, content creation and delivery, assessments,
adherence to technical standards, such as SCORM and AICC, incorporating features of a
CMS, customized learning, and creating a learner-centered environment. They argue that
the modern-day LMS needs to incorporate constructivist-based instruction, to improve
collaborative work, to enhance personalized features for the student that include
personalized assessment and adapting to the learner’s needs, to become systemic as part
of the academic infrastructure, and to improve access to learning resources (Watson &
Watson, 2007).

An LMS is primarily a collection of tools that educators can use to support
teaching and learning (Coates, James, & Baldwin, 2005). These tools allow the user to
post announcements, create assignments, share content, upload files, engage in
synchronous chat, facilitate asynchronous discussions, display the course schedule, or
provide a platform for collaborative work on a wiki (Lonn & Teasley, 2009). Educators
use LMSs in versatile ways to supplement face-to-face classes (Lonn & Teasley, 2009),

create blended-learning courses (Dias & Diniz, 2014; Georgouli, Skalkidis, & Guerreiro,
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2008), use as a massively open online course (MOOC) platform (Kop, Fournier, & Mak,
2011), engage mobile learners (Han & Shin, 2016), deliver fully online classes (S. Y.
Park, 2009), use as personal learning environments (PLE) (Garcia-Pefialvo, Conde, Alier,
& Casany, 2011), or include external “social software to build an interactive and
collaborative e-learning platform” (Du, Fu, Zhao, Liu, & Liu, 2013, p. 18).

Regardless of the versatility of an LMS and its collection of tools, research shows
limitations with LMSs to include technical constraints of the platform. These constraints
can lead to ineffective use of the available tools to create a student-centered learning
environment (Garcia-Pefalvo et al., 2011; Stantchev et al., 2014). One solution is to
integrate external tools into the LMS to create a context focused on the student (Conde et
al., 2014; Du et al., 2013; Garcia-Pefialvo et al., 2011) or to replace the built-in feature
with a cloud-based solution that provides a better learning experience (Stantchev et al.,
2014). Garcia-Pefialvo et al. (2011) argue that LMSs need to be open and flexible to
adapt to new technologies.

LMS platforms continue to change with ICT and software development practices.
Conde et al. (2014) explain that even as development brings changes to web technologies
that can enhance student learning, institutions may not adapt to these changes. They list
four reasons why educators fail to adopt or actually use these ICT advancements: (a)
some educational institutions resist including newer technologies in formal environments;
(b) other establishments push these technologies even when they are not required or not
the correct solution for the given problem; (c) disparity of digital literacies among
students make adapting to these technologies problematic; and (d) educational institutions

favor using the LMS for administrative purposes more than using it for student-centered
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learning. Furthermore, ICT changes happen at a pace that LMS vendors are unable to
match. One example is the lack of LMS support of web 2.0 tools (Conde et al., 2014).
Web 2.0 tools are often complex web applications that the LMS does not need to
replicate, nor is it practical to do so. Instead, one can include external web 2.0
applications in the LMS (Conde et al., 2014; Du et al., 2013). Some of these tools, such
as Piazza and Twitter, are available through Learning Tools Interoperability (LTI) apps,
which directly connect the LMS to the web application to provide functionality without
building them into the LMS (Alier, Guerrero, Gonzalez, Penalvo, & Severance, 2010;
Mott, 2010).

Prior Educational Uses of LMSs

Educators demonstrate the versatility of LMSs by using them in various ways and
with different external tools and instructional designs. Conde et al.’s (2014) pedagogical
approach used external web 2.0 applications with Moodle to facilitate a student-centered
approach. They used Twitter, Flickr, and WordPress as the web 2.0 tools in the study.
Conde et al. (2014) assert that the instructor could assess the student work done in the
external applications, rather than doing all of the work in the LMS. Conde et al. used
Hootsuite to evaluate the interaction of the students’ use of Twitter. These tools allowed
Conde et al. (2014) to provide a more authentic learning experience other than was
available in the LMS. Conde et al. argue against fully integrating tools such as these since
it would change the context and could lessen the learning potential. They recommend that
instructors facilitate the use of “external learning activities based on 2.0 Web tools”

(Conde et al., 2014, p. 200) to improve student learning. In this type of scenario, Watson
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and Watson’s (2007) overview of an LMS holds true since the LMS is the framework
that facilitates student learning.

Du et al. (2013) used external tools with an LMS to create an interactive and
collaborative elearning platform to facilitate a collaborative working environment. They
based their theoretical background on social learning, which combines cognitive,
constructive, and social process (Du et al., 2013). They acknowledge the benefits of the
traditional approach to elearning using an LMS, but they also recognize the usability gap
between the collaborative functionality of built-in tools in the LMS and the functionality
of external web 2.0 tools. They propose creating a hybrid LMS that combines
collaborative and social functionality with the existing capabilities of the LMS. Their
model includes also creating a personalized space for the user to collaborate and interact
with others to share, tag, or comment on resources (Du et al., 2013).

Georgouli et al. (2008) explore a learner-centered method for using an LMS in a
traditional course to create a blended-learning course. They enhanced traditional
pedagogical approaches “to deliver the educational material, to activate eXisting
knowledge, to produce and apply new knowledge, to support the community and to
motivate the students” (2008, p. 238). Georgouli et al. argue that educators can apply the
model across various fields, but the adopters need to consider what type of blended
learning approach to integrate. They assert that the term blended learning describes “a
learning format that combines several different delivery methods” and “learning that
mixes various event-based activities, such as face-to-face classrooms, live e-learning, and
self-paced learning” (Georgouli et al., 2008, p. 229). Their theoretical model uses LMS

features that include components for administration, community, content, and activities
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that designers can incorporate into their course to support enhanced learning. They assert
that the administrative component is critical to the model, but the other three provide
opportunities for the instructor to build in specific learning activities relating to the
selected component. Georgouli et al. argue that the model supports students and improves
their quality of learning (2008).

Choosing an LMS

There is a variety of LMSs for institutions to select based on specific
organizational or methodological requirements. According to edutechnica, four LMS
vendors account for over 80% of the usage based on the list of educational institutes that
edutechnica monitors (“Spring 2017 updates,” 2017). These top LMSs are Blackboard
Learn (33%), Instructure Canvas (19.8%), Moodle (18.9%), and D2L Brightspace (10%).
Each of the companies that sponsor these four LMSs offer their products as a software as
a service (SaaS). Instructure Canvas and Moodle provide open source versions of their
LMSs for an organization to self-host the LMS, but Blackboard and D2L do not offer this
option. Edutechnica only evaluates the organizations that use SaaS subscriptions and do
not self-host the open-source LMSs.

Cavus (2013) explains the factors that an institution in a developing country
should consider when choosing an LMS. Cavus notes the hidden costs, localization
limitations, bandwidth requirements, and integration problems with a university’s current
system. She recommends that these institutions use an open source LMS, such as
Moodle, due to their quality and feature sets that rival their commercial counterpart
(Cavus, 2013). Her research included 92 participants with prior LMS knowledge and 23

without LMS experience. Their LSM evaluation tool, a specially designed computer
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application that the instructors used to evaluate an LMS, included 52 features of an LMS
and a list of 42 LMSs. The participants would select an LMS based on their criteria and
then use it for four weeks. The LMSs that the instructors ranked the highest or found the
most suitable for their needs were Moodle (39%), WebCT (27%), and Blackboard (27%)
(Cavus, 2013).

Oliveira et al. (2016) discuss the criteria that an institution should consider when
selecting an LMS. The categories of LMSs that they examine are commercial,
proprietary, or free LMSs. They list the LMS evaluation criteria in categories of
“reliability, scalability, security, sustainability, and adoption of international standards of
quality” (Oliveira et al., 2016, p. 161). They highlight several LMSs available on the
global market including Blackboard and Moodle, which indicate that the LMS supports
localization. Additionally, they stress that choosing an LMS depends on the institution’s
goals, and not necessarily on the LMS with the best feature set (Oliveira et al., 2016).

Moodle as an LMS

Moodle is a commonly used LMS because it contains an adequate set of features,
is open-source, and allows for different pedagogical approaches. Al-Ajlan and Zedan
(2008) evaluated the features, capabilities, and technical aspects of ten commonly used
LMSs to determine the LMS that ranks the highest, which is their criteria for selecting an
LMS. Their first LMS comparison based on learning, pedagogical, and administrative
features showed Moodle ranking among the top of the LMSs. Their second study
compared the ten LMSs for their technical features, which revealed that Moodle
outperformed all other LMSs. Al-Ajlan and Zedan note that Moodle ranked high due to

its rich feature set. They conclude that Moodle is the overall best choice for an LMS (Al-
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Ajlan & Zedan, 2008). This study provides relevance for showing a comparison of LMS
features, but it has some notable limitations. First, an organization should not choose an
LMS based on the most abundant set of features (Oliveira et al., 2016). Additionally,
more features increase system complexity, which can decrease usability (Friedman,
1996).

Al-Ajlan and Zedan’s (2008) study also include reasons to choose Moodle and its
limitations. The reasons to choose Moodle include: (a) Moodle is free to install and use
because of its open source licensing; (b) it contains a standard feature set that instructors
need for teaching online or in a blended format; (c) Moodle uses common server-side
programming languages and technologies that many servers support without
modifications, which simplifies the installation process; (d) developers created Moodle
with pedagogy and technology in mind; (¢) Moodle is widely used internationally; and (f)
it has broad support from documentation and the online communities (Al-Ajlan & Zedan,
2008). The limitations of Moodle that Al-Ajlan and Zedan found primarily relate to the
nature of open source software, which affects the institutions that choose to self-host
Moodle. The list includes: (a) Moodle requires an IT specialist to configure and maintain
efficiently; (b) it requires a course administrator to oversee the administrative features of
Moodle; and (c) Moodle lacks an official support channel, which requires users with
problems to post help to the forums (Al-Ajlan & Zedan, 2008).

Kop et al. (2011) used Moodle as the LMS platform for a massively open online
course (MOOC) to explore how new technologies influence the design of learning
environments. Examples are changes that occur from a traditional learning context to

blended learning or to a fully online context. Each context can change, such as an LMS
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moving from a resource center to an active learning environment. Kop et al. argue that
these learning environments need to be agile to adapt to these emerging technologies.
While Moodle was not the focus of their study, they showed that Moodle is capable of
pedagogical adaptations that result from changes in the learning environment (Kop et al.,
2011).

Horvat, Dobrota, Krsmanovic, & Cudanov (2015) evaluate the student
perceptions of the quality and satisfaction of students’ learning experiences using the
Moodle LMS. The study took place at a Serbian state university and included 395
participants. This study does not accurately evaluate Moodle independently of teaching
methodologies; instead, a focus of Horvat et al. (2015) is on teaching quality, which
assesses the quality of instructional material, student interaction, and assignment
feedback. In other words, this study evaluates the quality of the learning experience of a
course taught using Moodle, and not an evaluation of Moodle independent of these
external factors. However, this study is still relevant since it shows that students have a
favorable perception of using Moodle in a blended learning format in a non-Western
country. Horvat et al. (2015) report notable findings that student perception correlated
with system use. They explain that students who use Moodle infrequently, such as only
before an exam, had a lower satisfaction of the system as compared to those who
frequently used Moodle (Horvat et al., 2015).

Data Analytics in Learning Management Systems

A final component of this project to discuss is collecting objective data from

Moodle to confirm the TAM perception data. The two methods mentioned in this section

are educational data mining (EDM) and learning analytics (LA). EDM is the process of
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applying statistical, machine learning, and data mining to educational contexts (Romero
& Ventura, 2010, 2013). While EDM focuses on methods of exploring, collecting, and
transforming the data, learning analytics (LA) is “the measurement, collection, analysis,
and reporting of data about learners and their contexts” (Luna, Castro, & Romero, 2017,
p. 90). There are similarities and overlap between LA and EDM, but LA applies known
predictive models to focus on the description of data and results (Romero & Ventura,
2013). Luna et al. (2017) state the objective of LA “is to understand and optimise the
learning process and the environments in which it occurs” (2017, p. 90).

One platform that researchers apply EDM to is LMSs (Romero, Cerezo, Bogarin,
& Séanchez-Santillan, 2016; Romero, Ventura, & Garcia, 2008). Romero et al. (2016)
explain that an LMS stores student data, interactions, and other usage data in files and
databases. Researchers can then mine this data and transform it into logical datasets that
they can analyze. One of the core goals of EDM “is to make this valuable data legible and
usable to students as feedback, to professors as assessment, or to universities for strategy”
(Romero et al., 2016, p. 3). An example of EDM is mining LMS data that LA can use to
alert instructors to at-risk students, with the hope that the educator can provide timely
intervention (Macfadyen & Dawson, 2010).

An application of EDM is learning analytics dashboard applications, which
display the data in a usable or graphical format that benefits the user (Verbert, Duval,
Klerkx, Govaerts, & Santos, 2013). These dashboards are grouped into three categories,
which are ones that support face-to-face lectures, face-to-face group work, and blended or
online learning courses (Verbert et al., 2014). The dashboard could provide a historical

picture of a student’s progress, activities, and show performance indicators that the
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learner can then adjust to meet learning goals (Verbert et al., 2013). Verbert et al. explain
that teachers can also benefit from dashboards to get a picture of how the overall class is
performing or how individual students are progressing, which assists teachers in
identifying areas in which learners need additional help.

Data Mining and Moodle

Data mining and learning analytics are well researched using Moodle data as an
integrated solution or as an external solution using exported data (Luna et al., 2017;
Romero et al., 2016; Romero, Espejo, Zafra, Romero, & Ventura, 2013; Romero et al.,
2008; Romero & Ventura, 2010). Romero et al.’s (2008) foundational case study of data
mining in Moodle provides a detailed description and a step-by-step look at how others
can apply the techniques. Data mining techniques that one can apply to Moodle data
include statistics, visualization, clustering, classification, and association rule mining
(Romero et al., 2008). Romero et al. (2013) apply data mining to elearning systems to
predict final exam grades of students in a Moodle course. For this study, they developed a
Moodle mining tool to extract and organize the data. One development goal for the
application was to make it usable by both non-expert and expert users (Romero et al.,
2013). Romero et al. (2016) explore EDM in the context of Moodle datasets. Moodle
datasets provide abundant data since Moodle logs detailed behavioral and user data, such
as mouse clicks that are used for system functionality (Romero et al., 2016). Researchers
can use these same data for EDM and LA.

Luna et al. (2017) evaluate and discuss the benefits of learning analytics
dashboards in Moodle. They explain that Moodle’s default reporting tools extract the

basic data and allow the user to filter it, but the data are primarily in raw form and require
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analyzing and interpreting. Furthermore, they note that the current LA tools in Moodle
could only provide a general overview and state that these tools “are unable to discover
new, interesting, and useful knowledge” (Luna et al., 2017, p. 91). As a result of these
limitations, Luna et al. developed a data mining tool specifically for Moodle, called the
Moodle Data Mining Tool (MDM), “to extract interesting and previously unknown
knowledge hidden in Moodle data by means of different DM techniques” (Luna et al.,
2017, p. 91).

There are freely available LA dashboards for use within Moodle that improve on
Moodle’s standard interface (Luna et al., 2017; Verbert et al., 2013). When Luna et al.
(2017) created MDM, they also surveyed a broad range of other LA tools. Some analytic
tools are free or integrate into Moodle, while others are or do not. The free LA tools
identified by Luna et al. (2017) that Moodle can incorporate are GISMO, SNAPP,
MOClog, SmartKlass, MEAP, and Analytics graphs. Verbert et al. (2013, 2014) evaluate
learning dashboards, of which only Moodle Dashboard and SNAPP match the list by
Luna et al. (2017).

Researchers can also use LMS system data to verify the predictions of TAM
studies (Mun & Hwang, 2003; Turner et al., 2010). While educators can “analyze the
students’ course activities and usage information to get a general view of a student’s
learning” (Romero & Ventura, 2010, p. 604), researchers can use the same data to
compare the behavioral intention construct to actual system use. This area of verification
of TAM lacks research since the majority of studies do not collect this data, but primarily

determine a theoretical actual usage value based on perception data (Turner et al., 2010).
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CHAPTER FOUR: METHODOLOGY
Introduction

Chapter four describes the research methodology and procedures used to answer
the research objectives, which were to determine if the technology acceptance model
(TAM) is an appropriate method for determining student readiness for elearning in
Kazakhstan using the factors of perceived usefulness (PU), perceived ease of use
(PEOU), attitude toward using (ATT), and behavioral intention to use (BI). This survey-
research based project collected data from a state university in Kazakhstan and then
performed a path analysis to build a TAM profile. These results were then compared to
TAM studies in the developed world. Besides providing student perception data about
elearning in the research context, the implications of this research also impact other
TAM-based studies in various cultures that are similar to Kazakhstan. Due to the success
of using TAM to predict student usage of elearning technology in developed countries
(Liaw et al., 2007; Ngai et al., 2007; S. Y. Park, 2009), researchers in the developing
world also apply the model without giving adequate consideration to how different
cultural aspects impact TAM (Chen et al., 2017; N. Park et al., 2009).

The section on data collection describes where the data were collected, the
research participants, and the instrumentation and procedures for collection. The data
analysis section describes the processes of how the data were analyzed and validated.
Chapter four also includes instrument validity and reliability, ethical considerations, bias,

and limitations.
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Statement of the Problem and Research Questions

A crucial success factor in adopting elearning methodologies is student readiness,
but there is a lack of research in the less economically developed countries. Furthermore,
research shows that using TAM in Kazakhstan might not be reliable because of
Kazakhstan’s high power distance, collective, and masculine culture (Abbasi et al., 2015;
Huang et al., 2003; McCoy et al., 2007; Srite & Karahanna, 2006). The purpose of this
study was to use the original version of TAM to determine if the factors affecting student
readiness to engage in elearning in Kazakhstan were the same factors as those identified
in developed countries. Specifically, the methodology described how the project
addressed the research questions of:

1. Does PU have a stronger influence than PEOU on ATT in Kazakhstan?

2. How do the significant factors of PU, PEOU, ATT, and Bl in Kazakhstan

compare to the significant factors in developed countries?
Research Methodology

The quantitative method for this project used survey research to outline the data
collection procedures (Creswell, 2014; Ruel et al., 2015). The data analysis used principal
component analysis (PCA) component extraction methods (Abdi & Williams, 2010;
O’Rourke & Hatcher, 2013; Smith, 2002; Wold, Esbensen, & Geladi, 1987) and path
analysis (Duncan, 1966; Garson, 2008) to identify the underlying relationships between
variables that affect student perception of a learning management system (LMS).

The literature demonstrates that researchers can use survey research to collect
data for LMS (Ngai et al., 2007; Oliveira et al., 2016; S. Y. Park, 2009) and TAM studies

(S. A. Brown et al., 2002; Davis, 1989; Lee et al., 2005). Researchers also use survey
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research to analyze TAM data on LMSs (Alharbi & Drew, 2014; Liaw et al., 2008; Ngai
et al., 2007).

A survey of prior studies shows that researchers widely use path analysis to
analyze TAM (Agarwal & Prasad, 1999; Dishaw & Strong, 1999; Klopping &
McKinney, 2004; Lin & Lu, 2000; N. Park et al., 2009; Rawstorne et al., 2000; T. S. Teo
et al., 1999). Other studies demonstrate that PCA and path analysis are used together to
analyze TAM (Chen et al., 2017; Liaw et al., 2008; T. Teo, 2010). PCA is a component
extraction and reduction method (Bro, Kjeldahl, Smilde, & Kiers, 2008; Jolliffe, 2002;
Vyas & Kumaranayake, 2006; Williams, Onsman, & Brown, 2010) that researchers use
with factor analysis and path analysis research methods (Choi & Baek, 2011; Ngai et al.,
2007; Padilla-MeléNdez et al., 2013).

Principal Component Analysis (PCA)

Principal component analysis is primarily a variable reduction technique to extract
the constructs or principal components (PC) that show the number of underlying
components or structure (Jolliffe, 2002; O’Rourke & Hatcher, 2013; Smith, 2002; Vyas
& Kumaranayake, 2006; Wold et al., 1987). Jolliffe & Cadima (2016) argue that
researchers of various disciplines use PCA, and it is “one of the oldest and most widely
used” (2016, p. 2) methods to reduce a dataset to dimensions. There are many variations
and adaptations of PCA, but its primary uses remain descriptive and not inferential
(Jolliffe, 2002; Jolliffe & Cadima, 2016). PCA is useful if there is redundancy or
correlation among variables (O’Rourke & Hatcher, 2013; D. D. Suhr, 2005) since PCA
creates new uncorrelated variables to maximize the variance and increase the

interpretability of the data (Jolliffe & Cadima, 2016). PCA shares procedural similarities
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with factor analysis, but researchers stress that the statistical method of PCA is not factor
analysis (Jolliffe, 2002; O’Rourke & Hatcher, 2013; D. D. Suhr, 2005) and argue that
they “are really quite distinct techniques” (Jolliffe, 2002, p. 150). Wold et al. (1987)
describe the goals of PCA as data simplification, data reduction, modeling, outlier
detection, variable selection, classification, prediction, and unmixing. Smith (2002)
describes an advantage of PCA as its ability to compress the data without losing much
information through the component reduction process.
Path Analysis

Path analysis uses multiple regression to describe a result of a model based on the
direct and indirect effects of a set of variables (Garson, 2008). Researchers consider path
analysis to be an appropriate statistical method for analyzing TAM data because it can
“test theoretical models that specify directional relationships among a number of
observed variables” (O’Rourke & Hatcher, 2013, p. 108) with the focus on interpretation,
and not on discovering causes (Duncan, 1966). Liaw et al. (2008) state that “path analysis
is an appropriate multivariate analytical methodology for empirically examining sets of
relationships in the form of linear causal models” (2008, p. 958). Additionally, Keith
(2014) argues that “path analysis makes many aspects of multiple regression more
understandable, and it is often a better choice for the explanatory analysis of
nonexperimental data” (2014, p. 243).

Path analysis is a special case of structural equation modeling (SEM) with several
notable differences. One difference from other multivariate statistical analysis methods is

that path analysis requires specifying a model (D. Suhr, 2008). Another difference from
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SEM is that path analysis only contains manifest variables with one indicator each, which
does not reveal cross-factor influences (Garson, 2008).

O’Rourke & Hatcher (2013) list the necessary conditions for path analysis, which
are: (a) using interval or ratio-level measurements, (b) minimal of five continuous
endogenous values, (c) normally distributed data, (d), linear and additive relationships
between variables, (e) absence of multicollinearity, (f) absence of measurement error, (g)
inclusion of all nontrivial causes, and (h) use an overidentified model. An overidentified
model is one that includes more known than unknown elements (O’Rourke & Hatcher,
2013).

Sample Size Justification

Researchers do not agree on the sample size for SEM analysis but use rules of
thumb or recommendations (O’Rourke & Hatcher, 2013; Westland, 2010) with some
researchers looking at ratios and others looking at the total sample size (Osborne &
Costello, 2004). O’Rourke and Hatcher (2013) argue that a stable analysis requires at
least 100 participants, and Kline (2015) recommends a sample-size-to-parameter ratio of
20:1. In addition to having an ideal sample size, researchers argue that SEM analysis
should have a sample size of at least a ratio of 10:1 (Bentler & Chou, 1987; Kline, 2015;
Osborne & Costello, 2004; D. Suhr, 2008). They argue that smaller sample sizes, such as
5:1, also reduce the trustworthiness of the results or produce unstable estimates.

Learning Management System

This project used Moodle for the LMS due to its popularity, simplified installation
procedure, comprehensive online support, multi-language support (Al-Ajlan & Zedan,

2008), data mining options and support (Luna et al., 2017), favorable student perceptions
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(Horvat et al., 2015; Sumak et al., 2011), and pedagogical support for this project (Al-
Ajlan & Zedan, 2008; Kop et al., 2011).
Research Design

The research design used blended learning to teach information communication
technology (ICT) to first-year students studying at a university in Kazakhstan. The
subjective data were collected from the participants using a pretest and two posttests. The
pretest provided insights into the instrument and problematic question. The two posttests
attempted to fine-tune the instrument and determine reliability. Objective data were
collected from an analytical tool that anonymously recorded the participants’ behavior.
PCA was used to extract components from the survey data for use by path analysis. The
components were applied to TAM using path analysis to determine the direct and indirect
impact of each TAM factor.

Elearning Methodology

This project utilized Moodle, as the LMS, to incorporate course materials using a
pedagogical approach in the face-to-face freshmen ICT class. The instructional
methodology of the course was a flipped classroom (O’Flaherty & Phillips, 2015; Tucker,
2012). Most of the class happened inside the LMS platform, with face-to-face meetings
being secondary. The five specific components of interest in the LMS for this study were
(a) video lectures with subtitles and transcripts, (b) embedded Google Slide presentations
with speaker notes, (c) laboratory assignments, (d) announcements, and (e) grades. Due
to the limited number of students who had adequate skills to study in English, the
principal researcher taught only one of the ICT course sections using Moodle to facilitate

a blended-learning environment. Other ICT instructors used Moodle with a guest login so
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that their students could access the materials in English, which included online laboratory
assignments, presentations, and videos.

Based on the syllabus, the ICT course contained 15 modules that correspond with
each week of the semester. These 15 modules in Moodle provided the student with a
single access point to the logically organized content that supports ease of use. The
videos for the in-class lectures included English subtitles and a transcript. The students
could view the embedded Google Slide presentations and read the speaker notes, which
were also the video transcripts. The assignments section contained details on how the
students could complete and submit their required work, which included labs and group
projects. The online forums provided a place for the students to ask questions and serve
as a communication point for the instructor (Lonn & Teasley, 2009). The grades in
Moodle provided feedback to students about the state of their work. These features
benefited the students by enabling ease of access to course material, an opportunity to
replay lecture videos, a way to view the presentation and read the speaker notes, an open
communication channel for help, access to the instructor, and a single place for
announcements and course news.

Data Description

TAM Dimensions

Perceived usefulness (PU) is the extent to which one believes using an LMS will
boost his or her learning (S. Y. Park, 2009). Perceived ease of use (PEOU) is the extent to
which one believes using an LMS will be free of cognitive effort (S. Y. Park, 2009).

Attitudes toward using (ATT) is one’s positive or negative feeling toward the LMS
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(Montano & Kasprzyk, 2008). Behavioral intention (BI) is the degree to which one
intends to use an LMS (Dauvis et al., 1989).

LMS Component Factors

The LMS components were not included in an extended TAM model because of
low sample size. Instead, these external factors were used to describe PU as a latent
variable.

Course video lectures (CVL) were voice-over PowerPoint presentations that
contained the material that the instructor typically gives during a lecture. This component
related to both technology and content. PU of CVL sought to determine if the students
found the learning materials beneficial in video format.

Course online presentations (COP) were the Google Slide versions of the
PowerPoints used for the video lectures. They also included the speaker notes so that the
students could read the content while viewing the slide. PU of COP sought to determine
if the students found the learning materials beneficial.

Course laboratory assignment (CLA) provided an online version of the ICT
laboratory projects and submission details. This component related to both technology
and content. PU of CLA sought to determine if the students found the online version of
the assignments beneficial.

Course announcements forums (CAF) were a place for instructor-to-student
communication. The instructor could post announcements or course-related information.
This component related to technology and the learner readiness factors. PU of CAF

sought to determine if the students found the forums beneficial.
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Course online grades (COG) provided the students with feedback and grades on
submitted assignments and other course activities. The instructor provided online grades
and feedback using text or uploaded documents to student-submitted work. This
component related to technology and the learner readiness factors. PU of COG sought to
determine if the students find the grades and feedback beneficial.

Principal Component Analysis

This project used PCA to reduce variables and extract components from the
survey data for use with path analysis. This project followed D. D. Suhr’s (2005)
procedure for conducting variable reduction using PCA, which included:
1. performing the initial PCA, which extracts the number of components that
equal the number of observed variables
2. determining the number of components to retain using the eigenvalue > 1
criterion, scree test, verifying the proportion of variance for each component
and cumulative proportion of variance explained, and determining
interpretability
3. performing rotations
4. interpreting rotated solutions (2005, p. 4)
Path Analysis
This project performed a path analysis on TAM using the extracted component to
show the influence of the PU, PEOU, ATT, and BI factors that direct actual system use.

This project followed D. Suhr’s (2008) suggested approach to path analysis:
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review the relevant theory and research literature to support model
specification

specify a model (e.g., diagram, equations)

determine model identification (e.g., if unique values can be found for
parameter estimation and if the number of degrees of freedom (df) for model
testing is positive)

select measures for the variables represented in the model

collect data

conduct preliminary descriptive statistical analysis (e.g., scaling, missing data,
collinearity issues, outlier detection)

estimate parameters in the model

assess model fit

respecify the model if meaningful

10. interpret and present results. (2008, p. 3)

Population and Sample

The sample came from first-year students enrolled in the required ICT classes that

used an LMS as part of the course. The 2017-2018 freshmen student body population was

approximately 800 students. Out of the 800 students, 47 students enrolled in the

researcher-led ICT course that used an LMS as the primary educational tool. Another 50-

75 students used the LMS to access the ICT laboratory studies and instructional content

in English. These students were typical university students from the area. There were no

unique characteristics of the participant population. The university did not have a gender

bias, so the student body included a standard ratio of male and female students. The
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ethnicities primarily included Kazakh and Russian students. The first language of most of
the students was Kazakh or Russian, with English being a foreign language.

The legal age of consent in Kazakhstan is 16 years old. Kazakhstan traditionally
has had 11 years of compulsory education, instead of the standard 12 years in the US
system. Their education system results in students routinely entering university at age 17.
The university considers all their students as consenting adults. This project’s IRB
application followed the university's recommendation and treated 17-year-olds as
consenting adults.

The first-year students at the university were not accustomed to technology-
supported learning and were not prepared for studying in a digital environment. Aspects
of unprepared students for elearning are their lack of understanding the time required for
elearning, critical thinking skills, and general academic competencies (Parkes et al.,
2015). Unprepared students are accustomed to a systemic way of education that
resembles the traditional learning model (Gilbert, Morton, & Rowley, 2007). Instead,
elearning expects the students to interact with the system, learning material, and other
learners in different sequences (Gilbert et al., 2007). Student preparedness for elearning
also depends on their motivation and technical competencies (Selim, 2007).

Another characteristic was that students had a range of technical skills. Those
from the outlying areas would be proficient on a smartphone, but possibly have low
exposure to a desktop or laptop computer. Overall, the first-year students had a limited
level of English. The results of the English placement tests based on the Common
European Framework of Reference for Languages (CEFR) scale for the 800 freshmen

students showed that 6.25% were B1 (upper intermediate level) and only 0.5% were B2
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(advanced level). The university estimates that students need at least a B1 level of
English to study the ICT course in English. Furthermore, it was likely that this ICT
course was the students’ first experience with a foreign instructor.
Instrumentation

This project collected and analyzed two different sets of data, which were
subjective and objective data. The subjective dataset was the perception survey data
based on TAM. The objective dataset was the anonymous analytical data from the LMS
that showed how the students used the elearning system. The two datasets painted a
picture of how the users perceived the LMS and how they actually used it. The data used
for the TAM analysis were collected using pretest and posttest surveys that contained
questions relating to the participant’s perception data of the LMS. The anonymous LMS
usage that showed how the students used the elearning system helped to interpret the
perception data.

Survey Instrument

The survey contained demographics, four primary factors that directly correspond
to the TAM components, five external factors relating to the perceived usefulness of the
blended course, and readiness factors selected from Chapnick’s (2000) readiness model
(See Appendix A). The essential part of the survey that addressed the research questions
were the four TAM factors of PU, PEOU, ATT, and BI. The other survey questions
provided clarity, helped to explain the results, or benefited to the local educational
context. Each component that used PCA analysis met the criteria of at least three
questions per component, but this project sought to include the recommended number of

five questions per component (O’Rourke & Hatcher, 2013).
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The demographics (DEM) revealed basic information about the audience, gained
insights about their previous elearning experience (PEX), and sought to determine their
technology skill (TEC). The readiness factors sought to establish the participants’
technology readiness (TR), learner readiness (LR), and content readiness (CR) for
engaging in elearning. The external perceived usefulness components sought to add
clarity to the PU construct, which were video resources (PU-VR), online presentations
(PU-PR), ICT laboratory studies (PU-LAB), course announcements (PU-AN), and online
grades (PU-OG). The PU element provided a general perception of Moodle, but it did not
provide insight into the student responses.

This project did not include perceived ease of use data for the external TAM
factors because the expected TAM results for this audience was that PEOU does not
significantly influence Bl (Abbasi et al., 2015; Huang et al., 2003; McCoy et al., 2007,
Srite & Karahanna, 2006). Instead of focusing on what was not expected to work and
determining which aspects were difficult to use, this project was more interested in
discovering what specific elements the students found useful from a practical standpoint.
By establishing which elearning components the students found useful, the university
could make an informed decision about the direction of their elearning initiative. They
could also focus on ease of use once usefulness and component selection had been
established.

Web Analytics

This project used Matomo, a web analytics application to capture the behavioral

data of the LMS users anonymously. The analytics program showed the number of visits

to the LMS, what pages they visited the most frequently, when they used the LMS, and
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how much time they spent on the page. The objective data provided insights into how the
students were using Moodle and helped to validate the results of the perception-based
surveys.

Data Management and Collection

This project used Qualtrics, a web-based survey application, to electronically
administer the pre- and two posttest surveys. The researcher placed a link to the survey
on the ICT course page in Moodle. The ICT instructors who used Moodle asked their
students to participate in the anonymous survey. The participants were informed of their
privacy, that taking the survey was optional, and that there was no consequence or reward
for their choice to participate. The data collection period for each survey round lasted
approximately two weeks, with most students participating during the first week. The
anonymous survey data was downloaded from Qualtrics using a secure connection and
then stored in an encrypted cloud computing system. The identifiable features in the
survey data, such as student cohorts, were coded to protect the privacy of the participants.
The data was stored in an encrypted 7-Zip file once all data were analyzed.

The behavior data was collected automatically and anonymously as the students
used the LMS. The university informed the student that they would be participating in an
elearning research project. Data access to Moodle and Matomo used a forced-SSL
connection. The web analytical data was downloaded and stored in an encrypted 7-Zip

file.



77

Data Analysis and Procedures

Preliminary Analysis

The initial data analysis examined the results of unrotated factor loading and
correlation matrices, and it tested whether the dataset was factorable and suitable for PCA
and path analysis. The correlation matrices provide an overview of the correlations to
determine that the data support component extraction (Tabachnick & Fidell, 2007), with
the correlation values being at least > 0.3 to meet the minimal threshold (Williams et al.,
2010). The anti-image correlation matrix diagonals should produce values > 0.5 to
determine the factorability of the data (Kaiser & Rice, 1974). KMO is another method to
determine if the data are suitable for PCA process (Williams et al., 2010). The KMO and
Bartlett’s test should produce a KMO value greater than 0.6 (Kaiser, 1974). The
communality estimates was another method used to validate the data, “which represent
the common variance of each variable analyzed” (Ford, MacCallum, & Tait, 1986, p.
293). Variables with coefficients outside of the low-threshold mark of 0.4 (Costello &
Osborne, 2005) could be excluded.

Principal Component Analysis

The data analysis included the precursory step of PCA to extract the principal
components (Smith, 2002; Vyas & Kumaranayake, 2006; Wold et al., 1987).
Furthermore, the PCA procedure included cross-validation to assist with the selection of
the components to eliminate variables that correlated with another factor (Abdi &
Williams, 2010; Bro et al., 2008; Josse & Husson, 2012; Wold, 1978).

The analysis followed the PCA procedure detailed by O’Rourke and Hatcher

(2013). The first part of the process was to perform the initial PC extraction and
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determine which components to keep based on four criteria. The first criterion was the
eigenvalue-one criterion, which retained the extracted components with eigenvalues > 1.
The next criterion to determine the number of factors was to examine the scree plot of the
eigenvalues and keep the components before the break. O’Rourke and Hatcher explain
that the researchers should retain those values on the graph before the break, which
explains the largest amount of variance. The third criterion was calculating the variance
accounted for by the selected components. O’Rourke and Hatcher (2013) recommend
retaining the components that account for 5% or 10% of the total variance, with the
retained factors accounting for 70%-80% of the total variance. Lastly, the interpretability
criteria provided guidelines how to interpret “the substantive meaning of the retained
factors and verifying that this interpretation ‘makes sense’ regarding what is known about
the constructs under investigation” (O’Rourke & Hatcher, 2013, p. 26). The next chapter
details the PCA extraction procedure and documents the extracted variables below one
eigenvalue.

The second part of the PCA procedure was performing a rotation based on factor
loading (O’Rourke & Hatcher, 2013) that then allowed for using a cross-validation
technique to remove misplaced variables (Abdi & Williams, 2010). For example, the
rotation showed that a variable from component 1 correlates better with component 3,
and therefore should be removed. The two main types of rotations are orthogonal and
oblique (Abdi & Williams, 2010). Orthogonal rotations are uncorrelated whereas oblique
rotations permit correlation among factors. In social sciences, researchers recommend
using varimax rotation or orthogonal rotation (Abdi & Williams, 2010; O’Rourke &

Hatcher, 2013). One standard cross-validation method that can be used is called jackknife
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(Efron, 1982), also known as leave-one-out (Abdi & Williams, 2010; Bro et al., 2008).
This project used oblique rotation because the TAM assumes correlation among factors.
Path Analysis

The first step to analyzing the TAM data using path analysis was to determine any
significant correlations between the PEOU and PU variables. Then, regressions were run
on each path to determine the coefficients and explained variance. Figure 4 shows the
paths. The TAM paths are (a) PEOU — PU, (b) PEOU — ATT, (¢) PU — ATT, (d) PU
— BI, and (¢) ATT — BI. The final step was to assess the model fit (O’Rourke &
Hatcher, 2013; D. Suhr, 2008). Assessing model fit included reviewing the r? values of
endogenous variables and significance tests for path coefficients and covariances
(O’Rourke & Hatcher, 2013).

The final step to analyzing the TAM data was to determine if the actual system
used corroborated Bl by comparing behavioral data from the LMS to the perception data.
Turner et al. (2010) found that the majority of TAM studies relied on the perception data
to determine actual system use, but Turner et al. recommend validating actual system use
prediction with objective data collected from the LMS. Since the students were expected
to use the LMS, the real system data becomes imperative because prior research indicates
that users exhibit different behavioral intentions in mandatory environments (S. A.

Brown et al., 2002; Hartwick & Barki, 1994).
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Figure 4: TAM with Regression Paths

Analyzing External Factors

By design, all variables in a path analysis or manifest variable model are manifest
or observable variables (Garson, 2008; O’Rourke & Hatcher, 2013). Conversely, a latent
variable model contains observable variables that inform a hypothetical construct or
latent variable about the amount of influence of each manifest variable (O’Rourke &
Hatcher, 2013). Because this project did not include the external TAM variable in the
path analysis model due to the sample size, PU became a latent variable to infer the
influence of each external factor. Figure 5 shows the effect of indicators on perceived
usefulness.

This project used the objective data from the LMS to help interpret the subjective
data (Romero & Ventura, 2010; Turner et al., 2010). Student-use data from Moodle was
captured using Matomo, a web analytics application. Matomo’s dashboard provided
variations of the aggregated data in tables or charts. The visual inspection of the overview
identified high-level patterns of student use. The pertinent data included how frequently
the student logged on, which sections of the LMS they visited most often, and which
devices they used to view Moodle. The behavioral data of how the students actually used

Moodle (i.e., what they found useful) provided insight into their perception data (i.e.,
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how they wanted to find it useful). This data helped bring understanding to anomalies or

results that needed clarity.

Course Video Lectures Course Online Course Lab Course Announcement Course Online Grads
(CVL) Presentations (COP) Assignments (CLA) Forums (CAF) (COG)

F1
Perceived
Usefulness (PU)

Figure 5: Latent Variable Model for PU

Answering Research Questions

This project used a qualitative approach to answer the two research questions
listed in Table 9. Both questions used the results from this project’s path analysis. See
Figure 4 for path information. TAM is a widely used model with known cultural
limitations. This project explored using a qualitative comparison to determine if TAM in
Kazakhstan produced similar results to studies in developed countries. The first
comparison evaluated a fundamental assumption about TAM that PU has a more
significant effect than PEOU on Bl (King & He, 2006). Therefore, we can know that one
aspect of TAM is comparable to other studies if this supposition is satisfied in
Kazakhstan. The next comparison evaluated a broader view of TAM to determine if the
significant TAM paths in Kazakhstan were equivalent to studies in developed nations.

The studies listed in Tables 6 and 7 show that some paths are significant less frequently
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than other paths. A failed comparison could indicate that the model in this study is

different from other models.

Table 9: Alignment of Research Questions to Data Analysis
Research Question Data Data Analysis
1. Does PU have a stronger Survey data PCA + Path analysis;
influence than PEOU on Measured path values b and c;
ATT in Kazakhstan? Determined ifc > b
2. How do the significant Survey data;  PCA + Path analysis;
factors of PU, PEOU, ATT, Results from  Qualitatively compared findings from
and Bl in Kazakhstan other TAM this research context to findings from
compare to the significant  studies other TAM studies:
factors in developed » Was path x significant at p < 0.05?
countries? « If not, should it be significant?

The first question used a greater-than comparison on the path analysis results to
determine if the direct influence of PU on ATT (path c) was greater than the direct
influence of PEOU on ATT (path b). Therefore, the question would be satisfied if path ¢
> D.

Answering the second research question used a subjective comparison to
determine if the TAM factors in Kazakhstan were the same as in developed countries
using two criteria. The first criterion revealed if the path was significant. Next was to
evaluate if the path should be significant. Even though this project assumed that in
developed countries all TAM paths were significant at p < 0.05, a successful TAM
analysis does not require all paths to be significant, but specific paths should be
significant. King and He (2006) argue that researchers are more likely to publish their
studies that show significant results than studies that lack significance. Additionally, their

meta-analysis research revealed that path PEOU — BI was insignificant at the 0.05 level
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in 30 out of 67 studies. Prior research shown in Tables 6-8 revealed that TAM paths were
not always significant due to unexpected factors or the data accurately showed a lack of
technology acceptance. However, the data demonstrate that some paths are significant
frequently, such as PEOU — BI (King & He, 2006) when evaluating the simplified
TAM.
Validity and Reliability

The first step to addressing validity and reliability issues was to base the survey
questions on prior research (Ruel et al., 2015). The researcher derived the survey
questions from previous TAM, TAMS3, and LMS studies, but changed the context of the
items to reflect the elements of this project (See Appendix A). Prior research influenced
PU (Agarwal & Prasad, 1999; Alharbi & Drew, 2014; Chen et al., 2017; Legris et al.,
2003; McGill & Klobas, 2009; Ngai et al., 2007; Padilla-MeléNdez et al., 2013; S. Y.
Park, 2009; Roca et al., 2006), PEOU (Ngai et al., 2007; S. Y. Park, 2009; Roca et al.,
2006; T. Teo, 2011; T. S. Teo et al., 1999; Turner et al., 2010), and ATT questions
(Agarwal & Prasad, 1999; Alharbi & Drew, 2014; Chen et al., 2017; Ngai et al., 2007,
Padilla-MeléNdez et al., 2013; S. Y. Park, 2009; Sumak et al., 2011; T. Teo, 2011). PU,
PEQOU, ATT, and BI questions all use a seven-point Likert-type scale, from 1 = strongly
disagree to 7 = strongly agree based on previous TAM studies (S. A. Brown et al., 2002;
Lee et al., 2005; McGill & Klobas, 2009; Ngai et al., 2007; S. Y. Park, 2009).

Ruel et al. (2015) recommend validating the survey instrument and measurements
using a pretest. The pretest was administered after the students had used the LMS for four
weeks to identify issues in the respondents’ comprehension of the questions, pinpoint

problem areas, and look for signs that question order influences a particular response
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(Ruel et al., 2015). The second survey round was conducted during week ten to evaluate
the changes to the survey. The final round of data was collected using a posttest during
week fifteen, just before the end of the semester. The participants took the surveys
electronically using Qualtrics.

Researchers recommend using a version of the survey in the students’ native
language to reduce their chance of misunderstanding the questions (Fink, 2016; McKay
et al., 1996; Ruel et al., 2015). Given the multilingual context, translators created a
Russian version for the students using the back-translation method. Russian was selected
since it is the lingua franca of the area. Translating surveys are complex activities that
must take into account language and culture (Fink, 2016; McKay et al., 1996; Ruel et al.,
2015). To alleviate translation problems, researchers recommend planning for the
translation process, using a pair of professional translators knowledgeable of the culture,
and then back-translating the survey to the original language to identify inconsistencies of
the translation (Fink, 2016; Ruel et al., 2015). McKay et al. (1996) explain that back-
translation is a three-step process using multiple translators. First, a translator translates
the survey from the original language to the target language. Another qualified translator
then translates the target language back to the original. The final step is to compare the
back-translated copy and the original to ensure the accuracy of the translation. (McKay et
al., 1996).

Ethical Considerations

This project followed Creswell’s (2014), Ruel et al.’s (2015), and the Boise State

University (BSU) Social & Behavioral Institutional Review Board’s (SB-IRB) ethical

practices of survey research during the data collection and analysis phases to protect the
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participants. SR-IRB issued protocol number 104-SB17-216 on 11/30/2017 indicating
that the project protocol complied with BSU’s Federal Wide Assurance (#0000097) and
the DHHS Regulations for the Protection of Human Subjects (45 CFR 46).

Creswell (2014) explains that points of concern for ethical issues in survey
research happen at distinct points, which include collecting data, analyzing results, and
reporting results. Two ethical issues related to electronically gathering data are
maintaining confidentiality and anonymity (Creswell, 2014; Ruel et al., 2015). The
university informed the students that they were participating in a research project, which
included their behavioral data on the LMS and the survey results, and that the researcher
would ensure that the student data remained anonymous. The survey included a consent
form that informed the students that their responses were anonymous and that their
answers would not identify the respondent. The survey maintained anonymity and did not
intentionally contain features that point to the participant (Creswell, 2014).

The raw analytical data from the LMS might contain codes that identify a user.
After downloading the analytical data from the LMS at the end of the semester, any data
fields that included identifiable participant codes were assigned a unique identifier for
data aggregation. No record of the link between the unique identifier and the participant's
codes was kept. Therefore, no student identity was revealed. Any uncoded data
downloaded from the LMS was stored in an encrypted 7-Zip file until it was destroyed at
the end of the project. Another ethical practice is to accurately report the findings of the
data and note biases that might skew the data (Ruel et al., 2015), which this project

reported in the analysis and discussion chapters.
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Role of the Researcher and Addressing Biases

The area most prone to researcher bias was during the data analysis phase. There
were several areas of concern. First was deciding which survey responses were invalid
when cleaning the data. If the path analysis results were not stable, the investigator then
sought to remove careless entries consistently. For example, some participants entered
the same value for the PU, PEOU, ATT, and BI questions. These responses were
removed if a student entered the same value for the perception responses in the survey,
such as strongly agree or strongly disagree.

Next, was to determine which factors to include in the path analysis based on the
PCA results. Removing a single component could significantly alter the impact of a path.
The researcher gave attention to looking at the components that produced stable results
over desirable results. Presumably, one could massage the data to produce an anticipated
result or omit unfavorable responses.

Third, and perhaps most importantly, was the decision to include all three surveys
in this report instead of choosing a posttest to represent the population. The inconsistency
among the results changed the outcomes of this project. The analysis centered on the
inconsistent data among the survey rounds instead of exploring external factors that
might have informed a participant’s decision.

Limitations and Delimitations

One notable limitation of this study’s methodology was the small sample size.

Due to a limited number of participants, the data could not reliably support an extended

TAM analysis to determine the impact of external factors on PU. Furthermore, this
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project did not evaluate the factors that influenced the results. Instead, this study only
reported the findings and did not infer about the influences.

Another limitation was the exclusion of the PEOU construct in the extended
TAM. This project favored PU over PEOU because of practical implications of wanting
to provide useful tools over those that were easy to use but might not be as useful.

A third limitation of this study was the lack of statistical analysis on the
behavioral data. Instead, this study subjectively compared how the participants used the
elearning platform to the results of the behavioral intention construct in TAM. Arguably,
statistically analyzing and comparing with the objective data could reveal insights into
the data discrepancies.

A fourth limitation was the studies selected for the comparative analysis. A more
extensive amount of TAM studies or data from meta-analysis research should be used for
future studies to provide additional data support for how TAM typically behaves in
different cultures.

Based on these limitations, additional research is needed to evaluate the external
factors that significantly influence the TAM components of PEOU and PU from both the
perception and behavioral dataset.

Summary

This project used survey research, PCA, and path analysis to evaluate the viability
of using TAM in Kazakhstan to predict elearning usage because Kazakhstan has cultural
dimensions different from North America where the TAM was developed. The research

was conducted using first-year students enrolled in the required ICT course. The students
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used Moodle to engage in elearning by watching lecture videos, viewing presentations,
and completing ICT laboratory assignments.

The project collected and evaluated subjective and objective data. The perception
data came from three survey rounds, which were a pretest and two posttests. The survey
data was analyzed using PCA and path analysis to determine the path weights for TAM.
The elearning system collected behavioral data, which was used to validate the effect of
behavior intention construction on TAM and to help interpret or clarify the results.

Table 9 shows the data analysis used to answer the research questions. The
analysis for question one used a greater-than comparison on TAM paths PU — ATT and
PEOU — ATT. Answering research question 2 used a subjective comparison to
determine if the TAM factors in Kazakhstan are the same as in developed countries using
two criteria. The first criterion determined if the path was significant. Next was to
evaluate if the path should be significant because prior research shown in Tables 6-8
revealed that some paths are statistically significant less frequently than other paths.

A limitation of the project was the small sample size due to the limited number of
students who met the minimum threshold to study in the ICT course section taught in
English. The small sample limited the data analysis to the four TAM constructs of PEOU,
PU, ATT, and BI. Another limiting factor was the lack of statistical analysis of the

external factors that could clarify the PEOU and PU responses.



89

CHAPTER FIVE: DATA ANALYSIS AND RESULTS
Introduction

The purpose of this study was to determine if the significant technology
acceptance model (TAM) factors in developed countries are the same factors as those in
Kazakhstan. The underlying objective was to assess whether TAM is a suitable method
for predicting usage of elearning systems in Kazakhstan. The quantitative approach for
this project utilized survey research, principal components analysis (PCA), and path
analysis (PA) to build a TAM profile using participants from Kazakhstan that was then
used for the qualitative comparison. This project used comparative analysis to answer the
research questions, which subjectively compared the TAM results in Kazakhstan to
results of TAM studies in developed countries.

This chapter is divided into several sections describing the participants, discussing
the overview of the findings, illustrating the principal component and path analyses, and
explaining the comparative analysis. This overview of the findings provides a summary
of the results of the survey questions. The interpretation and detailed explanation of the
questions are in chapter six.

The demographics describe the population and explain inconsistencies in the three
samples. The PCA analysis section demonstrates the component extraction procedures
and data validation procedures. The path analysis segment describes the data in the form

of the TAM models, showing both the original and simplified TAM versions. Finally, the
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comparative analysis describes the procedure of examining the results of TAM studies in
developed countries and comparing them to the results of this study.

This project utilized a pretest and two posttests to collect and validate the data
(See Appendix A). The paper refers to these surveys as Survey I, Survey Il, and Survey
[11. This project lists the data from all these surveys because the TAM analysis revealed
that some aspects were consistent while other parts were inconsistent. Given the
inconsistent behavior of TAM in Kazakhstan, conclusions were not drawn from any
single set of data. This project applied the data from each of the three surveys to the
original TAM and the simplified TAM models to test the robustness of TAM, which
resulted in six different analyses. This project included the simplified TAM model to
provide an equal comparison to the work of McCoy et al. (2007) since they used the same
model to evaluate cultural dimensions and TAM. To restate, the original TAM model
includes the four factors of perceived usefulness (PU), perceived ease of use (PEOU),
attitude toward using (ATT), and behavioral intention to use (BI) (Davis et al., 1989).
The simplified TAM model omits the ATT construct and uses the three factors of PU,
PEOU, and BI (Venkatesh & Bala, 2008; Venkatesh & Davis, 1996).

Participants

Survey | resulted in 51 usable responses and Survey Il contained 80 valid
answers. The demographics between the two groups varied. Survey | contained more
students who were male, preferred using Russian, and had a higher level of English.
Survey Il resulted in more female students who prefer Kazakh and had an overall lower
level of English. Part of the disbalance comes from the participation of Cohort 8682 in

the Survey Il that accounted for 25% of the responses, but the cohort members did not
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participate in Survey | (Tables 11 and 12). This cohort was two-thirds female, all were
preferred Kazakh speakers, and only one participant had an English level greater than A2
(intermediate). Survey Il suffered from low-quality survey responses, which resulted in
excluding 23% of the 56 responses. The low-quality responses where those with the same
response, which included seven entries of strongly agree, five of agree, and one with
neither agree nor disagree. Given the varied demographics and inaccuracies, this section
lists all three survey results for comparison (See Appendix A).

The data were cleaned before performing the analysis. All incomplete responses
were removed. Entries were removed where the participants entered the same value for
each TAM question because these entries lacked validity. It is not known if these
respondents thought the same about each question or if they entered the data carelessly.
For example, some participants answered strongly agree for all questions while others
answered strongly disagree to all options.

Gender and Language (DEM)

Table 10 shows the overview of the demographics based on gender, language
preference, and level of English. Survey | had a higher percentage of males, Russian
speakers, and better English. Survey Il contained slightly more females, a preference
towards Kazakh, and lower English. Survey 11 had participants with similar gender and
language preference. The polls did not elicit information about the students’ ethnicity.
Instead, the language of instruction was extracted from the cohort information because
that is how the university placed students in groups. Consequently, the language
preference of the student does not always follow ethnicity. In general, a Kazakh-preferred

speaker is probably an ethnic Kazakh. However, some ethnic Kazakhs prefer to study in
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Russian. Conversely, an ethnic Russian or minority will most likely favor Russian even if
he or she is bilingual.

Each survey had varied participants from different cohorts. Table 11 shows the
demographics of the top six groups. Cohort 8682 did not participate in Survey I, but they
made up at least 23% of the participants for Surveys Il and I1l. Table 12 shows the
makeup of Cohort 8682 that participated in Surveys Il and Ill. This group studied in
Kazakh, and at least 65% of the participating members were female. However, Cohort
8682 had lower English. These are some of the reasons why Survey | data are skewed
towards more male participants and Russian language preference. Surveys Il and 111 have
more female and Kazakh-speaking participants.

Table 10: Demographics (General) DEM1-DEMA4

Survey | Survey I Survey Il
N % N % N %
Gender
Male 36 70.6% 34 42.5% 21 48.8%
Female 14 27.5% 45 56.3% 22 51.2%
Preferred Language of Instruction
Russian 38 74.5% 33 41.3% 21 48.8%
Kazakh 13 25.5% 47 58.8% 22 51.2%
Level of English
Al 7 13.7% 15 18.8% 14 32.6%
A2 13 25.5% 26 32.5% 7 16.3%
Bl 27 52.9% 31 38.8% 16 37.2%

B2 or above 4  7.8% 8 10.1% 6 13.9%
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Table 11: Top 6 Cohorts Participation Rate

Survey | Survey Il Survey Il
Cohort N %? %CP" Cohort N %® %CP Cohort N %% %C"
8477 9 176 176 8682 20 25 25 8682 10 23.3 233
8684 6 11.8 294 6582 10 125 375 8484 7 16.3 39.6
6582 5 9.8 39.2 8684 6 75 45 8684 4 93 489
7784 4 718 47 8482 5 6.3 513 7784 4 9.3 582
7168 4 7.8 548 6620 5 6.3 576 7668 3 7 652
7383 3 59 607 8383 4 5 626 6685 3 7 722
a. Percent of sample.
b. Cumulative percentage.
Table 12: Top Cohort Specifics
8682 ° 6582 ° 84772 8684 2
N % N % N % N %
Gender
Male 7 35% 3 30% 6 66.7% 6 100%
Female 13 65% 7 70% 2 22.2% 0
Not reported - - 1 11.1% -
Preferred Language of
Instruction
Russian 0 0 7 70% 7 T77.8% 4 66.7%
Kazakh 20 100 3  30% 2 22.2% 2 33.3%
Level of English
Al 11 55% 2 20% 1 11.1% 0 0%
A2 8 40% 4  50% 5 55.6% 0 0%
Bl 1 5% 3 30% 2 22.2% 4 66.7%
B2 or above 0 0% 1 10% 1 11.1% 2 33.3%

a. Survey | statistics.
b. Survey Il statistics.

Technical Access and Ease of Use (TEC)

Table 13 shows that the students had adequate internet access at home and the
capabilities to access it, which were criteria for this blended-learning course. The students
were competent in using an internet-enabled mobile device, laptop, or desktop. 92.2% of

Survey | participants and 95% of Survey Il respondents had a laptop or desktop at home.



At least 86.2% of the students had internet access at home with at least 50% of them
saying their internet speed was extremely or moderately fast. 90% of the participants
reported that the speed of the internet was average or above. The participants from
Survey Il showed a slight preference toward mobile devices. Surveys I and 11 indicated
that at least 70% of the students had their mobile phones connected to the internet
frequently. Only one participant in Survey Il either did not have a mobile device or did
not connect it to the internet. At least 91.3% of the participants from Survey Il reported
that using the internet, a computer, or a smartphone was extremely, moderately, or

slightly easy.

94
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Table 13: Demographics (Technical Access and Ease of Use) TEC1-8

Survey | Survey I
N % N %
Mobile phone internet connection ?
Always to Frequently (1-3) 26  70.6% 69 86.3%
50% to Occasionally (4-5) 13 25.5% 9 11.3%
Computer at home P
Desktop 26  51.0% 38  47.5%
Laptop 37 72.5% 69 86.3%
Tablet 12 23.5% 11 13.8%
No desktop or laptop 4 7.8% 4 5%
Prefers browsing the internet using
Mobile device 12 23.5% 42  52.5%
Desktop/laptop 4 7.8% 5 6.3%
No preference 35 68.6% 33  41.3%
Home internet connection type
Fiber optics or DSL 23  45.1% 22  27.50
3G/4G modem 11 21.6% 26 32.5%
Dial-up, other, or does not know 15 29.4% 27  33.75%
No home internet 2 3.9% 11 13.8%
Home internet connection speed ©
Extremely or moderately fast 26  51.0% 40 50%
Slightly fast or average 22 43.1% 32 40%
Slightly slow or slower 3 5.9% 8 10.0%
Internet ease of use ¢ - -
Extremely to slightly easy - - 78  97.5%
Neither easy nor difficult to slightly difficult - - 2 2.5%
Computer or laptop ease of use ¢ - -
Extremely to slightly easy - - 73 91.3%
Neither easy nor difficult to slightly difficult - - 7 8.8%
Smartphone ease of use ¢ - -
Extremely to slightly easy - - 78  97.5%
Neither easy nor difficult to slightly difficult - - 2 2.5%

a. Scale of 1-7: Always, Very Frequently, Frequently, 50%, Occasionally, Rarely, Never.

b. Totals will be more than 100% because some participants have more than one type.

c. Scale of 1-7: Extremely fast, Moderately fast, Slightly fast, Average, Slightly slow,
Moderately slow, Extremely slow (or no internet).

d. Scale of 1-7: Extremely easy, Moderately easy, Slightly easy, Neither easy nor
difficult, Slightly difficult, Moderately difficult, Extremely difficult.
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Previous Elearning Experience (PEX)

This project collected the participants’ previous elearning experience during
Survey | (N=51) but omitted the questions in the posttests after determining that it was
uncommon for a student to have elearning experience. Even though 23% of the students
in Table 14 indicated that their high school had an online learning portal, only 13.7% said
their teacher used it.

The results in Table 15 show that three participants used an online learning portal
at least occasionally at their high school. During a conversation, several of the students in
the researcher’s class indicated that they attended a Nazarbayev Intellectual School or a
Turkish high school. It is likely that the few students who studied at a privileged school
would have experienced using an online portal for learning.

Table 14: Previous Elearning Experience (PEX1-2)

Yes No Don’t Know
N % N % N %
My high school had:
A student-use computer lab 45  88.2% 3 59% 3 5.9%
An online learning portal 12 23.5% 38 74.5% 1 2.0%

Note: Total number of respondents for this data is 51.



Table 15: Previous Elearning Experience (PEX3-7)
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Very
Frequently to
Occasionally 2 Rarely? Never?
N % N % N %
At my high school:

| used an online learning portal. 6 11.8% 5 9.8% 40 78.4%
| submitted assignments through 2 3.9% 4 7.8% 45  88.2%
an online learning portal.
| accessed course material through 3 5.9% 5 9.8% 43  84.3%
an online learning portal.
My teacher posted assignments to 3 5.9% 7 13.7% 41  80.4%
an online learning portal.
My teacher communicated withus 3 5.9% 5 9.8% 43  84.3%

through an online learning portal.

Note: Total number of respondents for this data is 51.

a. Scale of 1-7: Always, Very Frequently, Frequently, 50%, Occasionally, Rarely, Never.

Findings Overview

Research Question 1 Results

The results from the data do not conclusively prove or disprove research question

1, which sought to determine if PU had a stronger influence than PEOU on ATT in
Kazakhstan. The results from all three surveys as shown in Table 16 demonstrate that
Surveys | and 111 did not support this supposition, but the analysis of Survey Il did.

Table 16: Effects of PU and PEOU on ATT

Direct Effects on ATT Total Effects on ATT
Survey PU —- ATT PEOU — ATT PU — ATT PEOU — ATT
|2 0.289 0.334 0.289 0.498
1° 0.441 0.073 0.441 0.223
e 0.068 0.294 0.068 0.321
a. Table 21
b. Table 23

c. Table 25
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Research Question 2 Results

TAM is inconsistent in Kazakhstan when using the original TAM model. In short,
the results from the original TAM model in Kazakhstan using the factors of PU, PEOU,
ATT, and BI are different from the results in developed countries. Most notably, the ATT
construct demonstrated inconsistencies, as displayed in Table 17. The parts of the model
that compared consistently to results in developed countries were the impact of PEOU on
PU and then the influence of PU on BI.

Table 17: Results in Kazakhstan (Original TAM)

PEOU — PEOU — PU PU ATT
PU ATT — ATT — BI — BI Dataset
0.566** 0.334* 0.289 0.290* 0.345* Survey |
0.341** 0.073 0.441** 0.246* 0.295* Survey I
0.392** 0.294 0.068 0.385* 0.122 Survey Il1

Significance Levels: * p <0.05, ** p < 0.01.

Additionally, the results from the simplified TAM model in Kazakhstan using the
factors of PU, PEOU, and Bl in Kazakhstan are different from the significant factors in
developed countries. Table 18 shows that the impact of PEOU on Bl did not show
significance in Kazakhstan, but it did in developed countries. This project expected these
abnormal results using the simplified TAM model based on prior research and
Kazakhstan’s cultural dimensions, as shown in Table 35. Moreover, Table 18 shows that
the simplified TAM version exhibits reliability in Kazakhstan, even if the results are

different than in developed countries.
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Table 18: Results in Kazakhstan (Simplified TAM)

PEOU — PU PEOU — BI PU — BI Dataset
0.669** 0.037 0.519** Survey |
0.389** 0.046 0.361** Survey Il
0.338* 0.254 0.410** Survey Il

Significance Levels: * p <0.05, ** p < 0.01.

PCA Analysis

The principal component analysis of all three surveys confirms that the data are
acceptable for component extraction and path analysis. First, the KMO values were all >
0.6 (Kaiser, 1974). Next, the communalities results were all above the threshold of 0.4
(Costello & Osborne, 2005). Third, most of the values in the correlation matrices were
greater than 0.3 (Williams et al., 2010), with the analysis of Survey Il containing the
lowest correlations. Finally, all extracted components except one met the lower threshold
of accounting for at least 5% of the total variance (O’Rourke & Hatcher, 2013). Tables
19 and 20 show the summary of the PCA analysis, which illustrates that PU consistently
had the highest amount of variance in both the original and simplified TAM models.

Table 19: PCA Overview (Original TAM

Survey Component 12 Component 22 Component 32 Component 42
| PU 58.88% Bl 9.67% PEOU 5.26% ATT 4.98%

I PU 47.58% PEOU 16.28% Bl 11.30% ATT 8.23%

i PU 52.38% ATT 11.33% Bl 8.98% PEOU 7.06%

a. TAM factor and percent of total variance.
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Table 20: PCA Overview (Simplified TAM)

Survey Component 12 Component 22 Component 32
I PU 58.04% Bl 10.53% PEOU 5.64%
I PU 44.08% PEOU 18.54% Bl 13.43%

11 PU 52.17% Bl 12.42% PEOU 8.85%

a. TAM factor and percent of total variance.

Survey | PCA Results

Analysis using the Original TAM Model: Survey |

The preliminary analysis of Survey | shows that the data meet most of the
requirements for PCA and path analysis (See Appendix B, Tables B1-B7). The
correlation matrix shows all values except two BI5 values in Table B1 met the threshold
of > 0.3 (Williams et al., 2010). The anti-image correlation matrix indicates that the data
might have factorability problems because most values are not > 0.5 (Kaiser & Rice,
1974). The KMO and Bartlett's Test value is .888, which is larger than the threshold of
0.6 (Kaiser, 1974). The communality estimates are all greater than the limit of 0.4
(Costello & Osborne, 2005).

The cross-validation procedure extracted the TAM components of PU, PEOU,
ATT, and BI from the survey data with eigenvalues > 0.7, which account for 78.79% of
the variance (See Appendix B, Tables B5-B6). The top three components meet O’Rourke
and Hatcher’s (2013) threshold for retaining the factors that account for at least 5% of the
total variance, with the last factor accounting for 4.98%. The component correlation
matrix supports using the oblique rotation with all correlations > 0.3 (Table B7). The
extracted TAM components ordered by variance explained are PU (58.88%), Bl (9.67%),

PEOU (5.26%), and ATT (4.98%).
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Analysis using the Simplified TAM Model: Survey |

The preliminary analysis shows that the data from Survey | meet most of the
requirements for PCA and a path analysis after removing the ATT construct (See
Appendix B, Tables B8-B13). The correlation matrix shows all values except three from
BI5 in Table B8 are > 0.3. The KMO and Bartlett's Test value is .886. The communality
estimates are all > 0.4.

The cross-validation procedure extracted the TAM components of PU, PEOU,
and BI from the survey data with eigenvalues > 0.7, which account for 74.21% of the
variance (See Appendix B, Tables B11-B12). Each of the three components accounts at
least 5% of the total variance. The component correlations matrix supports using the
oblique rotation with all correlations > 0.3 (Table B13). The extracted TAM components
ordered by variance explained are PU (58.04%), Bl (10.53%), and PEQU (5.64%).

Survey Il PCA Results

The PCA results identified a problem with Survey Il. Factors PU1-PU2 correlate
with each other as do PU3-PU4. However, PU1 or PU2 do not correlate with PU3 or
PUA4. A discovery was made that the survey includes questions for PU1-PU2 in the same
block and then question PU3-PU4 in a different block. The respondents answered the
questions in the same block similarly, but their answers were not consistent between the
two blocks. PU3 and PU4 produced more stable results than using PU1 and PU2.
Therefore, variables PU1 and PU2 were removed.

Analysis using the Original TAM Model: Survey Il

The preliminary analysis of Survey Il shows that the data meet most of the

requirements for PCA and path analysis (See Appendix C, Tables C1-C7). The
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correlation matrix shows that the variables B1, B2, and PEOUS5 have low correlation
values. The anti-image correlation matrix indicates that the data might have factorability
problems because most values are smaller than the threshold of 0.5. The KMO and
Bartlett's Test value of .780 is > 0.6. The communality estimates are all > 0.4.

The cross-validation procedure extracted the TAM components of PU, PEOU,
ATT, and BI from the survey data with eigenvalues > 0.6, which account for 83.39% of
the variance (See Appendix C, Tables C5-C7). All four components account for at least
5% of the total variance. The component correlation matrix shows that factor two, PEOU,
has low correlation values (Table C7). The extracted TAM components ordered by
variance explained are PU (47.58%), PEOU (16.28%), Bl (11.30%), and ATT (8.234%).

Analysis using the Simplified TAM Model: Survey Il

The preliminary analysis shows that the data from Survey Il meet most of the
requirements for PCA and a path analysis after removing the ATT construct (See
Appendix C, Tables C8-C13). The correlation matrix shows that most of the variables
have correlation values lower than the threshold of 0.3 signifying the data could be
problematic. The KMO and Bartlett's Test value is .711. The communality estimates are
all > 0.4.

The cross-validation procedure extracted the TAM components of PU, PEOU,
and BI from the survey data with eigenvalues > 1, which account for 76.04% of the
variance (See Appendix C, Tables C11-C12). Each of the extracted components accounts
for at least 10% of the total variance. The component correlation matrix shows one low
correlation value (Table C13). The extracted TAM components ordered by variance

explained are PU (44.08%), PEOU (18.54%), and BI (13.43%).



103

Survey 11l PCA Results

Analysis using the Original TAM Model: Survey llI

The preliminary analysis of Survey 11l shows that the data meet most of the
requirements for PCA and path analysis (See Appendix D, Tables D1-D7). The
correlation matrix shows that PEOU2 has low correlations values with the PU and Bl
components. The anti-image correlation matrix indicates that the data might have
factorability problems because most values are not > 0.5. The KMO and Bartlett's Test
value is .822. The communality estimates are all > 0.4.

The cross-validation procedure extracted the TAM components of PU, PEOU,
ATT, and BI from the survey data with eigenvalues > 0.7, which account for 79.74% of
the variance (See appendix D, Tables D5-D6). Each retained factor accounts for at least
5% of the total variance. The component correlations matrix shows potential problems
because components PU, ATT, and Bl have low correlation values (Table D7). The
extracted TAM factors ordered by variance explained are PU (52.38%), ATT (11.33%),
Bl (8.98%), and PEOU (7.06%).

Analysis using the Simplified TAM Model: Survey IlI

The preliminary analysis shows that the data from Survey 11l meet most of the
requirements for PCA and a path analysis after removing the ATT construct (See
appendix D, Tables D8-D13). The correlation matrix shows problems with variable
PEOU2. The KMO and Bartlett's Test value is .800. The communality estimates are all >
0.4.

The cross-validation procedure extracted the TAM components of PU, PEOU,

and BI from the survey data with eigenvalues > .9, which account for 73.45% of the
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variance (See appendix D, Tables D11-D12). Each of the three components accounts for
at least 8% of the total variance. The component correlation matrix shows that factors are
larger than 0.3 (Table D13). The extracted TAM components ordered by variance
explained are PU (52.17%), Bl (12.42%), and PEOU (8.85%).

Path Analysis (PA)

The path analysis procedure on the original TAM using the PCA components
from Surveys I, 11, and 111 showed inconsistencies. First, the correlations among factors
were all significant using the results from Surveys I and Il, but Survey 111 contained two
non-significant correlations. Next, only paths PEOU — PU and PU — BI were
significant in all three analyses. Additionally, the variable that had the greatest impact on
Bl was not consistent across all surveys. However, the total effect of PU on BI
consistently had the highest influence among all three surveys.

Contrary to the analyses on the original TAM, the results of the simplified TAM
model showed less deviation among all three data sets. The paths of PEOU — PU and
PU — BI were always significant while PEOU — BI was never significant. The analysis
of Survey Il resulted in a non-significant correlation between PEOU and BI. The most
substantial inconsistency is that the total effects from the Survey 11 analysis did not align
with the results from Survey I and II.

Survey | PA Results

Table 21 and Figure 6 show the path analysis results using the original TAM
model. The only non-significant path is PU — ATT. The impact of PEOU on PU has the

highest total effect, but PU has the most overall influence on BI.
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Table 22 and Figure 7 shows the path analysis results using the simplified TAM

model. All correlations are significant, but the only non-significant path is PEOU — BI.

Table 21: Survey | Path Analysis Results (Original TAM)
Variables Direct Effect
X (ind) Y (dep) Correlation R (Beta) Total Effect
PEOU PU 0.566** 0.566 0.566** 0.566
PEOU ATT 0.498** 0.552 0.334* 0.498
PU ATT 0.478** ' 0.289 0.289
PU Bl 0.455** 0.546 0.290* 0.390
ATT Bl 0.484** ' 0.345* 0.345
PEOU Bl - - - 0.336
Significance Levels: * p <0.05, ** p < 0.01.
B =0.290*
PU —
R=0566 [ S 0.478%* r = 0.455%*
\4 A
B=0289 —
r=0.566** B = 0.566%* = 0334 R :Aggsz — B=0345% > :%'.546
. / \ r=0.484%* /
PEOU , r = 0.498%*
Figure 6: Survey | Results (Original TAM)
Table 22: Survey | Path Analysis Results (Simplified TAM)
Variables Direct Effect
X (ind) Y (dep) Correlation R (Beta) Total Effect

PEOU PU 0.669** 0.669 0.669** 0.669
PU BI 0.544** 0.545 0.519** 0.519
PEOU Bl 0.385** ' 0.037 0.384

Significance Levels: * p <0.05, ** p < 0.01.
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Figure 7: Survey Results (Simplified TAM)

Analysis of the Original TAM Model: Survey |

The first regression analysis was conducted on the impact of PEOU on PU (See
appendix E Tables, E1-E3), which shows that a significant correlation exists between
PEQOU and PU. Furthermore, the path coefficient from PEOU to PU is significant (Table
E3). The model summary table shows that PU accounts for 32% of the variance.

The second regression analysis was conducted on the impact of PEOU and PU on
ATT (See appendix E, Tables E4-E6), which shows that significant correlations exist
between PU, PEOU, and ATT. Additionally, the path PEOU — ATT is significant, but
path PU — ATT is not (Table E6). The model summary table shows that ATT accounts
for 30.5% of the variance with predictors PEOU and PU.

The third regression analysis was conducted on the impact of PU and ATT on Bl
(See appendix E Tables, E7-E9), which shows that significant correlations exist between
PU, ATT, and BI. Furthermore, the paths PU — Bl and ATT — BI are significant (Table
E9). The model summary table shows that Bl accounts for 29.8% of the variance with

predictors PU and ATT.
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Analysis of the Simplified TAM Model: Survey |

The correlations analysis of the simplified TAM model using Survey | shows that
significant correlations exist between PU, PEOU, and BI (See appendix E Table E10).
The first regression analysis was conducted on the impact of PEOU on PU, which shows
that the path coefficient from PEOU to PU is significant (Table E12). The model
summary table shows that PU accounts for 44.8% of the variance. The second regression
analysis was conducted on the impact of PEOU on BI and the impact of PU on BI. The
results show that path PEOU — Bl is not significant, but PU — Bl is significant (Table
E14). The model summary table shows that Bl accounts for 29.7% of the variance with
predictors PEOU and PU (Table E13).

Survey Il PA Results

Table 23 and Figure 8 show the path analysis results using the original TAM
model. The only non-significant path is PEOU — ATT, which is a deviation from the
results of Survey I. The impact of PU on ATT has the highest total effect, with PU having
the most overall influence on BI.

Table 24 and Figure 9 show the path analysis results using the simplified TAM
model. Unlike the results of Survey I, the correlation between PEOU and Bl is not

significant. Conversely, both surveys show that the path PEOU — BI is not significant.
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Table 23: Survey Il Path Analysis Results (Original TAM)
Variables Direct Effect
X (ind) Y (dep) Correlation R (Beta) Total Effect
PEOU PU 0.341** 0.341 0.341** 0.341
PEOU ATT 0.223* 0.471 0.073 0.223
PU ATT 0.466** ' 0.441** 0.441
PU Bl 0.383** 0.464 0.246* 0.376
ATT Bl 0.409** ' 0.295* 0.295
PEOU Bl - - - 0.150
Significance Levels: * p <0.05, ** p < 0.01.
B =0.246*
PU —
R =0.341 S 0.466+* r=0.383**
e ‘
. B = 0.441** ATT ) |
r=0.341 B=0.341 =007 Rooa7n [ B=0205* o
/ \ r = 0.409%* /
PEOU , r=0.223*
Figure 8: Survey Il Results (Original TAM)
Table 24: Survey Il Path Analysis Results (Simplified TAM)
Variables Direct Effect
X (ind) Y (dep) Correlation R (Beta) Total Effect
PEOU PU 0.389** 0.389 0.389** 0.389
PU BI 0.379** 0.381 0.361** 0.361
PEOU Bl 0.187 ' 0.046 0.186

Significance Levels: * p <0.

05, ** p < 0.01.
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Figure 9: Survey Il Results (Simplified TAM)

PEOU

Analysis of the Original TAM Model: Survey |1

The first regression analysis was conducted on the impact of PEOU on PU (See
appendix F, Tables F1-F3), which shows that a significant correlation exists between
PEQOU and PU. Furthermore, the path coefficient from PEOU to PU is significant (Table
F3). The model summary table shows that PU accounts for 11.6% of the variance.

The second regression analysis was conducted on the impact of PEOU and PU on
ATT (See appendix F, Tables F4-F6), which shows that significant correlations exist
between PU, PEOU, and ATT. Path PU — ATT is significant, but PEOU — ATT is not
significant (Table F6). The model summary table shows that ATT accounts for 22.1% of
the variance with predictors PEOU and PU.

The third regression analysis was conducted on the impact of PU and ATT on Bl
(Appendix F, Tables F7-F9), which shows that significant correlations exist between PU,
ATT, and BI. Furthermore, the paths PU — Bl and ATT — BI are significant (Table F9).
The model summary table reveals that Bl accounts for 21.5% of the variance with

predictors PU and ATT.
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Analysis of the Simplified TAM Model: Survey Il

The correlations analysis on the simplified TAM model using Survey 11 showed
that significant correlations exist between path PU and PEOU and path PU and BI but not
between PEOU and BI (See appendix F Table F10). The first regression analysis was
conducted on the impact of PEOU on PU, which shows that the path coefficient from
PEQU to PU is significant (Table F12). The model summary table shows that PU
accounts for 15.2% of the variance. The second regression analysis was conducted on the
impact of PEOU on BI and the impact of PU on BI. The results show that path PEOU —
Bl is not significant, but PU — Bl is significant (Table F14). The model summary table
shows that Bl accounts for 14.5% of the variance with predictors PEOU and PU (Table
F13).

Survey 11l PA Results

Table 25 and Figure 10 show the path analysis results using the original TAM
model. The TAM analysis deviated from the previous two models since it had two non-
significant correlations and three non-significant paths. The impact of PU on BI has the
highest total effect.

Table 26 and Figure 11 show the path analysis results using the simplified TAM
model. Comparable to the results of Survey I, all correlations are significant, and the only
non-significant path is PEOU — BI. Contrary to the analyses on Surveys I and II, the

path with the most influence is PU — Bl instead of PEOU — PU.
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Table 25: Survey 111 Path Analysis Results (Original TAM)

Variables Direct Effect

X (ind) Y (dep) Correlation R (Beta) Total Effect
PEOU PU 0.392** 0.392 0.392** 0.392
PEOU ATT 0.320* 0.326 0.294 0.321
PU ATT 0.183 ' 0.068 0.068
PU BI 0.407** 0.424 0.385* 0.393
ATT BI 0.192 ' 0.122 0.122
PEOU Bl - - - 0.190

Significance Levels: * p <0.05, ** p < 0.01.

B =0.385*
PU

-_— \
R = 0.392

r=0.183 r=0.407**
\ \ |

. =008 — ATT BI
r=0.392 B= 0‘.392 = 026 Rooaxp [ B=012— o
/ \ r=0.192 /
PEOU , r = 0.320*
Figure 10:  Survey Il Results (Original TAM)
Table 26: Survey Il Path Analysis Results (Simplified TAM)
Variables Direct Effect
X (ind) Y (dep) Correlation R (Beta) Total Effect
PEOU PU 0.338* 0.338 0.338* 0.338
PU BI 0.495** 0.550 0.410** 0.410
PEOU Bl 0.392** ' 0.254 0.393

Significance Levels: * p <0.05, ** p < 0.01.
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Figure 11:  Survey Il Results (Simplified TAM)

Analysis of the Original TAM Model: Survey 11

The first regression analysis was conducted on the impact of PEOU on PU (See
appendix G, Tables G1-G3), which shows that a significant correlation exists between
PEQOU and PU. Furthermore, the path coefficient from PEOU to PU is significant (Table
G3). The model summary table shows that PU accounts for 15.4% of the variance.

The second regression analysis was conducted on the impact of PEOU and PU on
ATT (See appendix G, Tables G4-G6), which shows that significant correlations exist
between PEOU and PU and also between PEOU and ATT, but not between PU and ATT.
The regression analysis revealed that paths PU — ATT and PEOU — ATT were not
significant (Table G6). The model summary table shows that ATT accounts for 10.6% of
the variance with predictors PEOU and PU.

The third regression analysis was conducted on the impact of PU and ATT on Bl
(See appendix G, Tables G7-G9), which shows that a significant correlation exists
between PU and BI, but not between PU and ATT nor ATT and BI. Furthermore, the
path PU — Bl is significant, but ATT — Bl is not (Table G9). The model summary table

reveals that Bl accounts for 18.0 % of the variance with predictors PU and ATT.
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Analysis of the Simplified TAM Model: Survey 1lI

The correlations analysis of the simplified TAM model using Survey 11 shows
that a significant correlation exists between PU, PEOU, and Bl but not between PEOU
and BI (See appendix G Table G10). The first regression analysis was conducted on the
impact of PEOU on PU, which shows that the path coefficient from PEOU to PU is
significant (Table G12). The model summary table shows that PU accounts for 11.4% of
the variance. The second regression analysis was conducted on the impact of PEOU on
BI and the impact of PU on BI. The results show that path PEOU — BI is not significant,
but PU — Bl is significant (Table G14). The model summary table shows that BI
accounts for 30.3% of the variance with predictors PEOU and PU (Table G13).

Comparative Analysis

The comparative analysis uses the TAM data from Kazakhstan and other studies
to determine if the results are comparable. This project bases the first comparison on
King and He’s (2006) analysis that revealed that PU should be the stronger influencer of
BIl. This comparative test is a simple way to determine that one aspect of TAM in
Kazakhstan is the same as in other countries. The second analysis examines which paths
are significant to evaluate how similar Kazakhstan is to other developed countries.
Together, these comparisons describe the similarities and differences of the TAM
models.

Research Question 1 Analysis

The direct and indirect effects from PU and PEOU on ATT were evaluated from
each dataset to answer the first research question. Table 16 shows that PEOU has the

greatest impact on ATT for Survey | and 111 when evaluating both the direct and indict
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effects. Contrarily, Survey Il reveals that PU has more influence on ATT than does
PEOU.

Research Question 2 Analysis

The comparative analysis answered the second research question by evaluating
existing TAM studies in developed countries using two criteria. First, the comparative
analysis evaluated the number of significant paths in each TAM analysis. Then, it
assessed which specific TAM paths were not significant. The expected result was that all
paths on a successful TAM implementation in developed countries should be significant.
However, Table 6 demonstrates that this expectation is not realistic. Instead, TAM
studies commonly have one or more paths that are not significant. King and He (2006)
confirm this supposition by concluding that 30 out of 67 studies that they analyzed
resulted path PEOU — BI being non-significant on the simplified TAM model.

The studies used for the comparison came from Tables 6 and 8. Table 6 lists 12
relevant TAM studies in educational contexts that used the original TAM model. Table 8
combines ten studies in educational and professional contexts that used the simplified
TAM model. Only two of these ten studies from developed countries are in an
educational setting. The overall conclusion is that the significant factors used both the
original and simplified TAM models in Kazakhstan are different from the significant
factors in developed countries.

Results in Developed Countries

Table 27 shows the paths that are significant the most frequently among the 12
studies that used the original TAM in developed countries, which are PEOU — PU

(N=12), PU — ATT (N=11), and PEOU — ATT (N=10). Conversely, ATT — BI (N=8)
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was statistically significant less frequently, with PU — BI (N=5) being non-significant
more often.

Table 27: Number of Significant Paths (Original TAM)

Path Significant Count?
PEOU — PU 12
PU — ATT 11
PEOU — ATT 10
ATT — Bl 8
PU — BI 5

Note: N = 12 from TAM studies in developed countries in Table 6.
a. The number of significant paths from studies.

Table 28 examines the 12 studies that used the original TAM model in developed
countries to determine how often one or more paths were not significant, which revealed
that ten of the studies had at least one non-significant path. Seven of these ten studies had
only one non-significant path, two studies had two paths that were not significant, and
one study had three non-significant paths. Path PU — BI was not significant in seven
studies, ATT— BI in four studies, PEOU — ATT in two studies, and PU — ATT in one
study. Two studies shared the same non-significant path-pair, which is PU — BI and

ATT— BIL
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Table 28: Studies with non-Significant Paths (Original TAM)

Studies that contain non-significant paths Count
One non-significant path @ 7 studies
PU — BI 4
PEOU — ATT 2
ATT— BI 1
Two non-significant paths® 2 studies
PU — BI; ATT— BI® 2
Three non-significant paths 1 study
PU — BI; ATT— BI; PU — ATT 1
Four non-significant paths 0 studies ¢

Note: N = 12 from TAM studies in developed countries in Table 6.
a. All paths were significant except 1.

b. All paths were significant except 2.

c. All paths were significant except 3.

d. No study had four non-significant paths.

e. The same paths were not significant in different studies.

Table 29 shows the paths that are significant the most frequently among the ten
studies using the simplified version of TAM in developed countries, which were PU —
BI (N=9), PEOU — BI (N=9), and PEOU — PU (N=7).

Table 29: Number of Significant and Influential Paths (Simplified TAM)

Path Significant Count?
PU — BI 9
PEOU — BI 9
PEOU — PU 7

Note: N = 10 from TAM studies in developed countries in Table 8.

Table 30 examines the ten studies that used the simplified TAM in developed
countries to determine how often one or more paths were not significant, which revealed

that only four out of ten studies have at least one non-significant path. Three of these
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studies had only one non-significant path, which was PEOU — PU. The other study had
two paths that were not significant, which were PU — Bl and PEOU — BIL.

Table 30: Studies with non-Significant Paths (Simplified TAM)

Studies that contain non-significant paths Count
One non-significant path @ 3 studies
PEOU — PU 3
Two non-significant paths® 1 study
PU — BI; PEOU — BI® 1
Three non-significant paths © 0 studies ¢

Note: N = 10 from TAM studies in developed countries in Table 8.
a. All paths were significant except for one.

b. All paths were significant except for two.

c. All paths were significant except for three.

d. No study had three non-significant paths.

e. The same paths were not significant in different studies.

Comparison to Kazakhstan using the Original TAM

The first comparison looked at the number of significant paths for each TAM
analysis that used participants from Kazakhstan. Table 31 shows that each path analysis
for this project had paths that were not significant. Having non-significant paths does not
indicate a problem because Table 28 shows that ten of the twelve studies had one or more
paths that were not significant. However, it was uncommon for studies to have two or
more paths that were not significant. Table 31 shows that the results for Surveys | and 11
are comparable to studies in developed countries, but Survey 111 shows a deviation. This
first comparison was inconclusive.

The next assessment examined which paths were not significant. The three path

analyses in Kazakhstan revealed that PEOU — ATT and PU — ATT were not significant
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two times and ATT — BI was not significant once. According to Tables 27 and 28, paths
PEOU — ATT and PU — ATT in developed countries were significant most of the time.
Only one other study listed PU — ATT as not being statistically significant, and two
studies reported that PEOU — ATT was not significant. This comparison indicated that
the TAM factors in Kazakhstan could differ from those in developed countries.

The conclusion of the subjective comparison using the original version of TAM is
that the impact of PEOU on PU and PU on Bl is consistent with studies in developed
countries. All other TAM factors differ by varying degrees.

Table 31: Comparison of Significant Values (Original TAM)

Is Significance Survey | Survey I Survey I
Path Expected? ? Results Results Results
PEOU — PU Yes Same Same Same
PEOU — ATT  Yes Same Different Different
PU — ATT Yes Different Same Different
PU — BI Inconclusive Same P Same ® Same P
ATT — BI Yes Same Same Different

a. Determined significance value from Table 27.
b. Same by default since the expected significance value is inconclusive.

Comparison with Kazakhstan using the Simplified TAM Model

The first comparison using the simplified TAM model looked at the number of
significant paths for each TAM analysis in Kazakhstan. Table 32 shows that one path was
not significant in each analysis of Survey I, I, and I1l. The first comparison failed, which
indicated that the TAM factors in Kazakhstan could differ from those in developed
countries

The next assessment examined which paths were not significant, which revealed

that the PEOU — BI path for each analysis in this project was not significant. According
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to Table 30, this path is almost always significant in developed countries except for in
one study. King and He’s (2006) analysis demonstrate that path PEOU — BI showed
significance in 37 out of 67 studies, which indicates that the studies used in this project
had a higher significance rate. The TAM results from this study show that the path was
consistently insignificant. Based on the second comparison, the factors in Kazakhstan
differ from those in developed countries.

The conclusion of the subjective comparison using the simplified version of TAM
is that the TAM factors of PU, PEOU, and BI in Kazakhstan are different from the factors
in developed countries. The analysis shows that the PEOU — BI path is the contributor to
this conclusion.

Table 32: Comparison of Significant Values (Simplified TAM)

Is Significance Survey I Survey I
Path Expected? ®  Survey | Results Results Results
PEOU — PU Yes Same Same Same
PEOU — BI Yes Different Different Different
PU — BI Yes Same Same Same

a. Determined significance value from Table 29, supported by King and He (2006)

Learning Management System Objective Data
There were two sets of analytical data. The first set was from the 47 English-
speaking students who used Moodle as an integral part of their course. The second set
was from a separate Moodle instance set up for students and other instructors to access
the materials without logging on. All the other ICT instructors and students used the
second server to access ICT course resources, such as online presentations, videos, and
lab assignments. Mostly, these students used it to access the ICT labs because they lacked

a sufficient level of English to benefit from the online resources. The course instructor’s
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data were omitted from the datasets most of the time. Therefore, the data in this section
are representative of the students’ behavior.

These findings demonstrated that the English-speaking students were frequent
users of Moodle. The students were required to use Moodle to a certain degree, but most
of the students used Moodle beyond the expectation. The most substantial evidence of
this is that the students chose to use Moodle outside of laboratory times, primarily in the
evenings. Next, mobile users accounted for 32% of all visits and 20% of the actions. The
guest-access Moodle instance showed similar results.

English-Speaking Course Analytics

The analytical data recorded that the 47 students who were enrolled in the
English-speaking class opened the ICT course homepage in Moodle approximately 7,200
times during the semester. Figure 12 shows the graph of when the students visited
Moodle throughout the semester. Each student opened the course page nine times per
week on average, based on a 16-week semester and a week for final exams. Another
course that only contained practice quizzes for the final exam was created late in the
semester for other ICT students, which they opened less than 200 times. Combined, these
students viewed approximately 43,500 pages within a Moodle course. The top four

categories described below account for 93.2% of the visits inside of a Moodle course.
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The most popular category in Moodle that the students visited once logged on was
online quizzes, with 28,710 views or 66.2% of the course activity. Quizzes were given
online and in-class to encourage the students to view the materials before class, both of
which were graded. The students who passed the quizzes in Moodle performed well on
the quizzes during class time. The quizzes in Moodle were configured to accept the grade
with the best attempt, so the students took them multiple times until they had their desired
result. The quizzes contained the pertinent information that the students should learn to
pass the course successfully.

The students visited the assignment category the second most frequently, with
6,154 views or 14.2% of the activity. The assignments were predominately the ICT labs
that the students completed during the scheduled labs or on their own time.

Third, was the forum category with 4,063 views or 9.4% of the online activity.
These results were surprising because the students seemed to resist engaging in forum
activities. These logged visits were predominately views of existing posts because most
of the forum assignments resulted in a participation rate of less than half of the students.
One forum with high participation was the extra credit activity to celebrate Women’s
Day. The announcements forum was the fourth most popular, which was a place for the
instructor to post assignments, news, changes, and so on. The view count does not
accurately capture the rating because the announcements were also delivered to the
students’ email addresses unless they opted out. It is likely that many students chose to
use only the email and not open the announcement in Moodle unless it contained links for

an assignment.
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Finally, the category for web pages had 2,526 views or 5.8%. Pages in Moodle
were used to place content such as online presentations, videos with transcripts, some lab
instructions, or specific content related to the module. The online presentations or videos
only show up in the seventh and ninth page ranking. After removing the other top pages,
the online slideshow and video pages accounted for 1,239 visits or 1.8% of the views.
This number is surprisingly low, but it only partially represents the actual number. The
module section of the course page contained direct links to the video playlists. The direct
links to a Google Document containing the transcript, video links, and presentation links
were also in the module section. The video analytics show that the videos were viewed a
total 694 times, but the granularity of views was not known. The students clicked the
Google-shorted links 948 times, but this number includes the links to the laboratory
instructions located in Google Drive. The number of presentation or video views is
unknown without an in-depth analysis of which links were clicked.

Some insightful analytics to mention that relate to Moodle’s administrative
features are grades and messaging. Students viewed their grades 1,977 times or 42 times
on average per user, with spikes following the mid-term reports and the final exam.
Moodle’s messaging feature was a surprise because the students started to use it on their
own. Even though they had the instructor’s Whats App number and email address, the
students naturally used messages in Moodle as the primary way to contact their
instructor. This behavior was unexpected because WhatsApp is very popular and widely
used. At the end of the semester, the students accessed the messages page 617 times.

The students opened the ICT course in Moodle all hours of the day. The most

popular times for students to enter it were three hours between 21:00 and 00:00. The
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daytime hours between 08:00 and 15:00 showed consistent times that they logged on.
However, the times when the students performed the most actions were at 09:00 (11.1%),
00:00 (10.6%), and then at 15:00 (8.3%). Those three times account for 30% of all page
views in Moodle. Lab times for students were once a week between 08:00 and 09:45 and
then from 12:50 to 15:45.

The students accessed Moodle 62% of the time with a desktop or laptop and 37%
of the time using a smartphone. Each device had similar actions per visit at 25.1 for a
desktop and 23 for a smartphone. The operating systems used by students were Windows
(56.7%), Android (21.7%), iOS (10.3%) and MacOS (2.3%).

Guest-Access Course Analytics

The other ICT instructors did not want the hassle of having student accounts in
Moodle, so a separate Moodle instance was set up with guest-access so their students
could access the ICT labs. The course was protected with a single password to discourage
uninvited guests from accessing the content. Additionally, some instructors opted to
download the labs from Google Drive and distribute the files using a flash drive. The
instructors had access to the content on Google Drive, but some of them chose to view
the content in Moodle. Therefore, this dataset represents ICT students, ICT instructors,
and other unknown users.

In total, the course homepage was accessed 3,694 times. The visitors accessed the
presentations in Google Slides 1,089 times. The video pages were accessed 177 times.
The laboratory instructions were accessed 2,154 times. The popular times to access the
guest-course was from 08:00 to 13:00, which were typical ICT lab times. The next

popular times were at night from 19:00 to 23:00. However, 15% of these visits were from
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outside of Kazakhstan, most likely bots spoofing browsers or unsavory search engines.
The users performed 7,876 actions in the course between 10:00 and 14:00. The users
performed 3,625 actions during the peak four-hour block in the evening. Figure 13 shows
the graph of visits to Moodle during the semester.

The users accessed Moodle 60.8% of the time with a desktop or laptop and 36.1%
of the time using a smartphone. The desktop users had 9.6 actions per visit, and the
smartphone users had 5.4. The operating systems used to access Moodle were Windows
(60.9%), Android (26.4%), and i0S (11.9%). There were only two users with the MacOS.
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Summary of Analysis

The analysis of this study sought to determine if TAM is an applicable model to
predict elearning usage in Kazakhstan, which included a two-part process. Part one
generated a TAM profile using data from participants in Kazakhstan. Part two used a
subjective comparison to determine if the significant TAM factors in Kazakhstan are the
same significant factors in developed countries where researchers have tested and
verified the model.

The first step used to create a TAM profile in Kazakhstan was to examine the
demographics of the participants, which identified differences in the samples among the
surveys. Next, a PCA analysis was performed to determine if the data were suitable for

component extraction and path analysis and then to extract the principal components.
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Finally, the path analysis procedure was used to determine the significant correlations
between components, path coefficients, and explained variance. Due to inconsistent TAM
results, data from the three surveys were used instead of selecting the posttest.

The comparative analysis evaluated the TAM data in Kazakhstan to TAM data in
developed countries from educational settings using two criteria. The outcome of this
procedure was to determine if the significant factors of PU, PEOU, ATT, and Bl in
Kazakhstan were the same as those in developed countries. First, the number of
significant paths that each TAM study contained were examined in developed countries.
Then, non-significant paths were evaluated.

The next chapter interprets the results of the data analysis and answers the

research questions.
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CHAPTER SIX: DISCUSSION AND CONCLUSION
Introduction

The purpose of this study was to determine if the technology acceptance model
(TAM) is an acceptable method to predict elearning usage in Kazakhstan where the
cultural dimensions are different than in North America where the model was developed.
In short, both TAM variants revealed differences in Kazakhstan when compared to
usages from developed countries. The original TAM model was unreliable, but the
simplified version of TAM showed consistency. The original TAM includes the factors
of perceived usefulness (PU), perceived ease of use (PEOU), attitude toward using
(ATT), and behavioral intention to use (Bl). The simplified TAM uses PU, PEOU, and
Bl.

This chapter evaluates and expounds on the findings in the previous chapter about
TAM factors in Kazakhstan before answering the specific research questions because the
data revealed unexpected results. Explaining how the various factors that were used to
subjectively determine if a significant factor in Kazakhstan was the same in a developed
country adds clarity to the research questions. This chapter first addresses the
discrepancies among the samples. Next, it summarizes the findings of how TAM
performed in Kazakhstan. Third, the chapter evaluates the TAM assumptions in
developed countries and compares the suppositions to the findings in Kazakhstan. Fourth,
this section examines the cultural aspects of the model and compares expected TAM

outcomes based on specific cultural dimensions to the TAM results in Kazakhstan. Next,
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the two research questions are then answered, followed by the limitations and
implications of the study. The research questions that this study answers are:

1. Does PU have a stronger influence than PEOU on ATT in Kazakhstan?

2. How do the significant factors of PU, PEOU, ATT, and Bl in Kazakhstan

compare to the significant factors in developed countries?
Demaographics

The population for this study was typical for the university. The combined
samples of Surveys I, 11, and Il showed that the participants were 52.9% male, 47.1%
female, 52.9% preferred the Russian language, and 47.1% preferred the Kazakh
language. The English levels of the participants were 20.7% A1, 26.4% A2, 42.5% B1,
and 10.3% B2 or better. There were initial concerns that the population might lack
adequate access to the internet or technology skills. These suspicions were unfounded
because the data showed that the population had the means to access web-based material
and was competent operating mobile or desktop devices. Another uncertainty was how
the students would respond to elearning given their bias towards traditional education.
The demographics confirmed this suspicion because only 12% of the population had used
an online learning portal before university, but this project’s perceptional and behavioral
data indicated that the students found value using a learning management system (LMS).

Sample Discrepancies

The three samples illuminated the diversity of the student population, with
expected differences between language preference, level of English, and gender.
Something unexpected among the samples was the skewed demographic data of either

language preference or gender. For example, Survey | showed more male participants,
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Russian preference, and better English while Survey 11 had more female students, Kazakh
preference, and lower English. The lack of a consistent sample might explain the
variations among the TAM results. For example, a researcher could theorize that one
sample of a predominant characteristic favored PEOU but another preferred PU. Instead
of focusing on a single sample or concentrating on the differences in the individual
samples, this project centered on the combined result to find the commonalities that
allowed the results to show a clearer and less-biased representation of TAM in
Kazakhstan. The results established that the ATT construct was not reliable among the
population (Table 17). Furthermore, the statistics consistently demonstrated that PEOU
had a significant impact on PU and that PU significantly influenced Bl (Tables 17 and
18).

Evaluating TAM Factors in Kazakhstan

Summary of TAM Effects

This study revealed the uncertainty of specific TAM factors and the reliability of
other constructs in Kazakhstan. Table 33 summarizes these findings after evaluating both
the original and simplified versions of TAM. Firstly, PEOU had a significant direct
impact on PU in every instance. Next, PU had a significant direct impact on Bl. Thirdly,
PU had the most substantial total effect on Bl when compared to the other factors (King
& He, 2006). Conversely, PEOU had the least amount of influence on Bl among the
factors in all instances except one. Fifthly, the data demonstrated that PU captured most
of PEOU’s effect (King & He, 2006). Next, ATT was an unreliable construct on both

ingress and egress on the original model. The impact on ATT from PU or PEOU
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displayed inconsistency as did the significant effect of ATT on BI. Lastly, all results of
the simplified model revealed that the direct effect of PEOU on Bl lacked significance.

These findings signify that researchers should cautiously use TAM in Kazakhstan
to predict usages of elearning systems. Specifically, these discoveries revealed that
PEQOU or ATT should not be used to determine Bl in Kazakhstan. However, PEOU was
highly influential on PU, which captured much of PEOU’s influence (King & He, 2006).
The simplified version of TAM showed reliability in this scenario because PU is the vital
predictor of BI, but PEOU is a significant influencer on PU.

Table 33: Summary of TAM Effects

TAM Reference

Notable Results Model Tables
1. The direct impact of PEOU on PU was significant. Both 17,18
2. The direct impact of PU and Bl was significant. Both 17,18
3. PU had the largest total effect on BI. Both 21-26
4. PEOU had the smallest total effect on BI.? Both 21-26
5. PU captured most of PEOU’s effect. Both 21-26
6. ATT was not a reliable construct. Original 17
7. The direct impact of PEOU on BI was not significant. Simplified 18

a. The analysis of original TAM using Survey Il data was an exception (Table 25).

Evaluating TAM Expectations from Developed Countries

Table 34 evaluates the expected TAM results in developed countries and shows
the actual results in Kazakhstan. The first expectation was that successful TAM
implementations should result in all significant paths. However, Tables 6, 7, and 28

illustrate that it is not typical for a TAM study to result in all significant paths. The results
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of TAM in Kazakhstan showed non-significant paths. Contrary to this expectation, the
results in Kazakhstan are comparable to the results in developed countries using this
criterion because both contexts contain paths that are not significant. Next, these findings
conclusively align with King and He (2006) that PU is the stronger influencer of BI.
Thirdly, the data analysis was inadequate to make an affirmative assessment that PEOU
was the weakest predictor of actual usage (Turner et al., 2010) because this project lacked
a statistical method to compare the perceptive data to the objective data. Theoretically,
we could accept this expectation because the perception data in Kazakhstan indicated that
PEOU had no statistical significance on BI. Instead, PU captured much of the influence
of PEOU (King & He, 2006). Lastly, the objective data confirmed that Bl is an accurate
predictor of actual usage (Turner et al., 2010). On average, the students logged onto
Moodle nine times a week to take online quizzes, complete ICT labs or other
assignments, participate in forums, or view instructional content. However, statistical
methods were not used to correlate the behavioral data from the LMS with the TAM

perceptional data.
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Comparison of Expected TAM Results from Developed Countries

Expectations in Developed Countries

Results in Kazakhstan

1. All TAM paths are significant on False °: Every TAM analysis contained at
successful TAM implementations.®  least one path that was not significant.
2. PU is the stronger influencer of BI True ©: PU had the strongest influence on BI
(King & He, 2006). when compared to all other factors.
3. PEOU is the weakest predictor of Inconclusive % (a) PEOU was an inconsistent
actual usage (Turner et al., 2010). predictor. (b) PU captured much of PEOU’s
influence, giving it substantial indirect
influence (King & He, 2006). (c) Survey Il
showed that PEOU had a higher influence on
Bl than did ATT.
4. Bl is an accurate predictor of actual True9: The objective data confirmed that
usage (Turner et al., 2010). students used the LMS.
a. Data shows that this expectation is unrealistic given unknown factors. See Table 6.
b. This result is inconclusive when compared to other TAM studies. See Table 31.
c. See Tables 21-26.
d. Statistical methods should be used instead of a subjective assessment.

Examining Cultural Data

The results of the TAM analysis using the simplified model aligned with the

expected significant paths given the cultural dimensions of Kazakhstan, as shown in

Table 35. Kazakhstan’s cultural dimensions that are pertinent to TAM are high power

distance (PD), collectivism, and masculinity. Given those three cultural dimensions, the

expectations held true since PEOU — PU (McCoy et al., 2007) was significant and

PEOU — BI was not (Huang et al., 2003; McCoy et al., 2007). The prediction of path PU

— BI was not known because research shows the path is not significant in high PD

cultures (Huang et al., 2003; McCoy et al., 2007) but is significant in collectivist and

masculine cultures (McCoy et al., 2007). The results showed that PU had a significant
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impact on Bl in Kazakhstan. This project did not analyze specific cultural attributes in
Kazakhstan that might affect one or more TAM factors.

This research contained cultural biases that could have an impact on a student’s
intention to use the LMS. First, the foreign ICT teacher was from a low PD country and
considerably reduced the PD in the classroom as compared to local instructors. Next, the
foreign instructor could have had an unintended positive bias on the students’ intention to
learn through technology. This learning methodology was new to the students, and they
might have been more eager to try it as part of the experience of having an instructor
from abroad than from a local instructor. Furthermore, the researcher’s opinions would
have informed the perceptions of the participants because of subjective norms in a high
PD culture (Huang et al., 2003). Third, the sample was from a cross-section of first-year
students, not only from the instructor-led class. As mentioned previously, this project did
not seek to dissect the factors that were inconsistent across the three surveys but focused
on the commonalities. Examining the TAM dimensions using samples from a Kazakh,
Russian, and English-speaking class could determine if one or more of these groups have
different effects on TAM. Given the limitations and biases of this study, additional

research is needed to determine the impact of Kazakhstan’s cultural dimensions on TAM.
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Table 35: Expected Significant Paths for Kazakhstan (McCoy et al., 2007)

PU — BI PEOU — BI PEOU — PU Hofstede's (1980)
Expected Actual Expected Actual Expected Actual Dimension
No 2 Yes ¢ No @ No Yes Yes  High power distance
Yes Yes NoP No Yes Yes  High collectivism
Yes Yes No °© No Yes Yes  High masculinity

a. Supported by Huang, Lu, & Wong (2003).

b. Supported by Abbasi, Tarhini, Elyas, and Shah (2015).

c. Supported by Srite & Karahanna (2006).

d. Does not confirm that PU — BI is significant in high PD cultures.

This project has shown that Kazakhstan’s cultural dimensions of high PD,
collectivism, and masculinity are problematic for using TAM to predict technology
usage. However, these attributes do not prevent users from technology adoption but
change how technology adoption happens. TAM researchers in Saudi Arabia and Jordan,
which share Kazakhstan’s cultural attributes of high PD and collectivism (Akour,
Alshare, Miller, & Dwairi, 2006; Al-Gahtani, Hubona, & Wang, 2007; Baker et al.,
2010), offer suggestions on technology adoption. Baker et al. (2010) argue that in these
cultures, technology adoption comes from the elites of society promoting the technology
rather than from the commoners. Akour et al. (2006) echo similar sentiments by
suggesting that people of influence in an organization should work diligently to promote
the adoption of technologies instead of letting the growth happen organically.

Research Question 1: Does PU have a stronger influence than PEOU on ATT in

Kazakhstan?
The answer to research question one is inconclusive because the data could not

prove or disprove the supposition. Table 36 shows that Survey Il satisfies the question,
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but Survey I and 11 do not. As this project discussed previously, the ATT construct was

unreliable. Further research is needed to confirm or disprove the argument that PU has a
stronger influence than PEOU on ATT in Kazakhstan. This question is an indicator that
TAM behaves differently in Kazakhstan, which is explored in research question two.

Table 36: Effects of PU and PEOU on ATT

Direct Effects on ATT Total Effects on ATT
Survey PU— PEOU — Result PU — PEOU — Result
ATT ATT ATT ATT
|2 0.289 0.334 False 0.289 0.498 False
[P 0.441 0.073 True 0.441 0.223 True
e 0.068 0.294 False 0.068 0.321 False
a. Table 21
b. Table 23
c. Table 25

Research Question 2: How do the significant factors of PU, PEOU, ATT, and Bl in

Kazakhstan compare to the significant factors in developed countries?

Original TAM Perspective

Most of the significant factors of PU, PEOU, ATT, and Bl in Kazakhstan differ
from the significant factors in developed countries, as shown in Table 37. Moreover, the
original version of TAM in Kazakhstan lacked consistency among the three analyses.
None of the analyzed data from the surveys resulted in the same TAM signature. Instead,
each analysis displayed one or more non-significant paths that differed from the other
results. The comparison for this research question used two criteria, which determined if
the path is significant and then if the path should be significant. Only the paths of PEOU

— PU and PU — BI were the same in Kazakhstan as in developed countries. Paths
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PEOU — ATT and PU — ATT consistently showed that they differed. Path ATT — BI
was inconclusive because it lacked uniformity among the analyses.

A common element to the inconsistent results was the ATT component. When the
analyses omitted this factor, TAM performed reliably. This paper did not seek to identify
the problems with the ATT construct but offered suppositions instead. First, the analysis
revealed discrepancies in the samples that could have produced the differing results. The
samples were representative of the research population, but two samples had language
and gender bias, and the third survey suffered from low-quality responses. Next, the
students found the elearning system more useful if they could use it easily. This research
supports the conclusion that PEOU is a significant contributor to Bl, but indirectly
through PU (King & He, 2006; Lee et al., 2005). Lastly, the students’ attitude about the
elearning system was inconsequential regarding their intention to use it because of other
factors, such as the impact of cultural differences (Zakour, 2004) on subjective norms (S.
Y. Park, 2009; Venkatesh & Davis, 2000). Research supports that student attitudes
toward an elearning system do not automatically transfer to actual system use without a
requirement to do so (Ngai et al., 2007). A different perspective on Ngai et al.’s findings
is that a user intends to use the system regardless of attitude because of a requirement (S.
A. Brown et al., 2002) or because of cultural influences (Huang et al., 2003; S. Y. Park,
2009; Venkatesh & Davis, 2000).

A subtle but notable distinction in Kazakhstan’s TAM results were the factors that
were not significant and those that were. Most TAM studies in developed countries had at
least one non-significant path, which was usually PU — BI or ATT— BI (Tables 27 and

28). This project’s analyses showed that PU — BI was always significant and ATT— BI
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was significant every time except once (Table 17). Contrarily, PU — ATT and PEOU —
ATT were significant in developed countries frequently (Tables 6, 7, and 27). In
Kazakhstan, these two paths were significant once in the three datasets (Table 17). This
subtle peculiarity of which paths were or were not significant demonstrated that factors
considered meaningful in Kazakhstan might not be pertinent in developed countries.

This research question comparing TAM in Kazakhstan to developed countries
leaves many questions unanswered that further research should address. First, what is the
TAM signature in Kazakhstan? The project resulted in three unique outcomes. Answering
this question can produce an expected outcome or baseline for future TAM studies. Next,
what precisely are the contributing factors that affected the TAM results? This project
lacked the sample size necessary to use the TAM 2 model (Venkatesh & Davis, 2000) or
TAM 3 (Venkatesh & Bala, 2008). Additionally, there is a lack of research on the impact
of cultural dimensions using the original TAM model. Researchers have verified the
effects of PU and PEOU on BI (McCoy et al., 2007) but not on ATT. Understanding how
the dimensions of high PD, collectivism, and masculinity affect a user’s attitude can

improve the predictivity or reliability of using TAM in Kazakhstan.
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Table 37: Comparison of Paths (Original TAM)

TAM Results in Kazakhstan

Path Significant Result? Is Significance Crucial?®  Conclusion
PEOU — PU Significant Yes Same
PEOU — ATT Not Significant Yes Different
PU — ATT Not Significant Yes Different
PU — BI Significant No Same
ATT — BI Inconclusive © Inconclusive Inconclusive
a. Table 17.

b. Tables 27, 28.
c. Lacked significance in one result; no result had a significance level of p < 0.01.

Simplified TAM Perspective

The significant factors of PU, PEOU, and Bl in Kazakhstan had one difference
from the significant factors in developed countries, as shown in Table 38. Unlike the
original version, the simplified variant of TAM in Kazakhstan showed consistency
among the analyses. All three analyses resulted in the same TAM signature. Specifically,
paths of PEOU — PU and PU — BI were significant, but PEOU — BI was not. These
results were expected given the cultural dimensions in Kazakhstan (Table 35), as the
paper has previously discussed.

This project did not seek to understand the importance of a user’s attitude in using
an elearning system in Kazakhstan. Consequently, additional research is needed to
determine how ATT influences BI. Furthermore, research needs to confirm if the results

of the simplified TAM model from this study are consistent.



Table 38: Comparison of Paths (Simplified TAM)

138

TAM Results in Kazakhstan

Path Significant Result® Is Significance Crucial?®  Conclusion
PEOU — PU Significant Yes Same
PEOU — BI Not Significant® Yes Different

PU — BI Significant Yes Same
a. Table 18.

b. Tables 29, 30.
c. Lacked significance in all analyses.

Limitations and Further Research

The conclusion of this analysis resulted in an answer of the same, different, or

inconclusive for each TAM factor but offered no concrete explanation to identify unusual

results. The findings of this project have a degree of uncertainty because the data were

not consistent among the pre- and posttests. The overarching limitation of this study is

the lack of detail required to give insight or clarity to the findings. Consequently, the

findings cannot infer anything beyond that differences exist between TAM results in

developed countries and the results in Kazakhstan. The differences listed in Tables 37

and 38 need verification in a broader context, and then future research can address the

conflicting data. This section examines specific limitations that require additional

research.

First, the context of this research was challenging. The variance in the samples

contained students who used the LMS differently. The objective data revealed that the

students in the researcher’s class found additional value in the LMS beyond the required

components whereas the other students primarily used it to access laboratory

assignments. This project did not have a large enough sample to capture the data required
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to differentiate the results from the English-speaking ICT students to the ICT students
studying in other cohorts. The English-speaking students in the researcher’s class used
Moodle as an integral part of the course whereas the other students used the LMS as a
resource or as a gateway to other web resources. Consequently, the study does not
represent either group but provides a cross-section of the first-year students’ ICT class.
On the one hand, the results accurately represent the population. However, there is
speculation that the population has deviating perceptions. Therefore, additional research
is needed to separately analyze the students who use the LMS as an integral part of the
course and those who use it as a resource. Analyzing each group can create accurate
TAM profiles of elearning, which can illuminate discrepancies when analyzing all LMS
users.

Secondly, the demographics lacked a suitable analysis that could explain the
different results from the variations in the population. The surveys for this project treated
the population as a single unit and did not seek to analyze specific characteristics. This
project collected essential demographic attributes for reporting purposes, but other
important aspects were left out that could provide insight. For example, a correlation
might form between mobile-first users and those from rural areas, or the data could reveal
that external factors affect the perceptions of elearning differently. Therefore, further
research is needed to analyze characteristics of the population to reveal insights about the
students that could affect their perceptions of elearning.

Thirdly, culture played a significant role in the study, but this analysis did not
seek to make conclusions about the cultural dimensions in Kazakhstan. For example,

Huang et al. (2003) confirm McCoy et al. (2007) that PU is not a predictable influencer



140

on Bl in a high PD culture using the simplified version of TAM. Contrary to their
findings, this study reported that PU significantly influenced Bl in every instance. McCoy
et al. (2007) also revealed that PU — BI should be significant in high collectivist and
masculine cultures. Since Kazakhstan portrays all three of these attributes, presumably
the most robust characteristics determined the significant value of PU — BI, suggesting
that PD is less influential. However, this result could be from the impact of an instructor
from a lower PD country. The project did not collect the data necessary to determine if
PU — BI should or should not be significant in high PD cultures. This study can only
definitively conclude that PU has a significant impact on Bl in the local context of this
study. Therefore, additional research is needed in Kazakhstan to verify that PU — Bl is
consistently significant and to determine the effects of high PD, collectivism, and
masculinity on the impact of PU on BI.

Fourthly, there is speculation that nonresponse bias (Sax, Gilmartin, & Bryant,
2003) was introduced using an electronic instrument to collect perception data about an
elearning system. The survey administrators did not verify if the students completed the
survey, and the participants were not offered any incentive to contribute, which is similar
to other perception-based studies in educational contexts (Al-Gahtani, 2016; Roca et al.,
2006; Tarhini et al., 2014; Yang & Yoo, 2004). Instead, a link was placed on the LMS
with a message asking the students to fill out the survey. The supposition is that students
with favorable attitudes towards elearning and ICT were more likely to complete the
electronic survey than those with negative opinions or those lacking confident technology
skills. The participation rate in the researcher-led class for Survey Il was 87%, and

Survey 111 was 72%, which is larger than Baruch and Holtom’s (2008) study that reported
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an average response rate of 52.7% for individuals who complete voluntary surveys.
Future studies should ensure a higher participation rate to limit nonresponse bias.

Fifthly, a statistical analysis was not performed on the external TAM factors to
determine their impact on perceived usefulness because of the sample size being at the
lower bounds and the inconsistencies of TAM in Kazakhstan. By performing a latent
variable analysis, additional insights could be learned from the observable external
components that would help to interpret the perception data from the surveys and add
clarity to the project. Researchers should seek to evaluate how specific external factors
affect a user’s perception of elearning in Kazakhstan.

Finally, this project did not seek to determine the degree to which learner attitudes
impact intentions to use an elearning system in Kazakhstan. Instead, research question
number two discussed the suppositions to the findings that ATT is an unreliable
construct. Therefore, additional research is needed to determine the factors that affect the
ATT construct and how ATT impacts Bl in Kazakhstan. Understanding these reasons
will guide the interpretations of future research using the original TAM model and
alleviate the uncertainty that this project encountered. If future studies confirm that ATT
is not a valuable construct, then researchers can use the simplified TAM model to predict
system use.

Culture Discussion and Implications

The challenge of researching perceptions in Kazakhstan is locating the

commonalities between the different cultures represented. Cultural bias is difficult to

avoid due to sample constraints. For example, different geographical locations in
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Kazakhstan have a different percentage of specific ethnicities (“Ethnic demography of
Kazakhstan,” 2017) as do specific contexts that contain the research samples.

The existing literature in Kazakhstan regarding Hofstede's (1980) dimensions is
contradictory (Ismail & Ford, 2010; Mukazhanova, 2012) or lacking verification (Chung
& Holdsworth, 2012; Vasile & Nicolescu, 2016). Some researchers accurately portray the
multi-cultural aspect of Kazakhstan yet direct the research to a particular ethnicity. For
example, Nezhina and Ibrayeva (2013) build on the diverse cultural influences in
Kazakhstan but then use survey questions, such as the “Kazakh people prefer stable and
enforceable law system” (2013, p. 354). Their exclusivity of focusing on Kazakhs for the
survey questions build a profile for the Kazakh people, but it does not represent the
country of Kazakhstan. Other studies include a non-diverse or bias sample while building
a country-wide profile. For example, Karibayeva and Kunanbayeva (2017) focused “on
measuring Hofstede’s PD index for Kazakh culture” using a sample from the Kazakh
business community where they “were able to obtain a PD index of 58 for Kazakhstan”
(2017, p. 8). Studies that focus on the majority Kazakh ethnicity ignore 34.5% of the
ethnic diversity in Kazakhstan, which the Slavic minorities represent almost 25% of the
population (“Ethnic demography of Kazakhstan,” 2017). These two groups are different
based on their history, language, and traditions, but a shared culture exists between them.
Trying to build a social profile can result in contradictory information based on the
diversity of the sample.

Similarly, the data from this project had ethnicity and gender bias. Building
profiles for each ethnicity could give insight into creating a simplified cultural profile that

represents commonalities of the population instead of focusing on the specifics. For
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example, the various ethnicities in Kazakhstan might treat the ATT construct differently,
which could lead to conflicting data. Excluding the contradictory data might provide a
TAM profile that is representative of most of the cultures. For culture studies to
accurately represent the population in Kazakhstan, researchers should focus either on the
specific aspects of each people group or on a broader set of characteristics that the
represented sides have in common.

Implications of the Results

This study has three areas of impact, which are scientific merit, broader impacts,
and local impact. The objective of the scientific merit was to determine if TAM is an
acceptable method of predicting usage of elearning systems in Kazakhstan. The findings
demonstrated that the original version of TAM was unpredictable in Kazakhstan and
displayed unexpected results. The results also demonstrated that the simplified version of
TAM was a consistent predictor of Bl using the PU construct, which absorbs much of
PEOU’s influence (King & He, 2006; Lee et al., 2005). This project provides empirical
data about student perceptions of an elearning system in Kazakhstan that gives future
researchers a starting or comparison point. Furthermore, this study listed limitations that
future researchers can consider before conducting similar studies.

The broader impact provides researchers with TAM data from a developing
country that has the cultural dimensions of high PD, high masculinity, and high
collectivism. This research builds on past studies that evaluated the cultural effects of
TAM, which include McCoy et al. (2007), Straub et al. (1997), Huang et al. (2003),
Abbasi et al. (2015), and Srite & Karahanna (2006). This project confirmed the findings

of McCoy et al. (2007) that PEOU — BI should not have a significant impact and that
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PEOU — PU expects significance. Prior research has not tested the path PU — BI with
Kazakhstan’s cultural dimensions, which resulted in the path being statistically
significant. Furthermore, this study calls into question the validity of TAM studies in
other developing countries that did not consider the impact of culture. This study
confirmed other research that TAM behaves differently depending on cultural values
(Abbasi et al., 2015; Huang et al., 2003; McCoy et al., 2007; Sdnchez-Franco et al., 2009;
Srite & Karahanna, 2006; Straub et al., 1997).

Finally, this study contributed to the local body of knowledge at a university in
East Kazakhstan concerning what their students think about elearning. This data provides
pertinent information to the university as they build up their elearning initiative,
especially in their LMS usage. This study demonstrated that students found elearning
beneficial and actively used an LMS. It revealed which aspects of the LMS the students
used frequently and which parts they rarely used. Additionally, the project demonstrated
to the administration and faculty how elearning could work at the university and showed
evidence of a successful elearning implementation.

Moreover, this project provided the university with a start to their program that is
based on empirical data. Following this analysis, others should perform follow-up studies
using larger sample sizes to validate this initial study. Furthermore, follow-up studies are
needed to determine what precisely the students like or do not like about the LMS. The
core part of this study was only able to provide an overall perception of the LMS, without
giving much attention to the details of the student perceptions. The LMS behavioral data
only showed how the students used the LMS, but the project lacked the qualitative data

from the students.
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In conclusion, this study provides data and insights on how TAM performed in
the developing country of Kazakhstan that has the cultural dimension of high PD,
masculinity, and collectivism. The data revealed that the ATT construct was not
dependable, but TAM was reliable using the factors of PEOU, PU, and BI. In
Kazakhstan, the effects were not consistent with TAM results in developed countries.
Instead, PU was the primary direct influencer of BI with PEOU being highly influential,
but indirectly through PU. These insights can guide future TAM research in developing

countries.
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Perceived Usefulness of elearning (PU)

1.

PU1: Using the elearning system helps me learn my course content (Padilla-
MeléNdez et al., 2013; S. Y. Park, 2009; Roca et al., 2006)

PU2: Using the elearning system makes it easier to study the course content
(Alharbi & Drew, 2014; S. Y. Park, 2009)

PU3: Using the elearning system makes it easier to learn in university
(Agarwal & Prasad, 1999; Ngai et al., 2007)

PU4: Using the elearning system helps me organize my learning

PUS: Using the elearning system is useful to my learning (Chen et al., 2017,
Legris et al., 2003; Padilla-MeléNdez et al., 2013)

PUG6: Overall, I think that using the elearning system is useful in my studies
(McGill & Klobas, 2009)

Perceived Ease of Use of elearning (PEOU)

1.

L

PEOUL: It is easy for me to become skillful using the elearning system (S. Y.
Park, 2009; T. Teo, 2011)

PEOU?2: | find navigating the elearning system easy (T. Teo, 2011)

PEQOU3: Overall, the elearning system is easy to use (Ngai et al., 2007)
PEQOUA4: Using the elearning system is easy for me (Roca et al., 2006; T. S.
Teo et al., 1999)

PEQUS: I find the elearning system easy to use (S. Y. Park, 2009; T. S. Teo et
al., 1999; Turner et al., 2010)

PEOUG: Learning how to use an elearning system is easy for me (S. Y. Park,
2009)

Attitude Toward Using elearning (ATT)

1.

ATT1: | like to study using an elearning system (Agarwal & Prasad, 1999;
Chen et al., 2017; Padilla-MeléNdez et al., 2013)

ATT2: | like the idea of using an elearning system (Alharbi & Drew, 2014;
Sumak et al., 2011)

ATT3: | think using an elearning system makes studying more interesting
(Sumak et al., 2011)

ATT4: Studying through an elearning system is a good idea (Ngai et al., 2007,
S. Y. Park, 2009)

ATTS: | am positive toward using technology for learning (S. Y. Park, 2009)
ATTG6: Overall, I like working with the elearning system (Ngai et al., 2007;
Sumak et al., 2011; T. Teo, 2011)
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Survey | - English

Demographics (DEM)

DEM10-DEM12 | Multi-Point Scale: 1=expert, 7=novice

DEMI1: Gender
o Multiple Choice: M/F
DEM2: Current class (year in university)
o Multiple Choice: 1st, 2nd, 3rd, 4th, other
DEM3: Study major
o Short Answer:
DEM4: Level of English
o Multiple Choice: Al, A2, B1, B2, C1, C2, other
DEMS: My mobile phone is connected to the internet of the time
o Multi-Point Scale: 1=100%, 4=50% 7=0%
DEMG6: I prefer to browse the web using:

o Multiple Choice: A mobile device or, A computer (laptop or desktop),
Both equally
DEMY7: I have the following computers at home
o Multiple selection: desktop, laptop, tablet, none
DEMS: My internet connection at home is
o Multiple Choice: fiber optics, DSL, dial-up, 3G/4G modem, other, do
not know
DEMO9: How fast do you consider your internet connection at home?
o Multi-Point Scale: 1=very fast, 7=very slow
DEMI10: My experience level at using the internet
DEMI11: My experience using a computer (desktop or laptop)
DEM12: My experience using a smartphone

Previous Elearning Experience (PEX)

PEX1-PEX2 | Multiple Choice: yes, no, do not know

PEX3-PEX7 | Multi-Point Scale: 1=always, 7=never

PEX1: My high school had a computer lab for the students to use:

PEX2: My high school had an online learning portal

PEX3: I used an online learning portal at my high school

PEX4: I submitted assignments through an online learning portal at my high
school
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PEXS: I accessed course material through an online learning portal at my high
school

PEX6: My teacher posted assignments to an online learning portal at my high
school

PEX7: My high school teacher communicated with us through an online
learning portal

Perceived Usefulness of elearning (PU)

PU1-PUG6 | Multi-Point Scale: 1=strongly agree, 7=strongly disagree

PU1: Using the elearning system helps me learn my course content

PU2: Using the elearning system makes it easier to study the course content
PU3: Using the elearning system makes it easier to learn in university

PU4: Using the elearning system helps me organize my learning

PUS: Using the elearning system is useful to my learning

PUG6: Overall, I think that using the elearning system is useful in my studies

Perceived Ease of Use of elearning (PEOU)

PEOU1-PEOUG | Multi-Point Scale: 1=strongly agree, 7=strongly disagree

PEOUI: It is easy for me to become skillful using the elearning system
PEOU2: I find navigating the elearning system easy

PEOU3: Overall, the elearning system is easy to use

PEQOU4: Using the elearning system is easy for me

PEOUS: I find elearning system easy to use

PEOUG6: Learning how to use an elearning system is easy for me

Attitude Toward Using elearning (ATT)

ATT1-ATT6 | Multi-Point Scale: 1=strongly agree, 7=strongly disagree

ATTI: I like to study using an elearning system

ATT2: I like the idea of using an elearning system

ATT3: I think using an elearning system makes studying more interesting
ATT4: Studying through an elearning system is a good idea

ATTS: I am positive toward using technology for learning

ATT6: Overall, I like working with the elearning system
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Behavioral Intention towards using elearning (Bl)

BI11-BI16 | Multi-Point Scale: 1=strongly agree, 7=strongly disagree

e BIl: I would use an elearning system in my class if my teacher offered it

e BI2: I would want to use an elearning system if my other classes offered it

e BI3: I hope that other courses will use an elearning system

e BI4: I would like to use an elearning system in the future

e BIS: If my other courses had an elearning system, [ would use it

e BI6: If an elearning system were not required for this course, I would still
want to use it

Survey | - Russian

Jemorpadbuueckue nannsie (DEM)

DEM10-DEM12 | MHoroypoBHeBas mikana: 1=skcnept, 7= HOBUYOK

e DEMI: Ilon
o BapuanTtsl otBeta: M/XK, mpeanodnTaro He OTBEYATh
e DEM2: kypc (rog oOyueHHs B YHUBEPCUTETE)
o Bapuantsl otBeTa: 1, 2, 3, 4, npyroi
e DEM3: IIpodunupyromas AMCUUIIINHA 00yUeHUs
o Kparkuii oTBer:

e DEM4: YpoBeHb BlaicHUsI aHITIMICKUM SI3bIKOM
o BapwmanTtsi otBeTa: Al, A2, B1, B2, C1, C2, npyroii
e DEMS: Moii MOOHIIbHBIH MOICOETINHEH K UHTEPHETY BpPEMEHU
o MmaoroypoBaeBas mkana: 1=100%, 4=50% 7=0%
e DEMBS6: A npeanounTtaro BEIXOAUTH B MHTEPHET UEPE3:
o BapuanTsl oTBeTa: MOOMIBHOE YCTPOICTBO UM, KOMIIBIOTEP
(moytoyk mnu 1K), o6a BapuanTa
e DEMT7: ¥V mens 1oma ecTb TAaKUE BUJIbI KOMIIBIOTEPA KaK
o Bo3moxHbI Heckobko BapuaHnToB: [1K, HOyTOyK, MaHmier, HeT
e DEMS: lHTepHeT coelMHEHNE Y MEHS 0Ma 3TO
o BapuanTtsl oTBera: ontoBonokHo, DSL, coeaunenue mno tenedoHHOM
nmuann, 3G/4G MoneM, Ipyroe, He 3HAKO
e DEMO9: Hackonbko OBICTpOE, BBl CUUTAETE, MHTEPHET COCTMHEHHE Y BaC JJ0Ma
o MHoroypoBHeBas 1IKaja: 1=04eHb OBICTPOE, 7=04€Hb MEUIEHHOE
e DEMI0: Moii ypoBeHb KOMIIETEHTHOCTH B HCIIOJIb30BAaHUN MHTEPHETA
e DEMI1: Moii ypoBeHb KOMIETEHTHOCTHU B HCIIOJIb30BaHUH KomrbroTepa (ITK
WU HOYTOYKA)
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e DEMI2: Moii ypoBeHb KOMIIETCHTHOCTH B HCIIOJIb30BaHUU CMapThOHA

[Ipeapinymmii onsiT uHTEpHET 00yueHus (PEX)

PEX1-PEX2 | BapuaHTsl oTBeTa: J1a, HET, HE 3HAIO
PEX3-PEX7 | MHOoroypoBHeBas mikana: 1=Bcerja, 7=HUKOTAa

e PEXI: B crapmux kinaccax MO€d IKOJIbl Y4EHUKH MOTJIM TOJIb30BaThCS
KOMIIBIOTEPHBIM KJIacCOM

e PEX2: B crapmmx kj1accax MOei IIKOJIbI ObLT 00pa30BaTeIbHBINA MOPTAI

e PEX3: i nonb3oBascs o0pa3zoBaTesIbHBIM MTOPTAJIOM B CTapIIUX KIIaccax

e PEX4: i cnaBan nomarHue 3agaHus depe3 o0pa3oBaTeIbHBIN OPTAIT B
CTapIIMX KJlaccax

e PEXS: i nomyyan noctyn K yueOHbIM MaTepHuaiaM uepe3 o0pazoBaTeabHbIN
IIOPTAJI B CTApUIMX KJ1accax

e PEX6: Moii yuntens OTIIPaBIIs MHE 3a/1aHUs Yepe3 00pa3oBaTeIbHBIM
IIOPTAJI B CTApUIMX KJ1accax

e PEX7: Moii yuntens oOmiacs ¢ HaMu 4epe3 00pa3oBaTeNbHbIi MopTan B
CTapIlMX KJaccax

OueHuBaemas NPAKTHYHOCTHh HHTEpHET 00yueHus (PU)

PU1-PU6 | MHOrOoypoBHEBas 1IKaia: |=MOTHOCTHIO COTJIACEH 7=MOJHOCTHIO HE

corjiaC€H

e PUI: Ucnonp3oBaHNE CUCTEMBI AIEKTPOHHOTO OOY4EHHUS IOMOTaeT MHE
U3y4arh Cofiep)KaHue yueOHOro Kypca

e PU2: Ucnonp30BaHNE CUCTEMBI AIEKTPOHHOTO O0Y4YEeHHUsI 00JIeryaeT U3ydeHue
coZiep:kaHus y4eOHOTO Kypca

e PU3: Ucnonp3oBaHNe CUCTEMBI AEKTPOHHOTO 00yueHHUs 0bseryaer yuely B
YHHUBEPCHTETE

e PU4: Ucnonb3oBaHUE CUCTEMBI JIEKTPOHHOTO O0yYEHHsI TOMOTAeT MHE
OpraHu30BaTh Moe 00yueHue

e PUS: Ucnonb3oBaHNE CUCTEMBI AJIEKTPOHHOTO 00yYEHHS MTOJIE3HO I MOETO
o0Oy4yeHus

e PUG6: B nienom, s cunTaro 4YTo MCIOIb30BAHUE CUCTEMBI 3JIEKTPOHHOTO
00y4eHus MOJIE3HO ISl MOeH yueObl
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OueHuBaemMas IPOCTOTA UCIIOIB30BAHU cUCTeMBI HHTEpHET 00yuenus (PEOU)

PEOU1-PEOUG6 | MHOTrOYpOBHEBAas IIKaia: | =MOIHOCTHIO COTIACeH
7=II0JIHOCTBIO HE COIJIACECH

e PEOUI: [lng MeHs npOCTO CTaTh SKCIEPTOM I10 UCIIOJIb30BAHUIO CUCTEMBI
AIIEKTPOHHOTO O0yUCHHS

e PEOU2: MHe npocTo OpUEHTUPOBATHCS B CUCTEME NIEKTPOHHOI'O O0YUYEHHUS

e PEOU3: B uenom, cucrema 3JIEKTPOHHOTO 00yYEHHS IPOCTa B
MCIOJIb30BaHUH

e PEOU4: Mue npocTo 1oJib30BaThbCsl CHCTEMON AIEKTPOHHOTO 00yUeHUS

e PEOUS: i cunrato cucrema 3JIeKTPOHHOTO 00yUeHHUsI POCTa B
HCIOJIb30BAaHUU

e PEOUG6: HU3yuenue Toro, Kak noiab30BaTbCs CUCTEMOMN 3JIEKTPOHHOTO
OOy4eHWMSI POCTO JIIST MEHS

OTHOIIEHHE K UCITOJIb30BAHUIO UHTEPHET 00yueHus (ATT)

ATT1-ATT6 | MHOoroypoBHeBasl 1IKaja: 1=MOJTHOCTBIO COTIACeH 7=MOJHOCTHIO

HC COrjiaCccH

e ATTI1: Mue HpaBUTCS MOJIB30BAThCSI CUCTEMOM MEKTPOHHOTO O0YUYECHHUS

e ATT2: MHe HpaBUTCS UES UCIIOJIB30BAHUS CUCTEMBI JIEKTPOHHOTO
o0Oy4yeHust

e ATTS3: i cuurato, 4TO CHCTEMA IEKTPOHHOTO OOyUEHHUs JieTaeT yueOy Oosee
MHTEPECHON

o ATT4: YueOublii MpoIiecc Yepe3 CUCTEMY JEKTPOHHOTO 00yUEHHUS ITO
xopomast uaes

e ATTS: A non0XUTENBHO OTHOWIYCH K UCITOJIB30BAaHUU TEXHOJIOTUH B
oOyueHun

e ATT6: B nenom MHe HpaBUTbCS pabOTaTh C CUCTEMOM 3JIE€KTPOHHOTO
oOyueHus

Hamepenue ucnoiab30BaTh dIEKTPOHHOE O6V‘{CHI/IC (Bl)

BI1-B16 | MHoroypoBHeBas mikayia: 1=10JIHOCThIO COTJIACEH 7=MOJHOCTHIO HE
COrJIaceH

e BIl: 5 651 ucrionb30Bal cCUCTEMY HIEKTPOHHOTO 00y4YeHHUs, eclid Obl MHE
IIPEJI0KMII IIPETIO/1aBaTellb
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e BI2: 5 ObI XOTEN UCTONB30BATH CUCTEMY JICKTPOHHOTO 00yUeHUSs, €CII OBl
MHE IPEUIOKUIN 3TO Ha 3aHATUU

e BI3: 5 Hageroch UTO HA APYTUX TUCUUILUIMHAX OYyJIE€T UCIOIb30BaThCs CUCTEMA
AIIEKTPOHHOTO O0yUCHHS

e BIl4: 4 661 X0TEN UCTIOIB30BATH CUCTEMY IICKTPOHHOTO 0OydeHHUsI B OyayIieM

e BI5: Ecnu ObI 110 ApyrUM TUCHMILIMHAM MHE MIPEAJIOKHIIIN UCITOJIB30BaTh
CUCTEMY JIEKTPOHHOTO 00yueHus, 51 ObI COracuiICs

e BI6: Ecniu Obl cuctema 31eKTpOHHOTo 00y4eHus: He Obljia He0OXOAUMOM JUist
JAHHOTO Kypca, st Obl BCe paBHO XOTeJ OblI €l M0oIb30Ba

Survey Il - English

Demographics (DEM)

e DEMI: Gender

o Multiple Choice: M/F, Prefer not to answer
e DEM2: Group

o Short Answer:
e DEM3: Mr. Hetrick is my instructor.

o Multiple Choice: Y/N, Prefer not to answer
e DEM4: Level of English
e Multiple Choice: Al, A2, Bl, B2, C1, C2, other

Technology (TEC)

TEC1: My mobile phone is connected to the internet
Multi-Point Scale: 1=Always, 5=never

e TEC2: I prefer to browse the web using:
o Multiple Choice: A mobile device or, A computer (laptop or desktop),
Both equally
e TEC3: I have the following computers at home
o Multiple selection: desktop, laptop, tablet, none
e TEC4: My internet connection at home is
o Multiple Choice: fiber optics, DSL, dial-up, 3G/4G modem, other, do
not know, I do not have home internet at home
e TECS: How fast do you consider your internet connection at home?
o Multi-Point Scale: 1=very fast, 7=very slow
e ETC6: In your opinion, how easy or difficult is for you to use the internet?
o Multi-Point Scale: 1=Extremely easy, 7=Extremely difficult
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e TECT7: In your opinion, how easy or difficult is for you to use a computer
(desktop or laptop)?
o Multi-Point Scale: 1=Extremely easy, 7=Extremely difficult
e TECS: In your opinion, how easy or difficult is for you to use a smartphone?
o Multi-Point Scale: 1=Extremely easy, 7=Extremely difficult

Technology Readiness (TR)

TR1-TR7 | Multi-Point Scale: 1=strongly agree, 7=strongly disagree

e TRI: Using a web browser is easy for me

e TR2: I can find what I want on the internet with ease

e TR3: Navigating websites is easy for me

e TR4: I can easily share pictures on social media, such as Instagram, Facebook,
OK.ru, or Vk

e TRS5: It is easy for me to take a picture and post it to a social media site

e TR6: It is easy for me to create new accounts on websites

e TR7: Playing and controlling media in a web browser or mobile app is easy
for me

Learner Readiness (LR)

LR1-LR6 | Multi-Point Scale: 1=strongly agree, 7=strongly disagree

e L[RI: I would like to study with the assistance of technology

e LR2: I like the idea of studying online

e LR3: Having online resources makes my studying more interesting

e LR4: I think technology can improve my learning

e L[RS5: Using technology can help me study

e LR6: To do an assignment, [ would rather use an electronic resource (a
website or digital journal) than a textbook

Content Readiness (CR)

CR1-CR6 | Multi-Point Scale: 1=strongly agree, 7=strongly disagree

e CRI: I feel prepared to study using the internet
e (CR2:Icould learn equally well by listening to a live lecture in a classroom or
watching an online video at home

e (CR3: Iwould want to learn both from classroom lectures and from online
presentations
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e CR4: I think I could learn more online than listening to lectures in the
classroom

e CRS: I think education should include both learning in the classroom and
learning online

e CR6: I would prefer if my instructor gave me assignments to do that required
the internet

Previous Elearning Experience (PEX)

PEX1-PEX2 | Multiple Choice: yes, no, do not know
PEX3-PEX7 | Multi-Point Scale: 1=always, 7=never

e PEXI: My high school had a computer lab for the students to use:

e PEX2: My high school had an online learning portal

e PEX3: I used an online learning portal at my high school

e PEX4: [ submitted assignments through an online learning portal at my high
school

e PEXS: I accessed course material through an online learning portal at my high
school

e PEX6: My teacher posted assignments to an online learning portal at my high
school

e PEXT7: My high school teacher communicated with us through an online
learning portal

Perceived Usefulness of elearning (PU)

PU1-PU4 | Multi-Point Scale: 1=strongly agree, 7=strongly disagree

e PUI: Using the elearning system helps me learn my course content

e PU2: Using the elearning system helps me organize my learning

e PU3: Using the elearning system makes it easier to study the course content
e PU4: Using the elearning system is useful to my learning

Perceived Ease of Use of elearning (PEOU)

PEOU1-PEOUS | Multi-Point Scale: 1=strongly agree, 7=strongly disagree

e PEOUI: Moodle loads quickly

e PEOUZ2: Navigating the elearning system is easy

e PEOU3: Overall, Moodle is easy to use

e PEOU4: Learning how to use Moodle is easy for me
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PEOUS: I encounter minimal technical problems when using Moodle

Attitude Toward Using elearning (ATT)

ATT1-ATT4 | Multi-Point Scale: 1=strongly agree, 7=strongly disagree

ATTI: I like the idea of using an elearning system

ATT2: I think using an elearning system makes studying more interesting
ATT3: Studying through an elearning system is a good idea

ATT4: Overall, I like working with the elearning system

Behavioral Intention towards using elearning (BI)

BI1-BI3 | Multi-Point Scale: 1=strongly agree, 7=strongly disagree

BI1: I would want to use Moodle in my other classes
BI2: If my other courses had an elearning system, I would use it
BI3: If Moodle were not required for this course, I would still want to use it

External Factors (only PU)

PU of labs (PU-LAB)

PU-LABI1-3 | Multi-Point Scale: 1=strongly agree, 7=strongly disagree
PU-LABI: Accessing the labs in Moodle makes it easier to complete them.

PU-LAB?2: I prefer to access the labs through the elearning system instead of
through a USB drive.

PU-LAB3: I like having access to the labs through Moodle.

PU of video resources (PU-VR)

PU-VR1-3 | Multi-Point Scale: 1=strongly agree, 7=strongly disagree

PU-VRI1: The lecture videos in Moodle help me understand the course topics.
PU-VR2: The lecture videos in the elearning system make it easier to study
the course content.

PU-VR3: The lecture videos in Moodle improve my understanding of the ICT
topics.

PU of online presentations (PU-PR)

PU-PR1-3 | Multi-Point Scale: 1=strongly agree, 7=strongly disagree
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e PU-PRI: The online presentations in Moodle help me understand the course
topics.

e PU-PR2: The online presentations in the elearning system make it easier to
study course content.

e PU-PR3: The online presentations in Moodle improve my understanding of
the ICT topics.

PU of online grades (PU-OG)

PU-OG1-3 | Multi-Point Scale: 1=strongly agree, 7=strongly disagree

e PU-OGI: The online grades in Moodle motivate me to complete my
assignments.

e PU-OG2: The online grade in the elearning system help me track my
coursework.

e PU-OG3: I find that the online grades in Moodle are a useful feature.

PU of announcements (PU-AN)

PU-AN1-3 | Multi-Point Scale: 1=strongly agree, 7=strongly disagree

e PU-ANI: The announcements in Moodle keep me informed of class activities.

e PU-AN2: I read the announcements in the elearning system or in the email to
know the upcoming assignments.

e PU-AN3: The announcements in Moodle keep me engaged in the course.

Survey Il - Russian

Jlemorpadunueckue ganasie (DEM)

e DEMI: Ilon
o Bapuantsl orBera: M/XK, npeanounTato He 0OTBE4ATh
e DEM2: I'pynna
o Kparkuii oTBer:

e DEM3: Mucrep XeTpuk - MO IIpENoiaBaTeilb

o BapuanTtsl oTBeTa: Aa/HET, MPENNIOYUTAIO HE OTBEYATh
e DEM4: YpoBeHb BlaJicHUsI aHITIMICKUM SI3BIKOM

o Bapuantsl otBeTa: Al, A2, B1, B2, C1, C2, apyroi

Texunomorus (TEC)

e TECI: Moiit MOOUIBbHBIN MOACOEANHEH K UHTEPHETY
o MmHoroypoBHeBas mkana: 1 - Bceraa, 5 — HUKoraa
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e TEC2: { npeanounTaro BEIXOJAUTHh B HHTEPHET Yepe3
o BapuanTsl oTBeTa: MOOHIBHOE YCTPOHCTBO, KOMITBIOTEP (HOYTOYK
umu I1K), 06a BapuanTa
e TEC3:V mens foMa ecTb TaKue BUJIbI KOMIIBIOTEPA KaK
o Bo3moxHbI Heckonbko BapuanToB: [1K, HOyTOyK, Muanmier, HeT
e TEC4: nTepHeT coeaAMHEHNE Y MEHS I0Ma 3TO
o BapuaHTBI OTBETa: ONTOBOJIOKHO, II(PpOBast aOOHEHTCKAs! JINHUS,
coeaunenue no tenedonnoi munnn, 3G/4G mMoaem, Apyroe, He 3HAIO
e TECS: Hackonbko OBICTpOE, BBl CUMTAETE, MHTEPHET COCIMHEHHE Y BaC JIoMa
o MHoroypoBHeBas 1Kaja: 1=04eHb OBICTPOE, 7=04€Hb MEJICHHOE
e TEC6: I1o BaieMy MHEHHIO, HACKOJIBKO BaM CJIOKHO WJIM ITPOCTO
I10JIb30BaThCsl HHTEPHETOM?
o MHoroypoBHeBasl 11Kaja: 1=04eHb IPOCTO, 7= OYEHb CIOKHO
e TECT7: Ilo BamieMy MHEHHUIO, HACKOJIBKO BaM CJIOKHO WJIH IPOCTO
TI0JIb30BaThCsl KOMIBIOTEPOM (HOYTOYKOM)?
o MHoroypoBHeBasl 11Kaja: 1=04eHb IPOCTO, 7= OYEHb CIOKHO
e TECS: Ilo BameMmy MHEHHIO, HACKOJIKO BaM CJIOHO WJIH IIPOCTO
MOJIb30BaThCsl cMapTPoHoM?
o MHoroypoBHeBasl 11Kaja: 1=04eHb IPOCTO, 7= OYEHb CIOKHO

T'oroBHOCTH TexHosoruu (TR)

TR1-TR7 | MHOrOoypoBHEBas IIKajia: 1=MOJHOCTBIO COIJIACEH 7=II0JIHOCTBIO HE
COIJIaceH

e TRI: [Tonp30Barscs Opay3epoM JIErko I MEHs

e TR2: 4 ¢ nerxoctbio MOry HaiiTH B MIHTEpHETE TO, UTO 5 XOUY

e TR3: MHe sierko Moab30BaThCsl HABUTAIIMEH BHYTPHU BEO-CallTOB

e TR4: s Mory nerko MoAeTUTHCS C IPY3bSIMU U ceMbelt n300pakenueM (Gpoto)
C TIOMOIIBI0 COIMANIBHBIX CeTel, Takux Kak Instagram, Facebook, OK.ru nnu
Vk

e TRS: s Mory ¢ IErkoCThIO caENaTh CHUMOK M Pa3MECTUTh €r0 B COLMATIbHBIX
ceTsax

e TR6: 51 nerko Mory co3/1aBaTh HOBbIE YUETHBIE 3aIIUCH Ha caiiTax

e TR7: nmomp30BaTbcs KHOMIKAMU MeHa Tuieepa B Be0-0pay3epe win MOOMIHFHOM
MPUJIO)KEHUU OYEHb JIETKO JJISI MEHS
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TI"'oroBHOCTH yueHuka (LR)

LR1-LR6 | MHOrOypOBHEBas MIKaia: 1=IOJHOCTHIO COTJIACEH 7=IIOJIHOCTHIO HE
COIJIaCeH

e LRI1: s xoTen Obl y4UThCS C TOMOIIBIO BEO-TEXHOIOTUN

e [R2: mHe HpaBUTCSA uesl 00yUYCHHs B peKUME OHJIAH

e [R3: Hanuuue OHIANH pecypcoB JenaeT Mo€ o0ydeHue 00s1ee HHTEPECHBIM

e LR4: s mymaro, 4To BEO-TEXHOJIOTUU MOTYT YITYYIIUTh MOE 00ydeHHe

e LRS5: ucnonp3zoBaHue BeO-TEXHOIOTUH MOXKET ITOMOYb MHE YUUTHCS

e LRO6: nans BeimoaHeHUs 3a/1aHus, 51 Obl CKOpee UCIOIb30BaIl AIEKTPOHHBIN
pecypc (BeO-callT uiu NMEKTPOHHBIN KypHaIT) YeM KHHUTY/y4eOHUK

Conepxanue rorosaoctd (CR)

CR1-CR6 | MHOroypoBHeBas 1Kajia: 1=I0JHOCTbIO COIJIaCEH 7=II0JIHOCTBIO HE

COrJjiIaC€H

e CRI: 51 uyBCTBYIO, UTO 51 TOTOB YUUThCS, UCHONb3Ys IHTEpHET

e CR2: s MOTY YYHUTBCSl OIMHAKOBO XOPOIIIO - ¥ CIYIIas JEKIHIO B ayAUTOPUH, U
MpOCMaTpHBasi OHJIAMH BUIEO I0Ma

e CR3: s xoTen Ob1 00y4aTbCs ¥ HA JIEKIUHU B ayTUTOPUH, M TIPU TTOMOIITH
npe3eHranuu B MlHTepHeTe

e CR4: 1 nymaro, st MOT ObI y3HaTh 0OJIbIIE Yepe3 OHJIAIH pecypchl, YeM
CITymIasi IEKIUH B ayUTOPUHU

e CRS5: 51 nymaro, uto oOpa3oBaHue JOIKHO BKIIIOUaTh Kak 00y4eHue B Kijlacce,
TaK U 00yueHHe OHJIAlH.

e CR6: 51 ObI mpeamouen, 4ToObl MO MpenogaBaresib AaBajl MHE 3a1aHus, JUIs
BBINOJIHEHHSI KOTOPBIX TpeOyercs HTepHeT

Ipeasrnymumii onelT naTEpHET 00vueHnsa (PEX)

PEX1-PEX2 | BapuanTsl oTBeTa: 1a, HET, HE 3HAIO
PEX3-PEX7 | MHOrOypoBHEBas mKana: 1=Bcerna, 7=HHKOT/a

e PEXI: B crapmmx Kiaccax MO€H IIKOJIbl Y4EHUKHA MOIVIM I10JIb30BaThCs
KOMIIBIOTEPHBIM KJIaCCOM

e PEX2: B crapmmx kiaccax MOei IIKOJIbI ObLT 00pa30BaTeIbHBINA MOPTAI

e PEX3: S nonp3oBancs o0pa3oBaTeIbHBIM TOPTAIOM B CTApIIMX KJlaccax



185

e PEX4: i cnaBan nomarHue 3agaHus depe3 o0pa3oBaTeIbHBIN OPTAII B
CTapUIMX KJlaccax

e PEXS: S noxydan noctyn K yueOHBIM MaTepHaiam yepe3 o0pa3oBaTeIbHbII
IopTaj B CTApIINUX Kiaccax

e PEX6: Moli yunuTtens OTIPaBIIsil MHE 3aJIaHUs Yyepe3 00pa3oBaTeIbHBIN
IopTaj B CTapIINUX Kiaccax

e PEX7: Moti yunutens o011ajcs ¢ HaMu 4epe3 o0pa3oBaTelIbHBIN MOPTall B
CTapIIMX KJaccax

OreHnBaeMas OpaKTUYHOCTh HHTEpHET 00yuenus (PU)

PU1-PU6 | MHOrOypOBHEBas mIKajia: |=IOTHOCTBIO COTJIACEH 7=TOJHOCTHIO HE

COrJj1IaC€H

e PUI: Ucnonb3oBaHUE CUCTEMBI JIEKTPOHHOIO O0yYEHHsI IOMOTaeT MHE
U3y4yaTh COfiep)KaHue yueOHOro Kypca

e PU2: Ucnonp30BaHUE CUCTEMBI AIEKTPOHHOIO O0Y4YEHUSI IOMOTaeT MHE
OpraHu30BaTh MOE 00yUeHHE

e PU3: Ucnonp30BaHUE CUCTEMBI JEKTPOHHOIO O0Y4YEHHUsI 00JIeryaeT U3yueHue
coJiep:KaHus y4eOHOTro Kypca

e PU4: lcnonb30BaHUE CUCTEMBI JIEKTPOHHOTO 00yUYEHHUS MOJIE3HO I MOETO
o0y4eHus

OneHnBaeMas IPOCTOTa NCIOIL30BAHUS CUCTEMbI HHTEPHET 06V‘IeHI/IH (PEOU)

PEOU1-PEOUG6 | MHOroypoBHeBas 1Ikana: | =MoJIHOCTbIO COTIaceH

7=TIOJHOCTBIO HE COTJIaCeH

e PEOUI: Moodle caiiT ObICTpO 3arpyxkaeTcs

e PEOU2: HaBuramus B cucTeme 3IeKTPOHHOTO 00y4YeHHs TpOCTa

e PEOU3: B nenomM, caiitoMm Moodle ierko moias308aThCs

e PEOU4: MHe npocTo HayduThCs MOJIb30BaThes caiitoM Moodle

e PEOUS: f mouyTH He CTANKUBAIOCh C TEXHUYECKUMHU MpobiIeMaMu, Koraa
noJb3ytock caiirom Moodle

OTHoOIlIEHWE K UCHOJIb30BaHNI0 nHTepHET 00vueHnsa (ATT)

ATT1-ATT6 | MHOroypoBHeBas 1IKaia: 1=MOJHOCTbIO COINIaCEH 7=MOJHOCTHIO

HE COorjiaC€H



186

ATT]1: MHe HpaBUTCS UES UCIIOJIB30BAHUS CUCTEMBI 3JIEKTPOHHOTO
oOy4yeHus

ATT2: 5 cunraro, 4TO CUCTEMA AIIEKTPOHHOTO OOYUYCHHUS JienaeT yuedy Oornee
MHTEPECHON

ATT3: YueOHbIil mporiece 4epe3 CUCTEMY IEKTPOHHOTO O0YYCHHS 3TO
xopouiast ujes

ATT4: B niennom MHE HpaBUTHCS pabOTATh C CUCTEMOM JIEKTPOHHOTO
oOyueHus

Hamepenue ucions30Bark 3yiekTpoHHoe ooyvyerue (BI)

BI1-BI6 | MuoroypoBHeBas 1mikajia: 1=H0JHOCTBIO COTJIACEH 7=ITOJTHOCThIO HE

COrJj1IaC€H

BI1: 4 651 xoTen(a) monb3oBarkess Moodle Ha Apyrux MouX 3aHATHIIX
BI2: Ecniu ObI 110 JpyruM IUCHUILIMHAM ObLIa CHCTEMA AIIEKTPOHHOTO
oOy4eHwus1, s OBl e MoIB30BaJICS (-J1aCh)

BI3: Ecniu 661 Moodle He Ol npeiokeH JUIst JaHHOTO Kypca, s OBl Bce
paBHO XOTe (a) UM IOJIb30BaThCS.

Baemnue d)aKTODbI (TOJ'IBKO OLICHMBACMas ITPAKTUYHOCTD 3JICKTPOHHOI'O 06V‘I€HI/I$I PU)

[IpakTnyeckas 3HAUMMOCTB Ja0opaTopHbIx 3angatuii (PU-LAB)

PU-LAB1-3 MHoroypoBHeBas IIKaja: 1=M0JHOCTbIO COIJIaCEeH, 7=COBEPIIEHHO

HC COrjiaC€H

PU-LABI1: Jloctyn k naboparopHbiM 3aHsATHAM B Moodle ympormaer ux
BBIIIOJIHCHHE

PU-LAB2: f npeanounTaro moiy4ars J0CTYH K JaOOPATOPHBIM 3aHATUAM
4epes dIEKTPOHHYIO cUcTeMY, 4eM yepe3 USB ycTpolicTBo

PU-LAB3: MHe HpaBUTCSI UMETh IOCTYII K J1a00paTOPHBIM 3aHATHIM Yepes
Moodle

[IpakTryeckas 3HAUMMOCTB BUAeOo pecypcos (PU-VR)

PU-VR1-3 | MHOTrOypOBHEBas MIKaya: 1=IMOJTHOCTHIO COTIIACEH, 7=COBEPIICHHO

HE COorjiaC€H

PU-VRI1: Buneo nexuu B8 Moodle momoraroT MHE OHATH TEMBI Kypca
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e PU-VR2: Buzeo nexuuu B 3J€KTPOHHOM CUCTEME YIPOLIAIOT U3YUCHUE
COIEpKaHMS Kypca
e PU-VR3: Bugeo nexuuu B Moodle ymyumaror monnmanue tem no UKT

[IpakTnueckas 3HaUMMOCTh OHJIaNH mpesenTaimii (PU-PR)

PU-PR1-3 | MHOroypoBHEBas mKajia: 1=IMOJIHOCTHIO COTIIACEH, 7=COBEPIICHHO

HC COrjiaCcH

e PU-PRI1: Onmaiin npe3ertanuu B Moodle momoraroT MHE IMOHATH TEMBI Kypca
e PU-PR2: Onunaiin npe3eHTaiuu B 3JIEKTPOHHON CUCTEME YIIPOILAIOT
M3y4eHUE COZepKaHus Kypca

e PU-PR3: Onnaiin npezentanuu B Moodle ynydmaioT moHIMaHuE TEM 110
UKT

ITpakTryeckas 3HAUMMOCTh oHJaiH oneHok (PU-0G)

PU-OG1-3 | MuoroypoBHeBas mkaja: |=IOoIHOCTBIO COTIACEeH, 7=COBEPIICHHO
HE COIJIACCH

e PU-OGI: Ounnaiin ouenku B Moodle MOTHBHPYIOT MEHS K BBITTOJTHEHHIO
3alaHUI

e PU-OG2: OHnaiiH OLIEHKHU B 3JIEKTPOHHOM cUCTeMe 00yueHUs IOMOTaloT MHE
OTCJI)KUBATh MOIO YCIIEBAEMOCTD IO KypCy

e PU-OGS3: 4 cuuraro, uTo OHIIANH olieHKH B Moodle sSBIstOTCA MOIE3HBIM
JIEMEHTOM

[IpakTnueckasg 3HaUMMOcTh 00bsaBacHUM (PU-AN)

PU-AN1-3 | MHOroypoBHeBas IIKaja: 1=M0JHOCTBIO COTJIaCeH, 7=COBEPIICHHO
HE CoTJlaceH

e PU-ANI: O6bsBnenust B Moodle o6ecnieunBaroT MO0 HHPOPMUPOBAHHOCTh
00 yueOHOH JeaTeTbHOCTH

e PU-AN2: f unraro oObsABICHHUS B CUCTEME 3JIEKTPOHHOTO 00yUeHUs WIIH 1O
ANIEKTPOHHOM MOUTe, YTOOBI Y3HABATH O MPEACTOSAIINX 3aJaHUIX

e PU-AN3: O6bsBienus B Moodle BoBiekaroT MeHsI B y4E€OHYIO J€SITEIbHOCTh
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Survey |11 - English

Demographics (DEM)

(@]

DEMI1: Gender

Multiple Choice: M/F, Prefer not to answer
DEM2: Group

©)

Short Answer:

DEM3: Mr. Hetrick is my instructor.

©)

Multiple Choice: Y/N, Prefer not to answer

DEM4: Level of English

©)

Multiple Choice: Al, A2, B1, B2, C1, C2, other

Technology (TEC)

TECI:
o

TEC2:
o

TEC3:

TEC4:

TECS:

TECS6:

TECT7:

My mobile phone is connected to the internet

Multi-Point Scale: 1=Always, 5=never

I prefer to browse the web using:

Multiple Choice: A mobile device or, A computer (laptop or desktop),
Both equally

I have the following computers at home

Multiple selection: desktop, laptop, tablet, none

My internet connection at home is

Multiple Choice: fiber optics, DSL, dial-up, 3G/4G modem, other, do
not know, I do not have home internet at home

How fast do you consider your internet connection at home?
Multi-Point Scale: 1=very fast, 7=very slow

In your opinion, how easy or difficult is for you to use the internet?
Multi-Point Scale: 1= 1=Extremely easy 2=Moderately easy
3=Slightly easy 4=Neither easy nor difficult 5=Slightly difficult
6=Moderately difficult 7=Extremely difficult

In your opinion, how easy or difficult is for you to use a computer

(desktop or laptop)?

o

TECS:
O

Multi-Point Scale: 1=Extremely easy 2=Moderately easy 3=Slightly
easy 4=Neither easy nor difficult 5=Slightly difficult 6=Moderately
difficult 7=Extremely difficult

In your opinion, how easy or difficult is for you to use a smartphone?
Multi-Point Scale: 1=Extremely easy 2=Moderately easy 3=Slightly
easy 4=Neither easy nor difficult 5=Slightly difficult 6=Moderately
difficult 7=Extremely difficult
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Technology Readiness (TR)

TR1-TR7 | Multi-Point Scale: 1=strongly agree, 7=strongly disagree

e TRI1: Using a web browser is easy for me

e TR2: I can find what I want on the internet with ease

e TR3: Navigating websites is easy for me

e TR4: It is easy for me to take a picture and post it on a social media site
e TRS: It is easy for me to create new accounts on websites

Learner Readiness (LR)

LR1-LR6 | Multi-Point Scale: 1=strongly agree, 7=strongly disagree

e LR1: I would like to study with the assistance of technology
e LR2: I like the idea of studying online

e LR3: I think technology can improve my learning

e LR4: Using technology can help me study

Content Readiness (CR)

CR1-CR6 | Multi-Point Scale: 1=strongly agree, 7=strongly disagree

e CRI: I feel prepared to study using the internet
e (CR2:Icould learn equally well by listening to a live lecture in a classroom or
watching an online video at home

e CR3: I would want to learn both from classroom lectures and from online
presentations

e CR4: I think education should include both learning in the classroom and
learning online

e CRS: I would prefer if my instructor gave me assignments to do that required
the internet

Previous Elearning Experience (PEX)

PEX1-PEX2 | Multiple Choice: yes, no, do not know
PEX3-PEXT | Multi-Point Scale: 1=always, 7=never

e PEXI: My high school had a computer lab for the students to use:
e PEX2: My high school had an online learning portal
e PEX3: I used an online learning portal at my high school
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PEX4: I submitted assignments through an online learning portal at my high
school

PEXS: I accessed course material through an online learning portal at my high
school

PEX6: My teacher posted assignments to an online learning portal at my high
school

PEX7: My high school teacher communicated with us through an online
learning portal

Perceived Usefulness of elearning (PU)

PU1-PU4 | Multi-Point Scale: 1=strongly agree, 7=strongly disagree

PUI: Using the elearning system helps me learn my course content

PU2: Using the elearning system helps me organize my learning

PU3: Using the elearning system makes it easier to study the course content
PU4: Using the elearning system is useful to my learning

Perceived Ease of Use of elearning (PEOU)

PEOU1-PEOUS | Multi-Point Scale: 1=strongly agree, 7=strongly disagree

PEOUI: Navigating the elearning system is easy
PEOU2: Overall, Moodle is easy to use
PEOU3: Learning how to use Moodle is easy for me

Attitude Toward Using elearning (ATT)

ATT1-ATT4 | Multi-Point Scale: 1=strongly agree, 7=strongly disagree

ATTI: I like the idea of using an elearning system

ATT2: I think using an elearning system makes studying more interesting
ATT3: Studying through an elearning system is a good idea

ATT4: Overall, I like working with the elearning system

Behavioral Intention towards using elearning (BI)

BI11-BI3 | Multi-Point Scale: 1=strongly agree, 7=strongly disagree

BI1: I would want to use Moodle in my other classes
BI2: If my other courses had an elearning system, I would use it
BI3: If Moodle were not required for this course, I would still want to use it
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e BI4: I would like to use an elearning system in the future

External factors (only PU)

PU of labs (PU-LAB)

PU-LAB1-3 | Multi-Point Scale: 1=strongly agree, 7=strongly disagree

e PU-LABI: Accessing the labs in Moodle makes it easier to complete them.

e PU-LAB2: I prefer to access the labs through the elearning system instead of
through a USB drive.
e PU-LAB3: I like having access to the labs through Moodle.

PU of video resources (PU-VR)

PU-VR1-3 | Multi-Point Scale: 1=strongly agree, 7=strongly disagree

e PU-VRI: The lecture videos in Moodle help me understand the course topics.

e PU-VR2: The lecture videos in the elearning system make it easier to study
the course content.

e PU-VR3: The lecture videos in Moodle improve my understanding of the ICT
topics.

PU of online presentations (PU-PR)

PU-PR1-3 | Multi-Point Scale: 1=strongly agree, 7=strongly disagree

e PU-PRI: The online presentations in Moodle help me understand the course
topics.

e PU-PR2: The online presentations in the elearning system make it easier to
study course content.

e PU-PR3: The online presentations in Moodle improve my understanding of
the ICT topics.

PU of online grades (PU-OG)

PU-OG1-3 | Multi-Point Scale: 1=strongly agree, 7=strongly disagree

e PU-OGI: The online grades in Moodle motivate me to complete my
assignments.

e PU-OG2: The online grade in the elearning system help me track my
coursework.

e PU-OG3: I find that the online grades in Moodle are a useful feature.
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PU of announcements (PU-AN)

PU-AN1-3 | Multi-Point Scale: 1=strongly agree, 7=strongly disagree

e PU-ANI: The announcements in Moodle keep me informed of class activities.

e PU-AN2: I read the announcements in the elearning system or in the email to
know the upcoming assignments.

e PU-AN3: The announcements in Moodle keep me engaged in the course.

Survey 111 - Russian

Jlemorpaduueckue nanusle (DEM)

e DEMI: Ilon
o BapuanTtsl otBera: M/, npeanounrato He 0TBE4YaTh
e DEM2: I'pynna
o Kparkuii oTer:

e DEM3: Mucrep XeTpuk - MO IIperoiaBaTeiib

o BapuanTsl oTBeTa: ga/HET, MPEAIIOYUTAIO HE OTBEUATh
e DEMA4: YpoBeHb BlaJicHUs aHTTIMACKUM SI3bIKOM

o Bapuantsi otBeTa: Al, A2, BI, B2, C1, C2, apyroi

Texnousorus (TEC)

e TECI: Moit MOOUIBHBIN MOACOEANHEH K UHTEPHETY
o MHuoroypoBHeBas mkana: 1 - Bcerna, 5 — HUKOTAa
e TEC2: 5 npennounTaro BBIXOAUTH B UHTEPHET YEpeE3
o BapuanTsl oTBeTa: MOOHIBHOE YCTPOICTBO, KOMITBIOTED (HOYTOYK
unu I1K), o6a Bapuanra
e TEC3:V mens noMa ecTh Takue BUJbI KOMIIBIOTEPA KaK
o Bo3moxHbI Heckobko BapuaHToB: [1K, HOyTOyK, MaHmier, HeT
e TEC4: ntepHeT coeAMHEHNE y MEHS 0Ma 3TO
o BapuaHTbI OTBeTa: ONTOBOJIOKHO, IIM(PPOBas aDOHEHTCKas! JINHUS,
coenuHeHue no TenedonHon muaun, 3G/4G Moaem, Ipyroe, He 3HAKO
e TECS: Hackonmbko OBICTpOE, BBl CUUTAETE, MHTEPHET COCTMHEHHE Y BaC JI0Ma
o MHoroypoBHeBas 1IKaja: 1=04eHb OBICTPOE, 7=04€Hb MEJIEHHOE
e TEC6: I1o BamieMy MHEHHIO, HACKOJIBKO BaM CIJIOKHO WJIH IPOCTO
MTOJIB30BAThCSl UHTEPHETOM ?
o MHoroypoBHeBas mKajia: 1=04eHb MPOCTO 2=0THOCUTEIBHO MPOCTO
3=710CTaTO4YHO NPOCTO 4= HU MTPOCTO U HU CJIIO)KHO S5=HEMHOTO
CJI0)KHO 6=0THOCHTEJIBHO CJI0)KHO 7= OYE€Hb CII0)KHO
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e TECT7: Ilo BameMy MHEHUIO, HACKOJIBKO BaM CJI0KHO WJIM IIPOCTO
MIOJIb30BaThCSl KOMITBIOTEPOM (HOYTOYKOM)?
o MHoroypoBHeBas IIKajga: 1=04eHb IPOCTO 2=0THOCUTEIBHO IIPOCTO
3=10CTaTO4HO NPOCTO 4= HU IIPOCTO U HU CIOKHO 5= HEMHOTO
CJI0KHO 6=0THOCHUTEJIBHO CII0)KHO 7= OYEHb CII0KHO
e TECS: Ilo BameMy MHEHUIO, HACKOJIBKO BaM CJIOKHO WJIM IIPOCTO
[10JIb30BATHCSI CMapTHOHOM?
o MHoroypoBHeBas IIKajga: 1=04eHb IPOCTO 2=OTHOCUTENBHO IIPOCTO
3=10CTaTO4YHO NPOCTO 4= HU IIPOCTO U HU CIIOKHO 5= HEMHOTO
CJI0)KHO 6=0THOCHUTEJIBHO CII0)KHO 7= OY€Hb CII0)KHO

T'oroBHOCTH TexHosoruu (TR)

TR1-TR7 | MHOrOYpOBHEBas 1IKajia: 1=MOJHOCTHIO COTJIACEH 7=MOJHOCTHIO HE

COrJj1IaC€H

e TRI1: [Tons30Barbcst Opay3epoM JIETKO ATl MEHS
e TR2: 4 ¢ nerxoctbio Mory HaiiTu B IHTepHETE TO, UTO 5 XOUY
e TR3: MHe sierko noab30BaThCsl HABUTALIMEH BHYTPHU BEO-CalTOB

e TR4: 41 MOTY C JIETKOCTRIO CAeNIaTh CHUMOK U PasMECTUTD €I'0 B COLIUAJIbHBIX
CCTAX

e TRS: g1 nerko Mory co3aBarh HOBBIE YUETHBIE 3aIIMCH HA CalTax

TI"'oroBHOCTH yueHHKa (LR)

LR1-LR6 | MHOroypoBHEBasl 11Kaja: 1=IM0JHOCTBIO COTJIACEH 7=MOJIHOCTBIO HE

corjiaC€H

e LRI: s x0oTen ObI yIUTHCS C TOMOIIBIO BEO-TEXHOIOTUI

e LR2: MHe HpaBuUTCA uaes 00y4eHUs B pexKUMe OHJIAlH

e LR3: s nymaro, 4To BeG-TEXHOJIOTUM MOTYT YIY4LIUTh MOe 00ydeHne
e [R4: ucnonb3oBaHue BEO-TEXHOIOTHI MOXKET IIOMOYb MHE YUUTHCS

Conepxxanue rorosaoctd (CR)

CR1-CR6 | MHOTOYpOBHEBAas IIKaja: 1=MOJHOCTHIO COTIIACEH 7=IIOJIHOCTHIO HE

corjiaC€H

e CRI: 51 4yBCTBYIO, UTO Sl TOTOB YUUThCA, UCONB3Yys HTEpHET
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CR2: s MOTy YYUTBCS OIMHAKOBO XOPOIIIO - U CIIyIIast JICKIUIO B ayAUTOPUH, 1
MpocMarpuBasi OHJIAHH BUJIEO J10Ma

CR3: 51 xoTen ObI 00y4aThCs U HA JIEKIUH B ayJUTOPUH, U TIPU TTOMOLIH
npe3eHranuu B lHTepHeTe

CR4: 1 nymaro, yTo 00pa3oBaHKEe TOJDKHO BKIIOYATh Kak 0Oy4YeHHE B Kjacce,
TaK ¥ 00y4eHHEe OHJIAH.

CRS5: s 661 ipearoyuen, 9ToObI MOM IIperogaBaTelib JaBajl MHE 3aJaHus, IS
BBITIOJIHEHHSI KOTOPBIX TpeOyetcst TuTepHeT

IIpenprnymmii onelT nHTEpHET 00vueHusa (PEX)

PEX1-PEX2 | BapuanTsl oTBeTa: 112, HET, HE 3HAIO

PEXS3-PEX7 | MuoroypoBHeBas 1kana: 1=Bcerja, 7=HUKOTI/a

PEX1: B crapmux kigaccax MO€H IKOJIbl yYEHUKH MOIJIU MOJIb30BaThCs
KOMIIBIOTEPHBIM KJIaCCOM

PEX2: B crapmux kjaccax MOEH IIKOJIBI ObLIT 00pa30oBaTebHBIN TOpTal
PEX3: S nonw3oBancs 00pa3oBaTeIbHBIM MOPTAJIOM B CTAPIINX Kilaccax
PEX4: S cnaBay nomamiHue 3aaHus yepe3 o0pa3oBaTelIbHBIN OpTall B
CTapIlIMX KJIaccax

PEXS: f nonyyan goctyn K yd4eOHBIM MaTepuaiaM uepe3 o0pa3oBaTeIbHbIN
MOpTaJl B CTApUIMX Ki1accax

PEX6: Moii yuutens OTIpaBiisiil MHE 3a/laHUs 4epe3 00pa3oBaTeIbHbIN
MOpTaJl B CTAPUIMX Ki1accax

PEX7: Moii yuntenb o01asicst ¢ HaMu uyepe3 00pa3oBareabHbIi opTaj B
CTapuIux Kiaccax

OrennBaeMast OPaKTUYHOCTE HHTEpHET 00yueHus (PU)

PU1-PU6 | MHoroypoBHeBas Iikajia: | =noJHOCTbIO COTJIaCEH 7=I0JIHOCTBIO HE

corjiaC€H

PU1: Hcnonb3oBaHKe CUCTEMBI AIEKTPOHHOTO OOy4€HHs TOMOTaeT MHE
M3y4aTh CoAepKaHue y41eOHOTO Kypca

PU2: Ucnonb30BaHUE CUCTEMBI SJIEKTPOHHOTO OOyU€HHs IOMOTaeT MHE
OpraHM30BaTh MOe 00yueHue

PU3: Ucnonb3oBaHUE CUCTEMBI IEKTPOHHOTO 00yUeHHsI 00JIeryaeT u3ydeHue
coziepkaHus yueOHOro Kypca

PU4: Ucnonp30BaHuE CUCTEMBI IIEKTPOHHOTO OOYUEHUS TOJIE3HO JUISI MOETO
o0Oy4yeHus



OrennBaeMast IPOCTOTA UCIIOIL30BaHUs cucTeMBI HHTEpHET 00yuenusa (PEOU)

PEOU1-PEOUG6 | MHOroypoBHEBas mIKana: | =MOJIHOCTHIO COTIaceH
7=II0JIHOCTBIO HE COIJIACECH

e PEOUI: HaBuranus B cucTeMe IEKTPOHHOTO 00yUYESHHS MPOCTa
e PEOU2: B nenomM, caiitom Moodle nerko mons308aTbcs
e PEOU3: Mue npocTo HayduThCs TOJIb30BaThes caiitom Moodle

OTHOLIIEHNE K MCII0Ib30BaHUI0 nHTEepHET 00yuenus (ATT)
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ATT1-ATT6 | MHOTOYpOBHEBAS IIKaia: | =MOIHOCTBIO COTIACEH 7=MOIHOCTHIO

HE COorjiaC€H

e ATTI1: MHe HpaBUTCS UES UCIIOJIB30BAHUS CUCTEMBI 3JIEKTPOHHOTO
o0y4yeHust

e ATT2: S cumraro, 4TO CUCTEMA IEKTPOHHOTO OOYUCHHSI JienaeT yueOy Ooiee

MHTEPECHON

e ATT3: YueOHslii mpoiiecc 4yepe3 CUCTEMY NEKTPOHHOTO 00YUYEHHUSI 3TO

xXopouiasi uaes

e ATT4: B uenmom MHE HpaBUThCS pPabOTaTh C CHCTEMOM IEKTPOHHOTO

o0y4eHus

HamepeHnue ucnoiab30BaTh dIEKTPOHHOE O6V‘leHI/Ie (BI)

Bl11-BI6 | MHoroypoBHeBas iKaia: 1=I0JHOCTBIO COTTIACEH 7=IOJHOCTbHIO HE

CorjiaCcH

e BIl: S 651 xoTesn(a) nonb3oBarbes Moodle Ha qpyrux MOUX 3aHATUAX
e BI2: Ecnu 65l O ApyruM AMCHMILIMHAM ObliIa CUCTEMA JIEKTPOHHOTO

oOy4eHusi, s Obl e oJIb30BaJICA (-71aCh)

e BI3: Ecnu 661 Moodle He Obu1 pensioxkeH Juist JaHHOTO Kypca, 51 Obl Bce

paBHO XOTel (a) UM MOJIB30BaThCS.

BHeninue d)aKTODBI (TOBKO OIICHMBaeMas IPAKTUYHOCTh DIESKTPOHHOTO O6V‘{CHI/I$I PU)

IIpakTryeckas 3HAUMMOCTD J1abopatopHbIxX 3aHsatuil (PU-LAB)

PU-LAB1-3 MHoroypoBHeBas IIKaja: 1=I0JHOCTBIO COTJIACeH, 7=COBEPIICHHO

HC COrjiaC€H
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e PU-LABI: Jloctyn k naboparopubiM 3aHsATHsAM B Moodle ymporiaer ux
BBITIIOJTHEHHE

e PU-LAB2: i npennounTaro noay4arb JOCTYI K JIaOOPAaTOPHBIM 3aHATUSAM
yepe3 AEKTPOHHYI0 cucteMy, ueM yepe3 USB ycrpoiicTBo

e PU-LAB3: MHe HpaBUTCSI HIMETh JIOCTYM K J1a0OpPaTOpPHBIM 3aHATHSIM Yepe3
Moodle

[IpakTnyeckas 3HAUMMOCTB BUAeo pecypcoB (PU-VR)

PU-VR1-3 | MHOroypoBHeBas mKajia: 1=MOIHOCTHIO COTIIACEH, 7=COBEPILICHHO

HC COrjiaCcH

e PU-VRI: Buneo nexuuu B Moodle momoraroT MHE MOHSTH TEMBI Kypca

e PU-VR2: Buzeo nexkuuu B 3JI€EKTPOHHOM CUCTEME YIIPOIIAIOT U3yUEHUE
COJEpKaHUs Kypca

e PU-VR3: Bugeo nexuuu B Moodle ymyumaror moanmanue tem mo MKT

[IpakTnyeckas 3HAUMMOCTh OHJIaNH mpe3enranuii (PU-PR)

PU-PR1-3 | MHoroypoBHeBas miKana: |=moJHOCTbIO COTJIACEH, 7=COBEPIICHHO

HC COrjiaCccH

e PU-PRI: Onnaiin npezentanuu B Moodle momoraroT MHE NOHATh TEMBI Kypca
e PU-PR2: Onnaiin npe3eHTanuy B 3JEKTPOHHOM CUCTEME YIPOIIAIOT
U3Y4YCHHUE COACPIKaHUs Kypca

e PU-PR3: Ounaiin npe3enrtanuu B Moodle ynyumiaior moHMMaHue TeM 1o
UKT

ITpakTryeckas 3HAaUMMOCTh oHJaH oneHok (PU-0G)

PU-OG1-3 | MHoroypoBHeBas IiKaja: 1=MoJHOCTbIO COTJIaCeH, 7=COBEPIICHHO
HE COTJIACeH

e PU-OGI: Onnaiin ouenku B Moodle MOTUBHPYIOT MEHS K BBINIOJIHEHUIO
3aJIaHui

e PU-OG2: OunaiiH OIIEHKH B AJIEKTPOHHON cUCTeME 00ydeHHUs ITOMOTA0T MHE
OTCIICKUBATh MOIO YCTIEBAEMOCThH TI0 KypCy

e PU-OGS3: 4 cuuraro, uro oHIaiiH onieHKH B Moodle SBIstoTCS MOIE3HBIM
DJIEMEHTOM
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IIpakTryeckas 3HaUMMOCThb 00bsaBicHu (PU-AN)

PU-AN1-3 | MuoroypoBHeBas mkajia: |=mOoIHOCTBIO COTIACEeH, 7=COBEPIICHHO
HE COTJIaceH

e PU-ANI: O6bsBnenust B Moodle ob6ecnieunBaroT MO0 HHPOPMUPOBAHHOCTh
00 yueOHOH AeSITeTbHOCTH

e PU-AN2: f ynuraro oObsABICHUS B CHCTEME 3JIEKTPOHHOTO 00yUEHUS WIN 10
AIIEKTPOHHOH MMOUTe, YTOOBI y3HABATH O MPEACTOSIINX 3aJaHUIX

e PU-AN3: O6bsBnenus B Moodle BoBieKkaroT MEHS B YU4EOHYIO I€ITEIbHOCTD
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APPENDIX B

PCA Analysis Tables: Survey I
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Original TAM: Survey | PCA

Table B1: Survey I, Original TAM PCA: Correlation Matrix 2

PEO PEO PEO PEO ATT ATT ATT
PUL PU3 PU5 PU6 Ul U2 U5 U6 4 5 6 Bl2 BI3 Bl4 BI5

PU1 1.000

PU3 .677 1.000

PU5 728 778 1.000

PUG 569 731 .620 1.000

PEOU1 474 459 560 .557 1.000

PEOU2 440 .482 508 .479 .597 1.000

PEOU5 556 .662 .594 518 .676 .766 1.000

PEOU6 567 .643 533 551 .651 .684 .787 1.000

ATT4 724 688 .673 653 573 .475 .558 .648 1.000

ATTS5 532 446 459 437 496 .358 419 446 .620 1.000
ATT6 692 606 .652 547 503 546 546 586 .728 .649 1.000

BI2 602 625 .723 565 .627 .436 .596 560 .712 .609 .643 1.000

BI3 A79 494 659 503 453 311 343 .358 559 519 429 .683 1.000

Bl4 591 579 576 .633 520 .482 .490 559 .715 509 .620 .748 .517 1.000

BI5 398 374 499 392 339 220 249 308 .625 .341 447 .633 .676 .558 1.000

a. Determinant = 1.477E-6
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Table B2: Survey I, Original TAM PCA: Anti-image Correlation

PEO PEO PEO PEO ATT ATT ATT
PUL PU3 PU5 PU6 Ul U2 U5 U6 4 5 6 Bl2 BI3 Bl4 BI5

PU1 .9362

PU3 .021 .8562

PU5 -.340 -.472 .871°

PUG -005 -.473 .102 .9022

PEOU1 .085 .388 -.219 -311 .893%

PEOU2 .161 .230 -.189 -.098 -.047 .8442

PEOU5 -138 -333 .074 .131 -246 -531 .8572

PEOU6 -.056 -.219 .221 .076 -.223 -.160 -.315 .9322

ATT4 -253 -152 .008 -.100 -.104 .043 .069 -.193 .9312

ATT5 -070 -.027 .273 .064 -138 .034 .010 .073 -232 .854%
ATT6 -198 .016 -197 -032 .099 -251 .114 -080 -131 -392 .9152

BI2 125 .005 -242 117 -178 .296 -311 .042 .025 -195 -101 .897°

BI3 -023 .021 -331 -152 -002 -106 .148 -.045 .130 -.371 .286 -.181 .845%

Bl4 -134 -015 .142 -244 050 -238 .195 -076 -.137 .035 -013 -462 .092 .9132

BIS 117 111 042 .062 .072 .044 .030 .039 -414 .311 -136 -.202 -474 -101 .827°

a. Measures of Sampling Adequacy (MSA)

Table B3: Survey I, Original TAM PCA: KMO and Bartlett's Test

Kaiser-Meyer-Olkin Measure of Sampling Adequacy. .888
Bartlett's Test of Approx. Chi-Square 592.954
Sphericity df 105

Sig. 000
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Table B4: Survey I, Original TAM PCA: Communalities

Initial Extraction
PU1 1.000 .780
PU3 1.000 875
PU5 1.000 .796
PU6 1.000 .681
PEOU1 1.000 754
PEOU2 1.000 781
PEOUS 1.000 .861
PEOUG6 1.000 784
ATT4 1.000 .799
ATT5 1.000 .850
ATT6 1.000 797
BI2 1.000 .810
BI3 1.000 781
Bl4 1.000 .659
BI5 1.000 811

Extraction Method: Principal
Component Analysis.



Table B5: Survey I, Original TAM PCA: Total Variance Explained
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Rotation
Sums of
Extraction Sums of Squared Squared
Initial Eigenvalues Loadings Loadings ?
Comp % of  Cumulative % of  Cumulative
onent Total Variance % Total  Variance % Total
1 8.832  58.880 58.880 8.832 58.880 58.880 6.215
2 1.451 9.673 68.553 1.451 9.673 68.553 5.249
3 789 5.257 73.810 789 5.257 73.810 6.271
4 47 4.979 78.789 47 4.979 78.789 5.353
5 564 3.763 82.552
6 518 3.455 86.007
7 .388 2.588 88.595
8 .365 2.430 91.025
9 .350 2.334 93.360
10 282 1.877 95.236
11 204 1.357 96.594
12 177 1.177 97.771
13 131 871 98.642
14 115 764 99.406
15 .089 594 100.000

Extraction Method: Principal Component Analysis.

a. When components are correlated, sums of squared loadings cannot be added to obtain

a total variance.



Table B6: Survey I, Original TAM PCA: Structure Matrix

Component

1 2 3 4
PU3 929
PU5 .835
PU1 .816 .685
PU6 793
BI5 .898
BI3 .880
BI2 .806
Bl4 .678
PEOUS 917
PEOU2 .880
PEOUG6 .869
PEOU1 831
ATT5 917
ATT6 .838
ATTA A27 .750
Extraction Method: Principal Component Analysis.
Rotation Method: Oblimin with Kaiser Normalization.
Suppressed coefficients < .65 for readability.

Table B7: Survey I, Original TAM PCA: Component Correlation Matrix

Component 1 2 3 4

1 1.000

2 455 1.000

3 .566 .390 1.000

4 478 484 498 1.000

Extraction Method: Principal Component Analysis.
Rotation Method: Oblimin with Kaiser
Normalization.
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Simplified TAM: Survey | PCA

Table B8: Survey I, Simplified TAM PCA: Correlation Matrix @

PEO PEO PEO PEO PEO
PUL PU2 PU3 PU5 PU6 Ul U2 U4 U5 U6 Bl2 BI3 Bl4 BI5

PU1 1.000

PU2 .663 1.000

PU3 677 .693 1.000

PU5 728 .662 .778 1.000

PUG6 569 665 731 .620 1.000

PEOU1 474 595 459 560 .557 1.000

PEOU2 440 448 482 508 479 597 1.000

PEOU4 547 475 448 494 425 501 .549 1.000

PEOU5 556 539 .662 594 518 .676 .766 .560 1.000
PEOU6 567 534 643 533 551 .651 .684 .465 .787 1.000

BI2 .602 681 625 7283 565 .627 436 .502 596 .560 1.000

BI3 479 604 494 659 503 453 311 .355 .343 .358 .683 1.000

Bl4 591 585 579 576 633 520 482 511 490 559 .748 517 1.000

BI5 398 464 374 499 392 339 220 219 249 308 .633 676 .558 1.000

a. Determinant = 7.861E-6

Table B9: Survey I, Simplified TAM PCA: KMO and Bartlett's Test

Kaiser-Meyer-Olkin Measure of Sampling .886
Adequacy.

Bartlett's Test of Approx. Chi-Square 523.038
Sphericity df 91

Sig. 000
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Table B10:  Survey I, Simplified TAM PCA: Communalities

Initial Extraction

PU1 1.000 120
PU2 1.000 716
PU3 1.000 .860
PU5 1.000 776
PU6 1.000 679
PEOU1 1.000 .709
PEOU2 1.000 183
PEOU4 1.000 .507
PEOUS 1.000 841
PEOUG 1.000 .748
BI2 1.000 812
BI3 1.000 .764
Bl4 1.000 .656
BI5 1.000 819

Extraction Method: Principal
Component Analysis.
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Table B11:  Survey I, Simplified TAM PCA: Total Variance Explained
Rotation
Sums of
Extraction Sums of Squared Squared
Initial Eigenvalues Loadings Loadings ?
Compo % of  Cumulative % of  Cumulative
nent Total Variance % Total Variance % Total
1 8.125  58.039 58.039 8.125 58.039 58.039 6.945
2 1474 10.529 68.568 1474 10.529 68.568 4.692
3 .790 5.643 74.211 .790 5.643 74.211 6.305
4 .645 4.611 78.822
5 529 3.779 82.601
6 500 3.570 86.171
7 414 2.954 89.125
8 330 2.359 91.484
9 296 2.116 93.599
10 272 1.946 95.545
11 245 1.751 97.296
12 167 1.192 98.488
13 126 900 99.388
14 .086 612 100.000

Extraction Method: Principal Component Analysis.
a. When components are correlated, sums of squared loadings cannot be added to obtain

a total variance.
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Table B12:  Survey I, Simplified TAM PCA: Structure Matrix

Component
1 2 3

PU3 923

PU5 .861

PU1 .848

PU2 .826

PUG6 822

BI5 .902

BI3 .860

BI2 717 814

Bl4 679 .693

PEOUS 662 .909
PEOU2 878
PEOUG .656 .857
PEOU1 .815
PEOU4 702

Extraction Method: Principal
Component Analysis.

Rotation Method: Oblimin with Kaiser
Normalization.

Suppressed coefficients < .65 for
readability.

Table B13:  Survey I, Simplified TAM PCA: Component Correlation Matrix

Component 1 2 3

1 1.000

2 .642  1.000

3 .593 .363 1.000
Extraction Method: Principal Component
Analysis.

Rotation Method: Oblimin with Kaiser
Normalization.
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APPENDIX C

PCA Analysis Tables: Survey Il



Original TAM: Survey Il PCA
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Table C1: Survey 11, Original TAM PCA: Correlation Matrix 2
PU3 PU4 PEOU1l PEOU5 ATT1 ATT2 Bll BI2
PU3 1.000
PU4 .794  1.000
PEOU1 409 380  1.000
PEOUS 313 245 483  1.000
ATT1 .602 528 406 236 1.000
ATT2 461 458 338 124 589  1.000
BIl 444 270 187 .016 445 .383  1.000
BI2 430 .286 283 154 480 391 682  1.000

a. Determinant = .028

Table C2: Survey 11, Original TAM PCA: Anti-image Matrices
PU3 PU4 PEOUl PEOUS5 ATTl1 ATT2 BIl BI2
PU3 7522
PU4 -.695 7302
PEOU1 -.027 -.081 8212
PEOUS -174 .063 -.405 .6662
ATT1 -.192 -.067 -117 -.034 .8872
ATT2 .029 -.160 -114 .080 -.354 .8672
BIl -.239 144 .027 A75 -.075 -.091 7162
BI2 -.050 .053 -.073 -.082 -.144 -.062 -.564 7722

a. Measures of Sampling Adequacy (MSA)
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Table C3: Survey 11, Original TAM PCA: KMO and Bartlett's Test

Kaiser-Meyer-Olkin Measure of Sampling Adequacy. .780
Bartlett's Test of Approx. Chi-Square 270.298
Sphericity df 28

Sig. .000

Table C4: Survey 11, Original TAM PCA: Communalities

Initial Extraction

PU3 1.000 .903
PU4 1.000 .908
PEOU1 1.000 743
PEOUS 1.000 .832
ATT1 1.000 717
ATT?2 1.000 874
Bll 1.000 .850
Bl2 1.000 .843

Extraction Method: Principal
Component Analysis.



Table C5: Survey 11, Original TAM PCA: Total Variance Explained
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Rotation
Sums of
Extraction Sums of Squared Squared
Initial Eigenvalues Loadings Loadings ®
Compo % of  Cumulative % of  Cumulative
nent Total Variance % Total Variance % Total
3.806 47.576 47.576| 3.806 47.576 47.576 2.851
1.302 16.279 63.855| 1.302  16.279 63.855 1.915
904 11.303 75.158 904  11.303 75.158 2.504
8.234 83.391 2.391

470 5.879 89.270
.380 4.752 94.022
305 3.816 97.837
173 2.163 100.000

1
2
3
4 .659 8.234 83.391 .659
5
6
7

Extraction Method: Principal Component Analysis.

a. When components are correlated, sums of squared loadings cannot be added to obtain

a total variance.

Table C6: Survey 11, Original TAM PCA: Structure Matrix

Component
1 2 3 4

PU4 947

PU3 .938

PEOUS 897

PEOU1 811

Bll 916

BI2 912

ATT?2 934
ATT1 767

Extraction Method: Principal Component Analysis.
Rotation Method: Oblimin with Kaiser
Normalization.

Suppressed coefficients < .65 for readability



212

Table C7: Survey 11, Original TAM PCA: Component Correlation Matrix

Component 1 2 3 4

1 1.000

2 341 1.000

3 .383 165 1.000

4 466 223 409 1.000

Extraction Method: Principal Component Analysis.
Rotation Method: Oblimin with Kaiser Normalization.

Simplified TAM: Survey Il PCA

Table C8: Survey 11, Simplified TAM PCA: Correlation Matrix @

PU1 PU3 PU4 PEOU1 PEOU4 PEOUS BIl BI2

PU1 1.000

PU3 570  1.000

PU4 .626 .794  1.000

PEOU1 .264 409 380  1.000

PEOU4 425 .205 .208 506 1.000

PEOUS .266 313 245 483 515  1.000

Bll 273 444 270 187 .140 .016  1.000

Bl2 .307 430 .286 .283 193 154 .682  1.000

a. Determinant = .026

Table C9: Survey 11, Simplified TAM PCA: KMO and Bartlett's Test

Kaiser-Meyer-Olkin Measure of Sampling Adequacy. 711
Bartlett's Test of Approx. Chi-Square 274.839
Sphericity df 28

Sig. .000




Table C10:
Initial  Extraction
PU1 1.000 .657
PU3 1.000 831
PU4 1.000 .880
PEOU1 1.000 .631
PEOU4 1.000 715
PEOUS 1.000 .686
Bl1 1.000 .851
BI2 1.000 .832

Extraction Method: Principal
Component Analysis.

Survey Il, Simplified TAM PCA: Communalities
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Table C11:  Survey I, Simplified TAM PCA: Total Variance Explained
Rotation
Sums of
Extraction Sums of Squared Squared
Initial Eigenvalues Loadings Loadings ?
Compo % of  Cumulative % of  Cumulative
nent Total Variance % Total Variance % Total
1 3.526 44.075 44.075| 3.526 44.075 44.075 2.929
2 1.483 18.537 62.612| 1.483 18.537 62.612 2.451
3 1.074 13.431 76.043| 1.074 13.431 76.043 2.181
4 .666 8.330 84.372
5 501 6.267 90.640
6 327 4.092 94.732
7 252 3.148 97.881
170 2.119 100.000

Extraction Method: Principal Component Analysis.
a. When components are correlated, sums of squared loadings cannot be added to obtain

a total variance.



Table C12:  Survey I, Simplified TAM PCA: Structure Matrix

Component
1 2 3

PU4 934

PU3 .898

PU1 .804

PEOU4 .844

PEOUS .822

PEOU1 179

BIl 920
BI2 .908

Extraction Method: Principal
Component Analysis.

Rotation Method: Oblimin with Kaiser
Normalization.

Suppressed coefficients < .65 for
readability.

Table C13:  Survey I, Simplified TAM PCA: Component Correlation Matrix

Component 1 2 3

1 1.000

2 .389 1.000

3 379 187 1.000
Extraction Method: Principal Component
Analysis.

Rotation Method: Oblimin with Kaiser
Normalization.
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APPENDIX D

PCA Analysis Tables: Survey Il
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Original TAM: Survey Il PCA

Table D1: Survey 111, Original TAM PCA: Correlation Matrix @

PEOU PEOU PEOU

PU1 PU2  PU3 1 2 3 ATT2 ATT3 BI2 BI3 Bl4
PU1 1.000
PU2 .738 1.000
PU3 590 .659  1.000

PEOU1 441 375 563 1.000
PEOU2 211 .294 .269 .518  1.000
PEOU3 495 530 495 561 433 1.000

ATT2 .360 456 .276 .368 549 371 1.000

ATT3 .626 .546 522 .611 592 .586 .743  1.000

BI2 .633 .600 .580 .506 .364 .627 .549 721 1.000

BI3 335 .208 .300 471 222 324 410 .455 537 1.000

Bl4 423 441 442 .356 .190 .520 .301 .323 .636 479 1.000

a. Determinant = .001
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Table D2: Survey 111, Original TAM PCA: Anti-image Correlation

PEOU PEOU PEOU

PU1 PU2  PU3 1 2 3 ATT2 ATT3 BI2 BI3 Bl4
PU1 .805%
PU2 -550  .774?
PU3 042 -422 8532

PEOU1 -.057 125 -338 .849°
PEOU2 211 -.067 072 -303 .842°
PEOU3 075 -192 082 -226 -116 .894*

ATT2 294 -356 .236 128 -.201 189 7392

ATT3 -.409 208 -152 -173 -244 -203 -575 .781°

BI2 -069 -070 -114 102 .084 -155 -017 -354  .898?

BI3 -.072 .209 035 -294 139 110 -183 -029 -192  .831°

Bl4 -084 -.021 -111 .008 -.041 -269 -135 366 -400 -261 .794°

a. Measures of Sampling Adequacy (MSA)

Table D3:  Survey 111, Original TAM PCA: KMO and Bartlett's Test

Kaiser-Meyer-Olkin Measure of Sampling Adequacy. .822
Bartlett's Test of Sphericity Approx. Chi-Square 273.075
df 55

Sig. .000




Table D4: Survey 111, Original TAM PCA: Communalities

Initial Extraction

PU1 1.000
PU2 1.000
PU3 1.000

PEOU1 1.000
PEOU2 1.000
PEOU3 1.000

ATT?2 1.000
ATT3 1.000
BI2 1.000
BI3 1.000
Bl4 1.000

778
.854
.748
.828
.809
.656
.890
.862
.805
813
729

Extraction Method: Principal

Component Analysis.
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Table D5: Survey 111, Original TAM PCA: Total Variance Explained
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Rotation
Sums of
Extraction Sums of Squared Squared
Initial Eigenvalues Loadings Loadings ?
Comp % of  Cumulative % of Cumulative
onent  Total Variance % Total  Variance % Total
5762  52.380 52.380| 5.762 52.380 52.380 4.153
1.246  11.326 63.706| 1.246 11.326 63.706 2.335
988 8.981 72.687 988 8.981 72.687 3.243
176 7.055 79.743 176 7.055 79.743 3.473

436 3.963 89.438
335 3.044 92.482
.286 2.597 95.079
.258 2.345 97.424
10 182 1.657 99.081
11 101 919 100.000

1
2
3
4
5 631 5732 85.475
6
7
8
9

Extraction Method: Principal Component Analysis.

a. When components are correlated, sums of squared loadings cannot be added to obtain

a total variance.



Table D6:

Survey 111, Original TAM PCA: Structure Matrix

Component
2 3 4

PU2
PU1
PU3
ATT?2
ATT3
BI3
Bl4
BI2
PEOU1
PEOU2
PEOU3

911
873
.789

(14

905
735
.867
816
733
.890
.654 164
.704

Extraction Method: Principal Component Analysis.
Rotation Method: Oblimin with Kaiser Normalization.
Suppressed coefficients < .65 for readability.

Table D7: Survey 111, Original TAM PCA: Component Correlation Matrix
Component 1 2 3 4

1 1.000

2 .183 1.000

3 407 192 1.000

4 .392 .320 .345 1.000

Extraction Method: Principal Component Analysis.
Rotation Method: Oblimin with Kaiser

Normalization.
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Simplified TAM: Survey Ill PCA

Table D8: Survey 111, Simplified TAM PCA: Correlation Matrix 2

PEOU PEOU PEOU

PU1 PU2  PU3 PU4 1 2 3 Bl1l BI2 BI3 Bl4
PU1 1.000
PU2 .738 1.000
PU3 590 .659  1.000
PU4 .592 581 .781 1.000

PEOU1 441 375 .563 522 1.000
PEOU2 211 .294 .269 .149 518 1.000
PEOU3 495 530 495 347 561 433 1.000

BI1 .456 428 367 .336 497 .600 491 1.000

BI2 .633 .600 .580 428 .506 .364 .627 .788 1.000

BI3 335 .208 .300 370 471 222 324 .585 537 1.000

Bl4 423 441 442 .364 .356 .190 .520 .587 .636 479 1.000

a. Determinant = .000

Table D9: Survey 111, Simplified TAM PCA: KMO and Bartlett's Test

Kaiser-Meyer-Olkin Measure of Sampling Adequacy. .800
Bartlett's Test of Approx. Chi-Square 287.591
Sphericity df 55

Sig. .000




Table D10:  Survey 111, Simplified TAM PCA: Communalities
Initial  Extraction
PU1 1.000 702
PU2 1.000 127
PU3 1.000 .798
PU4 1.000 732
PEOU1 1.000 652
PEOU2 1.000 .887
PEOU3 1.000 .585
Bil 1.000 .829
BI2 1.000 .801
BI3 1.000 .663
Bl4 1.000 .703

Extraction Method: Principal Component Analysis.
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Table D11:  Survey 111, Simplified TAM PCA: Total Variance Explained
Rotation
Sums of
Extraction Sums of Squared Squared
Initial Eigenvalues Loadings Loadings ?
Compo % of  Cumulative % of  Cumulative
nent Total Variance % Total Variance % Total
1 5739  52.170 52.170( 5.739 52.170 52.170 4.630
2 1.366  12.421 64.592 1.366 12.421 64.592 4.157
3 974 8.853 73.445 974 8.853 73.445 2.930
4 822 7.473 80.919
5 572 5.198 86.117
6 456 4.149 90.267
7 .303 2.756 93.023
8 .284 2.579 95.602
9 218 1.985 97.587
10 182 1.655 99.242
11 .083 .758 100.000

Extraction Method: Principal Component Analysis.
a. When components are correlated, sums of squared loadings cannot be added to obtain
a total variance.



Table D12:

Survey 111, Simplified TAM PCA: Structure Matrix

Component

2

PU3
PU4
PU2
PU1
BI2
Bll
Bl4
BI3
PEOU2
PEOU1
PEOU3

891
.851
.851
.828
.654

844
835
.822
.808

657

937
718
616

Extraction Method: Principal
Component Analysis.
Rotation Method: Oblimin with Kaiser

Normalization.

Suppressed coefficients < .65 for

Survey 111, Simplified TAM PCA: Component Correlation Matrix

readability.
Table D13:

Component 1 2 3

1 1.000

2 495 1.000

3 .338 .392 1.000

Extraction Method: Principal Component

Analysis.

Rotation Method: Oblimin with Kaiser

Normalization.
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APPENDIX E

Path Analysis Tables: Survey |



Original TAM: Survey | Path Analysis

Table E1: Survey I, Original TAM PA: PEOU and PU Correlations

PU PEOU
PU Pearson Correlation 1 566"
Sig. (2-tailed) .000
N 51 51
PEOU Pearson Correlation 566" 1
Sig. (2-tailed) .000
N 51 51

**_Correlation is significant at the 0.01 level (2-tailed).
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Table E2: Survey I, Original TAM PA: PEOU — PU Model Summary

Adjusted R Std. Error of the
Model R R Square Square Estimate
1 .566° .320 .306 .83294885

a. Predictors: (Constant), PEOU

Table E3: Survey I, Original TAM PA: PEOU — PU Coefficients 2

Unstandardized Standardized
Coefficients Coefficients
Model B Std. Error Beta t Sig.
1 (Constant)  1.185E-16 117 .000 1.000
PEOU .566 118 .566 4.803 .000

a. Dependent Variable: PU
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Table E4: Survey I, Original TAM PA: PU, PEOU, and ATT Correlations

PU PEOU ATT
PU Pearson Correlation 1 566" 4787
Sig. (2-tailed) 000 000
N 51 51 51
PEOU Pearson Correlation 566" 1 498"
Sig. (2-tailed) .000 .000
N 51 51 51
ATT  Pearson Correlation 478" 498" 1
Sig. (2-tailed) 000 000
N 51 51 51

**_Correlation is significant at the 0.01 level (2-tailed).

Table E5: Survey I, Original TAM PA: PEOU and PU — ATT Model Summary

R Adjusted R Std. Error of the
Model R Square Square Estimate
1 5522 .305 276 85115675
a. Predictors: (Constant), PEOU, PU

Table E6: Survey I, Original TAM PA: PU and ATT — BI Coefficients @

Unstandardized Standardized
Coefficients Coefficients
Model B Std. Error Beta t Sig.
1 (Constant) -1.889E-16 119 .000 1.000
PU .289 146 289  1.980 .053
PEOU 334 146 334 2.289 027

a. Dependent Variable: ATT



Table E7: Survey I, Original TAM PA: PU, ATT, and BI Correlations

PU ATT Bl
PU  Pearson Correlation 1 478" 455"
Sig. (2-tailed) 000 001
N 51 51 51
ATT Pearson Correlation 4787 1 4847
Sig. (2-tailed) 000 000
N 51 51 51
BI Pearson Correlation 455" A484™ 1
Sig. (2-tailed) 001 000
N 51 51 51

**_Correlation is significant at the 0.01 level (2-tailed).

Table ES: Survey I, Original TAM PA: PU and ATT — BI Model Summary

Model R R Square Adjusted R Square Std. Error of the Estimate
1 5462 .298 269 .85484657
a. Predictors: (Constant), ATT, PU

Table EO: Survey I, Original TAM PA: PU and ATT — BI Coefficients @

Unstandardized Standardized

Coefficients Coefficients
Model B Std. Error Beta t Sig.
1 (Constant) 1.527E-16 120 .000 1.000
PU 290 138 290 2.104 041
ATT .345 138 .345 2.507 016

a. Dependent Variable: Bl
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Simplified TAM: Survey | Path Analysis

Table E10:  Survey I, Simplified TAM PA: PU, PEOU, and BI Correlations

228

PU Bl PEOU

PU Pearson Correlation 1 544™ .669™

Sig. (2-tailed) 000 000

N 51 51 51
BI Pearson Correlation 544" 1 .385™

Sig. (2-tailed) 000 005

N 51 51 51
PEOU Pearson Correlation 669" .385™ 1

Sig. (2-tailed) 000 005

N 51 51 51

**_ Correlation is significant at the 0.01 level (2-tailed).

Table E11:  Survey I, Simplified TAM PA: PEOU — PU Model Summary

Model R R Square  Adjusted R Square Std. Error of the Estimate

1 .669% 448 437 .75051619

a. Predictors: (Constant), PEOU

Table E12:  wrvey I, Simplified TAM PA: PEOU — PU Coefficients @

Unstandardized Standardized
Coefficients Coefficients
Model B Std. Error Beta t Sig.
1 (Constant) 8.290E-17 105 .000 1.000
PEQOU .669 .106 .669 6.306 .000

a. Dependent Variable: PU
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Table E13:  Survey I, Simplified TAM PA: PU and PEOU — BI Model Summary

Adjusted R Std. Error of the
Model R R Square Square Estimate
1 545% 297 268 .85581006

a. Predictors: (Constant), PU, PEOU

Table E14: Survey I, Simplified TAM PA: PU and PEOU — BI Coefficients 2

Unstandardized Standardized
Coefficients Coefficients
Model B Std. Error Beta t Sig.
1 (Constant) 9.092E-17 120 .000 1.000
PEOU .037 163 .037 228 .821
PU 519 163 519 3.188 .003

a. Dependent Variable: Bl
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APPENDIX F

Path Analysis Tables: Survey 11
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Original TAM: Survey Il Path Analysis

Table F1: Survey Il, Original TAM PA: PEOU and PU Correlations

PU PEOU
PU Pearson Correlation 1 341"
Sig. (2-tailed) .002
N 80 80
PEOU Pearson Correlation 3417 1
Sig. (2-tailed) 002
N 80 80

**_Correlation is significant at the 0.01 level (2-tailed).

Table F2: Survey I1, Original TAM PA: PEOU — PU Model Summary

Adjusted R Std. Error of the
Model R R Square Square Estimate
1 3412 116 105 .94602101

a. Predictors: (Constant), PEOU

Table F3: Survey 11, Original TAM PA: PEOU — PU Coefficients 2

Unstandardized Standardized
Coefficients Coefficients
Model B Std. Error Beta t Sig.
1 (Constant) 2.647E-17 .106 .000 1.000
PEOU 341 .106 341 3.205 .002

a. Dependent Variable: PU

Table F4: Survey 11, Original TAM PA: PU, PEOU, and ATT Correlations

PU PEOU ATT
PU Pearson Correlation 1 3417 466"
Sig. (2-tailed) 002 .000
N 80 80 80

PEOU Pearson Correlation 341 1 223"
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Sig. (2-tailed) 002 046

N 80 80 80
ATT Pearson Correlation 466" 223" 1

Sig. (2-tailed) 000 046

N 80 80 80

**_Correlation is significant at the 0.01 level (2-tailed).
*, Correlation is significant at the 0.05 level (2-tailed).

Table F5: Survey 11, Original TAM PA: PEOU and PU — ATT Model
Summary
Adjusted R Std. Error of
Model R R Square Square the Estimate
1 4712 221 201 .89374642

a. Predictors: (Constant), PEOU, PU

Table F6: Survey II, Original TAM PA: PEOU and PU — ATT Coefficients 2
Unstandardized Standardized
Coefficients Coefficients
Model B Std. Error Beta t Sig.
1 (Constant) -1.814E-16 .100 .000 1.000
PU 441 107 441 4,119 .000
PEQOU .073 107 .073 .683 496

a. Dependent Variable: ATT

Table F7: Survey 11, Original TAM PA: PU, ATT, and BI Correlations
PU Bl ATT
PU Pearson Correlation 1 383" 466"
Sig. (2-tailed) .000 000
N 80 80 80
BI Pearson Correlation .383™ 1 409™
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Sig. (2-tailed) 000 .000

N 80 80 80
ATT Pearson Correlation 466" 409" 1

Sig. (2-tailed) 000 000

N 80 80 80

**_Correlation is significant at the 0.01 level (2-tailed).

Table F8: Survey I1, Original TAM PA: PU and ATT — BI Model Summary

Adjusted R Std. Error of the
Model R R Square Square Estimate
1 4642 215 195 .89741279

a. Predictors: (Constant), ATT, PU

Table F9: Survey 11, Original TAM PA: PU and ATT — BI Coefficients 2

Unstandardized Standardized
Coefficients Coefficients
Model B Std. Error Beta t Sig.
1 (Constant) 2.007E-16 .100 .000 1.000
PU .246 114 .246 2.159 .034
ATT 295 114 295 2.583 .012

a. Dependent Variable: Bl
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Simplified TAM: Survey Il Path Analysis

Table F10:  Survey 11, Simplified TAM PA: PU, PEOU, and Bl Correlations

PU PEOU Bl
PU Pearson Correlation 1 .389™ 379"
Sig. (2-tailed) .000 001
N 80 80 80
PEOU Pearson Correlation .389™ 1 .187
Sig. (2-tailed) 000 098
N 80 80 80
BI Pearson Correlation 379" .187 1
Sig. (2-tailed) 001 098
N 80 80 80

**_Correlation is significant at the 0.01 level (2-tailed).

Table F11:  Survey I, Simplified TAM PA: PEOU — PU Model Summary

Model R R Square  Adjusted R Square  Std. Error of the Estimate
1 .3892 152 141 .92697922
a. Predictors: (Constant), PEOU

Table F12:  Survey 11, Simplified TAM PA: PEOU — PU Coefficients 2

Unstandardized Standardized
Coefficients Coefficients
Model B Std. Error Beta t Sig.
1 (Constant) 4.225E-18 104 .000 1.000
PEOU .389 104 .389 3.733 .000

a. Dependent Variable: PU
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Table F13 Survey I1, Simplified TAM PA: PU and PEOU — BI Model
Summary

Adjusted R Std. Error of
Model R R Square Square the Estimate
1 .381% 145 123 93642532
a. Predictors: (Constant), PEOU, PU

Table F14:  Survey I, Simplified TAM PA: PU and PEOU — BI Coefficients @

Unstandardized Standardized
Coefficients Coefficients
Model B Std. Error Beta t Sig.
1 (Constant) 1.396E-16 105 .000 1.000
PU 361 114 361 3.155 .002
PEOU .046 114 .046 402 .689

a. Dependent Variable: Bl
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APPENDIX G

Path Analysis Tables: Survey 111
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Original TAM: Survey Il Path Analysis

Table G1:  Survey 111, Original TAM PA: PEOU and PU Correlations

PU PEOU
PU Pearson Correlation 1 392"
Sig. (2-tailed) .009
N 43 43
PEOU Pearson Correlation 392" 1
Sig. (2-tailed) .009
N 43 43

**_Correlation is significant at the 0.01 level (2-tailed).

Table G2:  Survey III, Original TAM PA: PEOU — PU Model Summary

Adjusted R Std. Error of the
Model R R Square Square Estimate
1 .3922 154 133 .93099029

a. Predictors: (Constant), PEOU

Table G3:  Survey II1, Original TAM PA: PEOU — PU Coefficients @

Unstandardized Standardized
Coefficients Coefficients
Model B Std. Error Beta t Sig.
1 (Constant) 2.078E-16 142 .000 1.000
PEQOU .392 144 .392 2.731 .009

a. Dependent Variable: PU
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Table G4:  Survey 111, Original TAM PA: PU, PEOU, and ATT Correlations

PU PEOU ATT
PU Pearson Correlation 1 392" .183
Sig. (2-tailed) .009 240
N 43 43 43
PEOU Pearson Correlation 392" 1 320"
Sig. (2-tailed) 009 036
N 43 43 43
ATT  Pearson Correlation .183 320" 1
Sig. (2-tailed) 240 036
N 43 43 43

**_ Correlation is significant at the 0.01 level (2-tailed).
*. Correlation is significant at the 0.05 level (2-tailed).

Table G5:  Survey 111, Original TAM PA: PEOU and PU ATT Model Summary

Adjusted R Std. Error of
Model R R Square Square the Estimate
1 .326° .106 .062 .96861587
a. Predictors: (Constant), PU, PEOU

Table G6:  Survey III, Original TAM PA: PEOU and PU — ATT Coefficients @

Unstandardized Standardized
Coefficients Coefficients
Model B Std. Error Beta t Sig.
1 (Constant) -2.469E-17 .148 .000 1.000
PEOU 294 162 294 1.806 .078
PU .068 162 .068 419 .678

a. Dependent Variable: ATT
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Table G7: Survey 111, Original TAM PA: PU, ATT, and Bl Correlations

PU ATT Bl
PU  Pearson Correlation 1 183 407
Sig. (2-tailed) 240 007
N 43 43 43
ATT Pearson Correlation 183 1 192
Sig. (2-tailed) 240 217
N 43 43 43
BI Pearson Correlation 407 192 1
Sig. (2-tailed) 007 217
N 43 43 43

**_ Correlation is significant at the 0.01 level (2-tailed).

Table G8:  Survey 111, Original TAM PA: PU and ATT — BI Model Summary

Adjusted R Std. Error of
Model R R Square Square the Estimate
1 4242 .180 139 .92796699
a. Predictors: (Constant), ATT, PU

Table G9:  Survey III, Original TAM PA: PU and ATT — BI Coefficients @

Unstandardized Standardized
Coefficients Coefficients
Model B Std. Error Beta t Sig.
1 (Constant) -1.311E-17 142 .000 1.000
PU .385 146 .385 2.641 .012
ATT 122 146 122 .834 409

a. Dependent Variable: BI
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Simplified TAM: Survey Il Path Analysis

Table G10:  Survey 111, Simplified TAM PA: PU, PEOU, and Bl Correlations

PU Bl PEOU
PU Pearson Correlation 1 495™ .338"
Sig. (2-tailed) 001 027
N 43 43 43
BI Pearson Correlation 495™ 1 392"
Sig. (2-tailed) 001 009
N 43 43 43
PEOU Pearson Correlation .338" 392" 1
Sig. (2-tailed) 027 009
N 43 43 43

**_Correlation is significant at the 0.01 level (2-tailed).
*. Correlation is significant at the 0.05 level (2-tailed).

Table G11:  Survey 111, Simplified TAM PA: PEOU — PU Model Summary

Adjusted R Std. Error of
Model R R Square Square the Estimate
1 .338? 114 .092 .95272497
a. Predictors: (Constant), PEOU

Table G12:  Survey 111, Simplified TAM PA: PEOU — PU Coefficients @

Unstandardized Standardized
Coefficients Coefficients
Model B Std. Error Beta t Sig.
1 (Constant) 1.213E-16 145 .000 1.000
PEOU .338 147 .338 2.296 .027

a. Dependent Variable: PU
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Table G13:  Survey II1, Simplified TAM PA: PU and PEOU — BI Model
Summary

Adjusted R Std. Error of the
Model R R Square Square Estimate
1 .550? .303 268 .85576635
a. Predictors: (Constant), PU, PEOU

Table G14: Survey |11, Simplified TAM PA: PU and PEOU — BI Coefficients @

Unstandardized Standardized
Coefficients Coefficients
Model B Std. Error Beta t Sig.
1 (Constant) 3.528E-18 131 .000 1.000
PEQU .254 140 .254 1.809 .078
PU 410 .140 410 2.921 .006

a. Dependent Variable: Bl



