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26 Abstract (250 words max): Ecosystems in the Anthropocene face pressures from multiple, 

27 interacting forms of environmental change. These pressures, resulting from land use change, 

28 altered hydrologic regimes, and climate change, will likely change the synchrony of ecosystem 

29 processes as distinct components of ecosystems are impacted in different ways. However, 

30 inconsistent definitions and ad hoc methods for identifying synchrony and asynchrony have 

31 restricted broader synthesis of synchrony and asynchrony among studies and across disciplines. 

32 Drawing on concepts from ecology, hydrology, geomorphology, and biogeochemistry, we offer a 

33 unifying definition of synchrony for ecosystem science and propose a novel classification 

34 framework for characterizing synchrony and asynchrony of ecosystem processes. This 

35 framework classifies the relationships among ecosystem processes according to five key aspects: 

36 1) the focal variables or relationships representative of the ecosystem processes of interest, 2) the

37 spatial and temporal domain of interest, 3) the structural attributes of drivers and focal processes, 

38 4) consistency in the relationships over time, and 5) the degree of causality among focal

39 processes. Using this classification framework, we identify and differentiate types of synchrony 

40 and asynchrony, thereby providing the basis for comparing among studies and across disciplines. 

41 We apply this classification framework to existing studies in the ecological, hydrologic, 

42 geomorphic, and biogeochemical literature, and discuss potential analytical tools that can be used 

43 to quantify synchronous and asynchronous processes. Furthermore, we seek to promote 
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44 understanding of how different types of synchrony or asynchrony may shift in response to 

45 ongoing environmental change by providing a universal definition and explicit types and drivers 

46 with this framework.

47 Key Words (6-10): synchrony, asynchrony, ecosystems, biogeochemistry, hydrology, 

48 environmental change, classification

49 Manuscript Highlights: (must be 85 characters or less)

50 ● Environmental change has the potential to alter the synchrony and asynchrony of

51 ecosystem processes.

52 ● Despite cross-disciplinary appeal, synchrony and asynchrony are not consistently defined

53 or quantified across fields.

54 ● The classification framework presented here characterizes synchrony and asynchrony in

55 ecosystems.

56 Introduction 

57 Ecosystems are comprised of abiotic and biotic events that interact and function as tightly 

58 coupled dynamic systems through space and time. The timing of interactions is vital for 

59 ecosystem processes (e.g., transport and/or transformation of water, nutrients, and energy; Box 

60 1) and the continued provision of services upon which humans and other organisms depend

61 (Costanza and others 1997). In the Anthropocene, ecosystems face pressure from broad-scale 

62 social-environmental changes such as land use modification, altered hydrologic regimes, and 

63 climate change (Steffen and others 2011; Kueffer 2015; Tarolli and Sofia 2016). These pressures 
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64 disturb ecosystems at multiple spatial and temporal (hereafter “spatiotemporal”) scales by 

65 altering the timing, spatial extent, and degree of interaction between ecosystem processes. 

66 Differences in the nature of relationships among ecosystem processes and the type of synchrony 

67 or asynchrony they exhibit could lead to complex and divergent responses to ongoing 

68 environmental change. Therefore, understanding future ecosystem change is contingent on an 

69 accurate and clear description and differentiation between key aspects of synchrony and 

70 asynchrony (hereafter “(a)synchrony”). The acceleration of climatic and other anthropogenic 

71 perturbations to ecosystems is driving a correspondingly accelerated need for synthesized 

72 knowledge of interactions among ecosystem processes across studies and disciplines.

73 Climate change directly influences both biotic (e.g., plant growth rate) and abiotic (e.g. 

74 precipitation) ecosystem processes. Changes in climate stationarity may disrupt relationships 

75 between previously synchronous ecosystem processes. For example, biotic processes like plant 

76 growth that occur in synchrony with abiotic drivers, such as precipitation or temperature, are 

77 likely to decouple as a result of deviations in the timing or magnitude of these abiotic drivers 

78 (Mahoney and Rood 1998; Tonkin and others 2018). Further, the degree of coupling among 

79 biotic processes may decrease as a result of divergent reactions to climate change between 

80 species, altering ecosystem function and species persistence. Such alterations may be particularly 

81 pronounced between species that react to long-term climatic averages versus those triggered by 

82 short-term climatic cues (Ovaskainen and others 2013). 

83 These changes in the (a)synchrony of ecosystem processes in response to changing 

84 climate are only exacerbated by their interaction with anthropogenic alterations to landscapes, 

85 such as hydrologic modifications and land use and land cover change. For example, changes in 

86 the timing and magnitude of streamflow that result from dam construction and operation have 

ScoutBinegar
Text Box
This is an author-produced, peer-reviewed version of this article. The final, definitive version of this document can be found online at Ecosystems, published by Springer. Copyright restrictions may apply. https://doi.org/10.1007/s10021-021-00700-1.



5

87 pervasive downstream consequences for populations and ecosystems (Kennedy and others 

88 2016; Grill and others 2019; Weston 2014; Walling 2012). Additionally, urbanization and 

89 agricultural expansion have altered hydrologic flowpaths (Guan and others 2011; Kaushal and 

90 Belt 2012), changed the heterogeneity and permeability of landscapes (Boland-Brien and others 

91 2014; Kelleher and others 2020), and altered pools and fluxes of solutes (Kaushal and others 

92 2014; David and others 2016). These changes may have cascading impacts on the (a)synchrony 

93 of ecosystem processes from landscape to continental scales (Grimm and others 2008). 

94 The concept of (a)synchrony is used in ecology to evaluate ecosystem attributes and 

95 processes including trophic interactions (Bjørnstad and others 1999), metapopulation dynamics 

96 (Hanski 1998; Yeakel and others 2013), life history strategies (Moore and others 2014), and 

97 community composition (Micheli and others 1999). For example, synchrony between individual 

98 predator and prey populations is observed (or modeled theoretically sensu Lotka-Volterra) to 

99 determine the level of control a predator population may have on the prey population and vice 

100 versa (Bulmer 1975). Scaling up, researchers evaluate whether numerous predator and prey 

101 subpopulations fluctuate synchronously or asynchronously and hypothesize why this occurs 

102 (Moran 1953; Bjørnstad and others 1999). Population and community ecologists developed a 

103 rich body of literature and theory that analyzes how synchrony in population and community 

104 dynamics may stabilize ecosystems (Micheli and others 1999; Wilcox and others 2017). 

105 Ecologists have also described how (a)synchrony in growth among plant species within a 

106 community controls key ecosystem processes, such as net primary production through time 

107 (Micheli and others 1999). The diversity of examples of (a)synchrony in ecology reflects its 

108 broad conceptual appeal, but has resulted in a similarly diverse set of definitions which 

109 complicate comparisons across studies. Clearly, the concept of (a)synchrony is powerful, useful, 
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110 and appealing to ecologists seeking to describe how patterns in the timing of biotic and abiotic 

111 processes impact stability, productivity, and interactions in ecosystems. 

112 Beyond ecology, the concept (but not necessarily the terminology) of (a)synchrony is 

113 pervasive and important in the related ecosystem science fields of hydrology and 

114 biogeochemistry. In biogeochemistry, the “hot spot hot moment” concept posited that the 

115 convergence of reactants in space and time would give rise to the heterogeneity in reaction rates 

116 across a landscape that is key to understanding ecosystem function at scale (McClain and others 

117 2003). Within the hydrologic literature, many studies have explored how the synchronous 

118 interaction of multiple ecosystem processes give rise to key hydrologic processes. For example, 

119 studies have identified the synchrony of antecedent soil moisture with rainfall as a crucial driver 

120 of streamflow generation (Detty and McGuire 2010). Yet, when compared to the ecological 

121 examples, the biogeochemical and hydrologic literature has generally used definitions of 

122 (a)synchrony that are less consistent among studies and often described the concept using other

123 terms (e.g., “discoupled”, “cyclical”, “interacting”, “in phase”, “lagged behavior”). While these 

124 terms are intuitive and well-defined in the context of individual studies, subtle differences in 

125 application hamper our ability to generalize findings. Such inconsistent terminology for 

126 identifying (a)synchrony have limited the potential for broader synthesis both among and within 

127 fields. What is missing is a common classification framework for identifying and differentiating 

128 aspects of (a)synchrony. Such a framework would allow scientists to use similar, precise 

129 definitions and methodological approaches across related disciplines such as ecology, hydrology, 

130 geomorphology, and biogeochemistry. Particularly within the context of climate change and 

131 human landscape modification, a standardized approach for understanding and describing how 

ScoutBinegar
Text Box
This is an author-produced, peer-reviewed version of this article. The final, definitive version of this document can be found online at Ecosystems, published by Springer. Copyright restrictions may apply. https://doi.org/10.1007/s10021-021-00700-1.



7

132 the (a)synchrony of ecosystem processes will respond to changing environments will be 

133 paramount to predicting and managing ecosystems. 

134 Defining (a)synchrony

135 Before classifying types of (a)synchrony, we propose that a definition of what synchrony 

136 and asynchrony are (and are not) is needed to unify their diverse use among ecosystem sciences. 

137 In defining (a)synchrony, it is essential to first define the spatial and temporal scale and the 

138 processes of interest. The focal temporal scale can have a profound influence on conclusions 

139 made about the processes under scrutiny. For example, two processes may appear to be unrelated 

140 at the daily time scale, but be highly correlated at the annual time scale (e.g., daily vs. annual 

141 patterns in streamflow across a large river basin). Defining the spatial scale of inquiry is 

142 similarly important. The dynamics of a process may appear to be uncorrelated at finer spatial 

143 scales, but show stronger patterns at broader scales (or vice versa; e.g., local air temperature 

144 patterns vs. latitudinal gradients in temperature). Thus, similar to the concept of resilience, it is 

145 necessary to specify “[(a)synchrony] of what [with] what?” (Carpenter and others 2001) by 

146 identifying the processes among which we will study (a)synchrony. We define “synchrony” as 

147 one or more ecosystem processes within a designated system that have high spatial and/or 

148 temporal coherence or consistent lagged behavior over the time scale of interest. In contrast, one 

149 or more processes are considered “asynchronous” when they exhibit low spatiotemporal 

150 coherence within a designated system, and where the relative timing of interactions is not 

151 structured or consistent. 

152 We offer two important clarifications to this general definition. First, if the focal time 

153 scale is greater than the event scale, it is processes (e.g., disturbance regimes, circadian rhythms, 

154 annual phenology) that exhibit (a)synchrony, not the individual events (e.g., individual fires, 
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155 individual peaks streamflow or growth) that make up these processes. Second, a key aspect of 

156 this definition is that processes with a consistent lag between their peaks (i.e., periodic processes 

157 that are out-of-phase) are considered synchronous. This contrasts with many studies which 

158 characterize out-of-phase relationships as asynchrony, which may obscure shared drivers or 

159 lagged interactions (Feng and others 2019; Van Meter and others 2019).

160 Our classification framework creates a common language to categorize types of 

161 (a)synchronous relationships between ecosystem processes and identify the drivers of changes in

162 (a)synchrony. This classification framework is needed for several reasons. First, this explicit

163 categorization of relationships and identification of drivers provides a point of reference from 

164 which predictions can be made for how current processes and the relationships among them may 

165 respond to environmental change. Second, conflating different types of (a)synchrony may hinder 

166 our understanding of the processes that control them and how they respond to change, and 

167 prevent accurate comparisons across ecosystems. Finally, quantifying different types of 

168 (a)synchronous processes may require different approaches, tools, and metrics and categorization

169 can provide guidance for selecting the best methodological approach. With these definitions and 

170 this context in mind, the goals of this synthesis are three-fold:

171 1. Discuss and characterize current uses of the concept of (a)synchrony across hydrology,

172 biogeochemistry, geomorphology, and ecology.

173 2. Provide an integrative classification framework for identifying and characterizing

174 (a)synchrony of ecosystem processes.

175 3. Apply our classification framework to published studies to highlight how differentiating

176 types/mechanisms of (a)synchrony facilitates comparison and synthesis among studies

177 and across fields.
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178 Current insights & motivation for classification framework

179 To provide insight into how the concept of (a)synchrony is currently being used and 

180 discussed across the hydrologic, biogeochemical, and ecological literature, we searched for 

181 publications that discussed (a)synchrony in ecosystem processes. Although an exhaustive review 

182 was precluded by a lack of consistent terminology across disciplines, we searched the literature 

183 using a broad variety of terms including: “asynchrony”, “synchrony”, “phase mismatch”, 

184 “temporal mismatch”, “coupled processes” and “decoupled processes” in combination with the 

185 three discipline areas (hydrology, biogeochemistry, ecology). For each study that we examined 

186 as part of this exploration (n=63, Table S1), we evaluated a set of common of metrics to 

187 understand how the concept of (a)synchrony was used in that particular study. This included 

188 identifying: the focal process of the study and whether they were  biotic (e.g., plant growth) or 

189 abiotic (e.g., dissolved inorganic nitrogen export); the key drivers of (a)synchrony and whether 

190 they were biotic (e.g., life history traits) or abiotic (e.g., temperature); whether the focal 

191 processes were (a)synchronous (per the authors’ definition); whether a change in the 

192 (a)synchrony between processes was described; and the causes of changing (a)synchrony, if

193 relevant and known. This exercise helped shape our understanding of how these concepts were 

194 used within and across disciplines, and allowed us to identify what different aspects of 

195 (a)synchrony were important and thus needed to be included in a classification framework.

196 The subdisciplines of population and community ecology are especially rich with 

197 examples of (a)synchronous processes, including organismal phenology and life history 

198 mismatch (Thackeray and others 2010), the Moran effect (Moran 1953, Hansen and others 2020) 

199 habitat connectivity (LeCraw and others 2014), and metapopulation/metacommunity stability 

200 (Wilcox and others 2017), among others. Furthermore, reviews and theoretical evaluations (e.g., 
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201 Micheli and others 1999) of these processes have defined specific classes and/or types of 

202 synchronous processes that arise as a function of differences in aggregate and compositional 

203 variability due to community and population dynamics. Many of these studies have focused on 

204 the relationship between spatial or temporal (a)synchrony in population dynamics and 

205 community stability. However, despite the frequent use of (a)synchrony, there remained 

206 differences and ambiguity among studies in how (a)synchrony was defined and/or quantified. 

207 For example, the term (a)synchrony was used to refer to both the temporal dynamics of changing 

208 phenology (e.g., “trophic level asynchrony”, Thackeray and others 2010) and the spatial 

209 relationships in regional population dynamics (“regional synchronization”, LeCraw and others 

210 2014). A precise classification of the (a)synchrony would enable comparisons of drivers of 

211 relationships among processes and studies.

212  The terminology and treatment of the concept of (a)synchrony is less consistent in 

213 biogeochemistry and hydrology than in ecology. Broadly, we observed that studies tended to 

214 invoke the concept of synchrony to describe the relationship between two processes with similar 

215 temporal patterns and trends (Diawara and others 2016; Huryn and others 2014), or dissimilar 

216 patterns/trends, in the case of asynchrony (Kaye and others 2003; Lajtha and Jones 2013). 

217 However, beyond this, there were few rigorous definitions of (a)synchrony or detailed 

218 descriptions of the attributes of (a)synchronous relationships. More often than not, we found the 

219 term (a)synchrony used post-hoc in a descriptive rather than quantitative manner. For example, 

220 many studies used the term (a)synchronous to describe their results without specifying a priori a 

221 definition of (a)synchrony or quantifying the magnitude of fluctuations in (a)synchronous 

222 processes or the degree of (a)synchrony. This lack of rigorous definition and usage limits the 

223 ability for comparisons of (a)synchronous processes across ecosystems or watersheds.   
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224 We found numerous analytical approaches for quantifying (a)synchrony across the 

225 ecological, hydrologic, and biogeochemical literature, which we discuss in more detail below 

226 (“Analytical tools for quantifying (a)synchrony”). The diversity in methods for quantifying 

227 (a)synchrony within and across disciplines, as well as the lack of strong quantitative tests,

228 highlights the opportunity both for improved definition and classification of (a)synchrony among 

229 ecosystem processes as well as identification and application of appropriate analytical 

230 approaches. We will discuss more quantitative methods that enable hypothesis testing relative to 

231 our proposed classification framework below. 

232 (A)synchrony Classification Framework

233 Here, we propose a framework that classifies (a)synchrony among ecosystem processes 

234 according to five key aspects: 1) the focal ecosystem processes or interactions, 2) the spatial and 

235 temporal domain of interest, 3) the consistency in the relationships over time, 4) the structural 

236 attributes of ecosystem processes, and 5) the degree of causality among focal processes. In the 

237 following sections, we present a series of questions that guide researchers through these five 

238 aspects. 

239 1. (A)synchrony focus: what is the focus of the research question?

240 First, researchers should explicitly identify the focus of the research, specifically whether the 

241 focus is on understanding the drivers or triggers of events or the outcomes of interacting 

242 processes (Box 1, Figure 1). As shown in Figure 1, two ecosystem processes (A and B) can co-

243 occur in space and their fluctuations interact temporally to produce a third ecosystem process 

244 that is the outcome of their interactions. For example, ecosystem processes A and B could 

245 represent soil moisture and microbial respiration, respectively, and the outcome of their 
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246 interaction is CO2 flux, which is strongly influenced by soil physicochemical conditions like 

247 temperature and moisture (Curiel Yuste and others 2007). In order to describe the synchronous 

248 dynamics at work here, first we must be clear about whether our focus is how ecosystem 

249 processes A and B are triggered (i.e., what elicits fluctuations in ecosystem process A and B? Do 

250 they have common or different drivers? Does ecosystem process A trigger a response in 

251 ecosystem process B?), or if the ultimate focus is describing the outcome of their interactions 

252 (i.e., what new ecosystem process arises as the result of interactions between other ecosystem 

253 processes?). Clearly articulating the focus of the research is relevant for how we describe the 

254 patterns of (a)synchrony in subsequent questions. 

255 2. (A)synchrony domain: are the main comparisons of ecosystem processes among locations in
256 space or fluctuations in time?

257 Second, researchers identify the spatiotemporal domain appropriate to the research 

258 question, specifically whether comparisons are primarily among locations in space (pattern 

259 synchrony; Figure 2) or on fluctuations and interactions through time within a given spatial 

260 context (process synchrony; Figure 2).

261 For example, pattern synchrony can be used to describe the relative timing of variations 

262 in chlorophyll concentrations among lakes within a region in response to regional climatic 

263 forcing (sensu Baines and others 2000) or the synchrony in leaf-out dates across a climatic 

264 region (Zohner and others 2017, where the primary focus is on how aquatic or terrestrial 

265 productivity at multiple locations responds simultaneously to a single climatic forcing or trigger 

266 (Figure 2a). This is a fundamentally different focus than process synchrony, which describes the 

267 temporal fluctuations and interactions among multiple ecosystem processes within a given 

268 spatial context (Figure 2b). For example, process synchrony could be applied to the temporal 
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269 fluctuations and potential interactions of predator and prey populations in response to seasonal 

270 food availability (Krebs and others 2001). We note that while these examples highlighting 

271 pattern versus process synchrony differ in scale, the concept and definitions themselves are scale 

272 independent and can be applied from local to global scales. 

273 3. Degree of synchrony: how consistent is the relationship between ecosystem processes?

274 The next aspect of the classification framework describes the degree of synchrony, or 

275 how consistent the relationship among ecosystem processes is over time (Figure 3). Some 

276 ecosystem processes may exhibit a high degree of synchrony, where the structural attributes and 

277 relationships among processes are very consistent through time (Figure 3a). Examples of 

278 ecosystem processes with high degrees of synchrony include annual solar radiation and air 

279 temperature (Ahas and others 2005), sub-daily fluctuations in soil temperature and soil CO2 

280 concentrations (Jones and Mulholland 1998), and diel patterns in streamwater temperature, 

281 bacterial activity, and stream water dissolved organic carbon concentrations (Kaplan and Bott 

282 1989). In contrast, some ecosystem processes may exhibit a lower degree of synchrony, where 

283 the temporal relationship between two ecosystem processes is less consistent (Figure 3b). 

284 Stochastic processes (e.g., precipitation) can exhibit synchrony with other processes, provided 

285 the relationship between them is coherent over the temporal scale of interest. An example of this 

286 is the synchrony between precipitation and in-lake ecosystem respiration rates. Zwart and others 

287 (2017) found that when extreme precipitation events occurred, ecosystem respiration rates 

288 increased due to elevated availability of terrestrial dissolved organic carbon. These ecosystem 

289 processes are characterized by a low degree of synchrony, because the synchrony occurs only at 

290 the event scale, while the overarching ecosystem processes (precipitation and aquatic respiration 

291 rates) may be less synchronous and more stochastic over longer temporal scales. 
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292 4. (A)synchrony structure: what are the structural attributes of the focal ecosystem processes?

293 This aspect of the classification framework describes the structural attributes of the focal 

294 ecosystem processes. We have identified three key structural attributes of (a)synchronous 

295 processes that should be differentiated and described: 1) the characteristic lag, 2) the magnitude 

296 of fluctuations, and 3) the additive outcomes of the focal ecosystem processes. 

297 The characteristic lag describes the relative alignment of events/peaks of more than one 

298 ecosystem process in time, and characterizes either the phase relationship of periodic processes 

299 or the repeated lags in non-periodic processes through time (Figure 4a). For example, this can 

300 consist of characterizing two ecosystem processes as in-phase with one another or out-of-phase 

301 with a quantifiable lag between peaks for some period of time (e.g., lag between flowering of 

302 trees and hatching of obligate pollinators; Figure 4a), or for non-periodic variables quantifying 

303 the characteristic lag between process fluctuations. Importantly, we highlight that out-of-phase 

304 ecosystem processes are considered synchronous within this framework, in part because they 

305 may have shared drivers but different response times. Classifying two out-of-phase processes as 

306 asynchronous misses the opportunity to more fully understand and quantify the relationship 

307 between these two processes. This limits our ability to understand shared drivers or predict how 

308 they may change in response to anthropogenic change.

309 The second structural attribute to characterize is the magnitude of fluctuations in two 

310 ecosystem processes relative to each other. Do we observe fluctuations of a similar relative size 

311 in both ecosystem processes A and B in response to their shared or individual drivers, or is one 

312 ecosystem process more sensitive with a larger relative response? 

313 The third attribute to characterize, if relevant, is whether the outcome(s) of focal 

314 ecosystem processes are constructive or destructive (Figure 4b). To illustrate these three 

315 attributes, we use the example of annual diatom biomass (process B in Figure 4b) and 
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316 zooplankton biomass (process A in Figure 4b) in a lake (sensu Winder and Schindler 2004). 

317 These two processes are largely in-phase with each other, but have a consistent, characteristic lag 

318 where zooplankton biomass lags behind diatom biomass, and the annual fluctuations in diatom 

319 biomass and zooplankton density are similar or nearly equal in magnitude. Finally, when 

320 combined, diatom and zooplankton biomass contribute to the total organic carbon stock in the 

321 ecosystem, and the effect of these two ecosystem processes (diatom and zooplankton biomass) 

322 on the total organic carbon stock is constructive (Figure 4b). 

323 5. Nature of synchronous relationships: are ecosystem processes related in a correlated or
324 causal manner?

325 Last, the classification framework identifies whether the relationship between the focal 

326 processes is correlative or causal. This differentiates between scenarios in which the processes 

327 are driving each other (causal) vs. co-occurring and/or initiated by a shared trigger (correlated). 

328 Revisiting the example of diatom and zooplankton abundance, we characterize the relationship 

329 between these two ecosystem processes as causal - zooplankton abundance is driven, in part, by 

330 the availability of diatoms as a food source (Winder and Schindler 2004). In contrast, we would 

331 characterize the relationship between zooplankton biomass and dissolved silica concentrations as 

332 correlated, because ultimately these patterns are controlled by a third ecosystem process (diatom 

333 growth and production). 

334

335 Flexibility in application of the framework

336 Finally, we emphasize that not all of the components of the framework may be relevant 

337 for a given study. For example, identifying the additive direction (constructive/destructive) of 

338 two processes is only relevant if they can be summed or multiplied in a meaningful way and if 
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339 the outcome of their interaction is focal to the research. Magnitude may not apply to the 

340 characterization of binary processes such as crossing a critical threshold. We further note that 

341 questions regarding characterization of structural attributes and the nature of synchrony 

342 relationships may have either continuous or categorical answers depending on the research focus, 

343 approach, and data availability. In some applications, the descriptions of structural attributes and 

344 relationships are of less interest than their changes in response to shifting environmental drivers. 

345 This framework helps to disambiguate the responses of environmental processes to global 

346 change by distinguishing among commonly conflated types of (a)synchrony (e.g., differences or 

347 shifts in phase vs. asynchrony). In addition, the framework can harmonize future research of 

348 ecosystem (a)synchrony while promoting comparison and common vocabulary across sub-

349 disciplines of ecology and environmental science. 

350 Analytical tools for quantifying (a)synchrony 

351 Methodological approaches for quantifying (a)synchrony between one or more ecosystem 

352 processes are largely dependent on the question of interest, the temporal resolution, and 

353 continuity of the time series data. In our assessment of (a)synchrony studies, two common 

354 approaches were used across the pattern and process domain to quantify synchronous ecosystem 

355 processes. Several studies used the coefficient of variation or cross-correlation coefficients to 

356 assess the similarity of time series of a single ecosystem process across multiple spatial locations 

357 (Abbott and others 2018) or between two or more time series through time (Blüthgen and others 

358 2016; Zwart and others 2017). Another common approach was to use generalized linear models 

359 (GLMs), including analysis of variance (ANOVA) and ordinary linear regressions, to quantify 

360 the strength of the relationship between two processes or to quantify changes in the degree of 

361 synchrony over time (Hua and others 2016; Van Meter and others 2019). These approaches can 
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362 be useful with lower temporal resolution data (e.g. monthly) if a quantifiable definition of 

363 synchrony is determined a priori (e.g., Arismendi and others 2013; Zhang and others 2019) and 

364 assumptions of the test are met. 

365 There are some statistical considerations that may limit the applicability of these simple 

366 approaches for quantifying pattern and process (a)synchrony. In addition to the assumption of 

367 normality, GLMs assume independence among observations (i.e., no autocorrelation among the 

368 residuals of the model), which is not common in time series data. Therefore, explicitly 

369 addressing autocorrelation in each time series (e.g., including an autocorrelation function in the 

370 model) is particularly important when considering GLMs as a statistical approach to evaluate 

371 process (a)synchrony in high-frequency time series data. Trends in individual time series might 

372 also bias evaluations of synchrony as ecosystem processes may become more correlated through 

373 time not due to increasing synchrony, but because of underlying trends. This is particularly 

374 important when testing for correlated ecosystem processes. Detrending approaches such as 

375 differencing methods (Holmes and others 2020), windowed approaches (Zimmer and others 

376 2019), or time series decomposition (Lambert and others 2013) can be used to address these 

377 problems prior to regression analysis. 

378 Non-parametric methods, which have similar assumptions of independence among 

379 observations, were commonly used to evaluate (a)synchrony in data that are not normally 

380 distributed (Arismendi and others 2013; Feng and others 2019; Leach and others 2019). One 

381 approach to quantifying changes in process (a)synchrony over time, and identifying potential 

382 drivers of these changes, is combining analysis of long-term trends with correlation of 

383 interannual variability metrics among processes (Leach and others 2019). Non-parametric 

384 approaches can also be used to quantify key structural attributes of synchronous ecosystem 
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385 processes. Specifically, use of information theory-based metrics (i.e., the asynchrony index in 

386 Feng and others 2019) combined with comparisons of probability distributions can be used to 

387 quantify the key structural attributes of synchronous ecosystem processes, including 

388 characteristic lags and the magnitude of fluctuations, as well as the degree of synchrony between 

389 multiple ecosystem processes (Feng and others 2019). 

390 Additional methods for assessing (a)synchrony are available with high frequency data. A 

391 cross-correlation function (CCF) approach can be used to evaluate the characteristic lag distance 

392 between periods of correlation among time series (Paradis and others 2000). Fourier transforms 

393 can be used to gain more understanding about the frequencies of the patterns and drivers while 

394 quantifying characteristic lag times (Pandey and others 1998). While Fourier transforms 

395 characterize the general frequency of time series data, they do not characterize variation in the 

396 frequency characteristics over time. Thus, any episodic events or variations are poorly resolved 

397 with this method. Wavelet coherence analysis is a comprehensive method for assessing how 

398 processes and their drivers are related to each other over time, allowing for the quantification of 

399 the degree of synchrony, patterns and scales of importance, and characteristic time lags (Carey 

400 and others 2013; Wallace and others 2019). Given adequate data frequency and extent, wavelet 

401 analysis is able to resolve temporal variations at any desired frequency, allowing users to resolve 

402 patterns or variations from individual events to annual or longer time periods.

403 Statistical advances in time series analysis provide an exciting opportunity to use data-

404 driven causal discovery to investigate whether observations of (a)synchrony among processes are 

405 causal or correlated (Sugihara and others 2012; Runge and others 2019a). Methods such as the 

406 partial correlation momentary conditional independence are at the forefront of estimating linear 

407 and nonlinear, time-delayed dependencies. These methods also address challenges related to high 
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408 dimensionality and strong interdependencies (Runge and others 2019b). The proliferation of 

409 high-frequency time series data from environmental sensors has opened a frontier in ecosystem 

410 (a)synchrony research to move beyond descriptive analyses and harness the power of data-driven

411 models. 

412 Outside of time series analysis and statistical modeling, numerical models and 

413 experiments can be useful tools for exploring pattern and process (a)synchrony, understanding 

414 triggers of (a)synchronous events, or predicting changes in the degree of synchrony in response 

415 to changing environmental drivers. Numerical models often serve as prediction tools or 

416 experimental frameworks to determine how changes in processes or driving forces affect the 

417 (a)synchrony of specific ecosystem processes (Ranta and others 1997; Nardin and Edmonds

418 2014). Nardin and Edmonds (2014) use a hydrodynamic numerical model to simulate differences 

419 in the relative timing of fluctuations in vegetation biomass and sediment delivery. With these 

420 models, they determine the degree of synchrony between focal processes that enhances their 

421 outcome, sedimentation. In addition to models, experimental manipulations are often used to 

422 simulate changes in (a)synchrony. In particular, many studies use warming or precipitation 

423 experiments to determine how these environmental drivers will affect ecosystem processes, such 

424 as plant phenology under future climate (Sherry and others 2007). Through the simulation of 

425 current and future conditions, models and experiments are useful tools to understand the 

426 mechanisms driving (a)synchrony and how the (a)synchrony of ecosystem processes may change 

427 in the future. 

428 (A)synchrony case studies

429 To demonstrate the utility and value of the classification framework described above, we 

430 applied it to existing studies in the biogeochemical, hydrologic, and geomorphic literature. While 
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431 our author group’s expertise, and the examples in the case studies below, focus on aquatic 

432 ecosystems, this framework is also broadly applicable to terrestrial systems. We welcome new 

433 application, testing, and strengthening of these ideas among ecosystems in an effort to more 

434 broadly characterize and understand (a)synchrony across earth and environmental sciences.

435 Biogeochemical case study: spatial and temporal patterns of streamwater chemistry 

436 A central challenge in aquatic ecology and biogeochemistry is predicting the spatial and 

437 temporal patterns in streamwater chemistry and identifying what controls them. Across a 

438 landscape with multiple streams and sub-watersheds, both broad-scale drivers and local 

439 environmental conditions interact to produce (a)synchronous spatiotemporal patterns in solute 

440 concentrations among streams. While solute concentrations across headwater streams may vary 

441 by orders of magnitude and are challenging to predict at a given location, synchronous patterns 

442 can emerge when examining the timing of relative concentration change. Abbott and others 

443 (2018) describe an example of pattern synchrony in streamwater chemistry of networked 

444 tributaries, where fluctuations across network locations had very little characteristic lag (i.e., 

445 fluctuations were in-phase) and had a high degree of synchrony. They observed water chemistry 

446 fluctuations were of smaller relative magnitude in streams draining larger watersheds (or with 

447 more tributaries contributing to their flow) as compared to smaller streams. Using a metric of 

448 temporal variance in solute chemistry among sub-watersheds, they found decreasing temporal 

449 variance as a function of increasing watershed area; in larger watersheds, the synchrony of 

450 signals from sub-watersheds with varying solute concentrations over time dampened variability 

451 in signals relative to headwaters. By clearly identifying the key aspects of synchrony researched 

452 in this paper, we can identify the appropriate methods (temporal covariance) to understand 

453 landscape scale variability in synchronous streamwater chemistry.
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454 (A)synchrony between stream discharge and solute concentrations also reveals

455 differences in the dynamics of sources and transport among watersheds. For example, Van Meter 

456 and others (2019) described how watershed context affects the process synchrony of the 

457 correlative relationship between nitrate concentration and stream discharge. In this study, the 

458 authors used stream nitrate concentration and discharge data to determine whether seasonal 

459 discharge and nitrate concentration regimes were predominantly in- or out-of-phase with each 

460 other, and what watershed characteristics controlled this relationship. They found that land use 

461 was the primary determinant of whether nitrate concentration and stream discharge are in- or out-

462 of-phase. In forested and agricultural landscapes, they found that nitrate concentration was 

463 generally in-phase with stream discharge (e.g., nitrate concentrations were high when stream 

464 discharge was high, with little to no lag between their peaks). With increasing urbanization 

465 (specifically percentage of urban land cover and population density), there was a greater 

466 tendency for out-of-phase behavior between the seasonal nitrate concentration and stream 

467 discharge (e.g., nitrate concentrations were high when stream discharge was low, with lags of 

468 several months between their peaks). Although the study refers to this out-of-phase behavior as 

469 “asynchronous,” based on our definitions of (a)synchrony, both the in- and out-of-phase 

470 dynamics described by Van Meter and others are examples of synchrony because they exhibit 

471 structured relationships with a consistent characteristic lag over time. 

472 This work by Van Meter and others highlights an example of correlated ecosystem 

473 processes. The temporal fluctuations and phasing of the concentration regime and discharge were 

474 both driven by other watershed drivers (% agriculture land cover, tile drain density, % urban land 

475 cover, population density), rather than one directly controlling the other. Further, the authors 

476 used a flexible set of methods for quantifying in-phase process synchrony and how it changes as 
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477 a result of watershed-scale changes like urbanization. This approach could be implemented 

478 broadly with other datasets to characterize (a)synchrony in two or more processes, and to 

479 determine how it is changing over time or space. Characterizing the key aspects of (a)synchrony 

480 allows us to more thoroughly understand the driver of synchronous dynamics, and facilitates 

481 better comparison across studies of land use change and anthropogenic alteration. 

482 Hydrologic case study: (a)synchrony of precipitation and evapotranspiration in Mediterranean 
483 climates

484 While the balance between hydrologic inputs and outputs (e.g., precipitation, 

485 evapotranspiration, and streamflow) are the primary drivers of ecosystem water availability 

486 (Whittaker 1970), it is often strongly modified by the relative timing of these water balance 

487 components. Mediterranean climates, for example, are characterized by warm, dry summers 

488 (high evapotranspiration and low precipitation) and mild, wet winters (low evapotranspiration 

489 and high precipitation). This strong phase difference between precipitation and potential 

490 evapotranspiration rates makes these systems especially vulnerable to climate change-induced 

491 water deficits and shifting vegetation phenology (Diffenbaugh and Giorgi 2012). Feng and others 

492 (2019) describe the process synchrony between evapotranspiration and precipitation in 

493 Mediterranean climates and propose an index to determine where their synchrony is changing. 

494 This ‘asynchronicity index’ quantifies both the characteristic lag and the relative magnitudes of 

495 precipitation and potential evapotranspiration rates. Such an approach could be implemented 

496 broadly with other datasets to characterize the lag between two processes, and to determine the 

497 relationship between the relative magnitudes of their fluctuations. As above, we consider these 

498 lagged, out-of-phase dynamics between precipitation and evapotranspiration to be synchronous 

499 when the lag duration is consistent over time. This distinction is particularly relevant for this 
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500 paper, as the authors assess how the synchrony of precipitation and evapotranspiration has 

501 shifted in recent decades, thus altering the distribution of Mediterranean climates globally. By 

502 identifying the types of synchrony tested in this case study, other studies could leverage this 

503 approach more broadly.

504 Ecogeomorphic case study: flooding, vegetation phenology, and sedimentation 

505 In an ecogeomorphic framework, vegetation and geomorphic processes interact to shape 

506 landforms (Corenbilt and Steiger 2007; Corenbilt and others 2011). These interactions are often 

507 influenced by plant characteristics, density, or life history traits (Schwarz and others 2018). The 

508 interaction between vegetation and sediment-mobilizing flood events is critical to maintaining 

509 intertidal landforms, such as freshwater and salt marshes. Nardin and Edmonds (2014) describe 

510 an example of process synchrony in which sedimentation in the Mississippi River delta is the 

511 outcome of interactions between two processes (vegetation phenology and sediment delivery) 

512 that have a low degree of synchrony. The magnitude of the outcome (delta sedimentation) 

513 depends on the characteristic lag between peak vegetation biomass and sediment delivery by 

514 high flows, in part because their outcome is destructive. When the peaks of sediment delivery 

515 and vegetation biomass are aligned, wetland sedimentation decreases due to vegetation blocking 

516 sediment delivery to the interior of the wetland. When there is some lag between the peaks (i.e., 

517 high sediment delivery at intermediate vegetation biomass), there is an optimum sedimentation 

518 rate on the marsh surface due to slowing of water and subsequent deposition (Nardin and 

519 Edmonds 2014; Nardin and others 2016). Therefore, the relative timing of storms or hurricanes 

520 and plant phenology control sediment deposition on the marsh surface and affect the persistence 

521 of the deltaic wetland.
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522 Understanding these relationships is critical for delta and wetland persistence. The timing 

523 and frequency of sediment delivery is affected by both climate and land use drivers, including 

524 hurricanes and dams (Nardin and Edmonds 2014; Twilley and others 2016). With the future 

525 alterations to the timing and size of flood events in freshwater deltaic systems, we may see 

526 changes in the synchrony between sediment delivery and peak vegetation phenology. Models 

527 such as those used by Nardin and Edmonds (2014) can be particularly useful tools in exploring 

528 how changes in the synchrony of sediment delivery and vegetation phenology may affect the 

529 ability of coastal and deltaic wetlands to persist into the future. In detailing and classifying these 

530 complex relationships, we can better identify similar relationships across ecosystems or 

531 landforms.

532 Across these case studies, we identify several key benefits to utilizing the (a)synchrony 

533 classification framework. First, accurately classifying types and aspects of (a)synchrony allows 

534 for better description and comparison of (a)synchrony within and across studies. Across these 

535 case studies, we saw that characteristic lags (Van Meter and others 2019, Feng and others 2019, 

536 Nardin and Edmonds 2014) and degree of synchrony (Abbott et al. 2018, Nardin and Edmonds 

537 2014) were both central concepts for describing the case study’s main findings. Using a unified 

538 language across these studies thus provides the opportunity to compare drivers of (a)synchrony 

539 and identify similarities and differences in how disturbances like land use change (Van Meter et 

540 al. 2019) or climate change (Feng et al. 2019, Nardin and Edmonds 2014) may alter the 

541 (a)synchrony of ecosystem processes in the future. Second, identifying types of synchrony and

542 using common language opens up opportunities for applying novel approaches across 

543 disciplines. Lastly, identifying types of (a)synchrony assists in describing complex relationships 

544 and patterns and determining common drivers such as land use change.
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545 Conclusions and Future Directions 

546 A common classification framework for characterizing and describing (a)synchronous 

547 processes will be a useful tool across earth and environmental sciences. Our proposed framework 

548 provides language that distinguishes between different types and aspects of (a)synchronous 

549 relationships and identifies drivers of (a)synchrony, and by doing so allows for predictions of 

550 how they may respond to environmental change. We hope that in doing so, this framework 

551 avoids conflation between different types of (a)synchrony, provides a more comprehensive 

552 understanding of the drivers that control (a)synchronous processes, fosters accurate comparisons 

553 across ecosystems, and informs research on how (a)synchrony in biogeochemical and hydrologic 

554 processes may respond to future environmental change.

555 Our objective for the framework presented here is to serve as a platform for discussion 

556 and development of future research, but also synthesis of research. Environmental sciences 

557 include processes with cycles spanning a wide range of temporal scales (milliseconds to 

558 millennia). Historically, (a)synchrony research was more common in fields such as population 

559 ecology where cycles occur across longer time scales and are readily observed without 

560 technological advances. This trend could be due to labor-intense data collection limiting the 

561 frequency at which observations could be made, or because key cycles of interest within these 

562 subdisciplines occur over longer time periods. The rapid adoption of high-frequency sensors in 

563 both terrestrial and aquatic sciences enables the creation of high frequency time series data that 

564 can characterize temporal trends in previously unattainable ways. High-frequency data presents 

565 an excellent opportunity to combine our framework with emerging computational tools to gain a 

566 new understanding of ecosystem functions and reframe many hydrologic and biogeochemical 

567 processes around (a)synchrony.
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568 We have presented a flexible classification framework in which we provide definitions 

569 and a lexicon to describe and quantify a broad range of (a)synchronous process and pattern 

570 relationships in environmental systems. Although our case studies focus on hydrologic, 

571 biogeochemical, and ecogeomorphic examples, this framework has broad application across 

572 ecosystem and earth sciences, including topics in terrestrial ecology such as plant phenology, 

573 pest outbreaks, and trophic mismatches. In designing future research, we envision using this 

574 classification framework to determine testable hypotheses about the types and attributes of 

575 (a)synchrony among ecosystem processes, and to design tests to discriminate among possible

576 responses to ongoing global change.

577
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809 Figure Legends

810

811 Figure 1. Ecosystem process A and B interact to produce a third ecosystem process that is the 

812 outcome of their interactions (shown in dotted purple).

813

814 Figure 2.  (A) Four sites across a landscape exhibit pattern synchrony. Inset: process rates at 

815 each of those sites. (B) The timing and interaction of multiple ecosystem processes within a 

816 given spatial context exhibit process synchrony. 

817

818 Figure 3. The degree of synchrony can vary from (A) consistent/high to (B) stochastic/low.

819

820 Figure 4. Structural descriptors to characterize ecosystem process time series relevant to 

821 (a)synchrony research include (A) the characteristic lag and the magnitude of process, and (B)

822 type of additive outcome (constructive or destructive) between ecosystem processes.
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