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Abstract: Dye molecules, arranged in an aggregate, can display excitonic delocalization. The use of DNA scaffolding to control aggregate configurations and delocalization is of research interest. Here, we applied Molecular Dynamics (MD) to gain an insight on how dye–DNA interactions affect excitonic coupling between two squaraine (SQ) dyes covalently attached to a DNA Holliday junction (HJ). We studied two types of dimer configurations, i.e., adjacent and transverse, which differed in points of dye covalent attachments to DNA. Three structurally different SQ dyes with similar hydrophobicity were chosen to investigate the sensitivity of excitonic coupling to dye placement. Each dimer configuration was initialized in parallel and antiparallel arrangements in the DNA HJ. The MD results, validated by experimental measurements, suggested that the adjacent dimer promotes stronger excitonic coupling and less dye–DNA interaction than the transverse dimer. Additionally, we found that SQ dyes with specific functional groups (i.e., substituents) facilitate a closer degree of aggregate packing via hydrophobic effects, leading to a stronger excitonic coupling. This work advances a fundamental understanding of the impacts of dye–DNA interactions on aggregate orientation and excitonic coupling.
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1. Introduction

Dye aggregates can exhibit exciton delocalization, or the quantum mechanical sharing of a local excited state among dyes. This behavior has applications ranging from photovoltaics [1], imaging [2], and nanoscale computing [3,4]. The quantum nature of the coherent delocalized exciton transfer can be exploited in the implementation of quantum gates [5]. Controlling exciton delocalization, then, is analogous to controlling the qubit. However, creating systems capable of reliable dye-dye exciton delocalization involves manipulating dye-dye interactions to promote controlled dye aggregation. The search for organic materials with tailored electronic and optical properties has given rise to interest in the methods that can be used to control exciton delocalization between dyes. These organic electronic materials take advantage of the fact that dyes can be optically excited and that the excited state can share the generated exciton to other nearby dyes [6–9].

The foundational theory of exciton delocalization in dye aggregates stems from the work of Frenkel, Davydov, and Kasha, with insight into why dyes couple, how dye orientations impact aggregate properties, and how the behavior of the exciton is controlled from these inputs [10–13]. The exciton hopping parameter, $J_{m,n}$, was introduced to quantify the strength of dye coupling from what is known as the Kasha molecular exciton model [14]. A practical approximation of $J_{m,n}$, known as the dipole approximation, simplifies the excitonic coupling between a pair of dyes as a dipole–dipole interaction energy between the dye...
transition dipole moments, $\mu$. The interaction energy depends on their constituent dye orientations and relative positions [15,16]. In addition, dye orientations can be determined by the position of $\mu$ relative to the other dye in the aggregate. Aggregates can be categorized via the light absorption behavior relative to the dye monomer. These categories include: the J-aggregate configuration, in which the $\mu$ vectors for two dyes are aligned head-to-tail, and the dimer absorption spectrum red-shifts relative to the dye monomer; the H-aggregate configuration, in which the $\mu$ vectors for two dyes are aligned face-to-face, and the dimer absorption spectrum blue-shifts relative to the dye monomer; and a special classification known as the “oblique” dimer, in which the $\mu$ vectors of two dye monomers are perpendicular to each other. The oblique dimer has a unique absorption spectrum in which the absorption peak splits relative to the monomer, in a phenomenon known as Davydov splitting [17]. Indeed, dye orientation occupies an essential parameter in dye coupling. In the extended dipole approximation, the dye orientation is captured in Equation (1) [18].

$$J_{m,n} = J_0 \left( \frac{1}{|r_1 - r_2|} - \frac{1}{|s_1 - s_2|} - \frac{1}{|s_1 - r_2|} + \frac{1}{|s_1 - s_2|} \right)$$

$$J_0 = \frac{|\mu|^2}{4\pi\varepsilon_0 n^2 l_m l_n}$$

where $|\mu|$ is the magnitude of the transition dipole, $\varepsilon_0$ is vacuum permittivity, $n$ is the refractive index of the medium, and $l_m$ and $l_n$ are the lengths of $\pi$ conjugation bridges of dyes $m$ and $n$, respectively. The $\pi$ conjugated bridge is defined as the unbroken chain of overlapping p-orbitals within a conjugated organic compound. The $\pi$ conjugation bridge is primarily responsible for the light absorbing properties of dyes. In the extended dipole approximation, the ends of the $\pi$ conjugation bridge are labeled as $r_i$ and $s_i$, where the $i$ denotes individual dyes. Figure 1a shows the direction of the $\pi$ conjugation bridge. In addition, the dimer packing arrangement should be considered. In this paper, two distinct packing arrangements that have been studied are referred to as parallel or antiparallel packing, or as AA or AB, respectively. These packing arrangements can also be considered as face to face, or face to back, and they are illustrated in Figure 1b,c.

DNA nanotechnology has recently demonstrated that it is a useful tool for the assembly of nanoscale structures. It can control dye-dye distances with sub-nanoscale control of distances necessary to produce excitonic coupling in dye aggregates covalently templated (or scaffolded) by DNA [19–33]. The construction of complex DNA scaffolds is facilitated by the programmable self-assembly method enabled by Watson–Crick–Franklin base pairing rules [34,35]. More complex DNA scaffolds can be used to create molecular aggregates [23,36–38]. The four-arm DNA Holliday Junction (HJ) is an example [37–39]. The arms of the DNA HJ are beneficial in preventing the dimerization of dsDNA labeled with hydrophobic dyes [40]. In addition, the HJ enables the creation of higher-order aggregates, such as trimers and tetramers, by covalently attaching the dyes to the core of the HJ [41]. The structure of the HJ has been well characterized, giving insight into how dye aggregates might interact with the scaffold [42,43]. However, the atomistic-scale characterization of HJ modifications from additional ligands is lacking and would be extremely useful because the HJ can be considered as one of the basic building blocks for a DNA–nanobreadboard excitonic device [40]. The HJ also promotes a greater design space to study the J (i.e., head-to-tail alignment) and H (i.e., face-to-face alignment) dye aggregates over a DNA duplex.

In DNA-templated dye aggregates, non-covalent dye-dye interactions govern the excitonic coupling and aggregate geometry [44]. Our group has studied these interactions in prior experiments by explicitly testing the effects of varying hydrophobic substituents on the squaraine (SQ) dye [45]. The SQ dye is of great research interest due to their customizability and enhanced photophysical properties from substituents [46–48]. Substituents can also impact $\mu$ by augmenting their electronic donor or withdrawing behaviors, which can be quantified by the Hammett constant, $\sigma_p$ [49,50]. Additionally, dye aggregates in HJs have been further modified by the placement of supramolecular rotaxane rings around SQ dyes.
that promote the elusive oblique dimer of hydrophilic SQ dyes [51–53]. We have, thus far, explored how dye–dye interactions can be tuned to promote more favorable dye packing in aggregates attached to HJ. An additional consideration of the supramolecular interactions between a dye and DNA; in particular, the specifics of dyes binding to DNA influenced by dye sterics and hydrophobicity, will facilitate the rational design of dyes for molecular aggregates templated by DNA.

![Figure 1](image_url)

Figure 1. Molecular design of squaraine (SQ) dyes covalently attached to a DNA Holliday junction (HJ). (a) A SQ dye with an arrow representing $\mu$ as it points from the center of the dye to the center of benzene ring. The SQ dyes in this study are SQ-H2 ($R = H$), SQ-Cl2 ($R = Cl$), and SQ-Me2 ($R = CH3$). The oblique angle $\alpha$ and slip angle $\theta$ between the transition dipole vectors of two dyes are also shown. (b) The SQ dyes, attached to DNA via a linker. The SQ dye attaches to the linker, and the linker requires an extra T base to attach to the DNA. The SQ dye is represented as a blue oval with a dark blue triangle to indicate the orientation of the packing arrangement. (c) Schematic indication of dye arrangement, where AA refers to the parallel dye arrangement (i.e., face to face) while AB refers to antiparallel dye arrangement (i.e., face to back). (d) Transverse AC and adjacent BC dimer HJ configurations. The locations of the dyes are marked with a star. Each arrow represents a DNA strand of the HJ, where the top left blue arrow is strand A, the top right yellow arrow is strand B, the bottom right orange arrow is strand C, and the bottom left pink arrow is strand D. All arrows are pointing from the 5' to 3' direction.

Computational modeling can provide detailed insight into the dye–DNA systems discussed above. Our group has successfully used the Kühn–Renger–May (KRM) modeling of the experimental optical spectrum to extract the dye aggregate structures templated by DNA scaffolds, and thereby to extract the degree of excitonic coupling between pairs of dyes within the aggregates [14,45]. KRM modeling has provided valuable insight into dimer orientations, but it requires experimental optical data as an input. Density Functional Theory (DFT) has already been employed to study excitonic coupling in dyes. It has also been used to computationally screen for promising dye candidates, as presented in our previous DFT survey of dyes [49,50,54]. Expanding the simulations to accommodate DNA, specifically a HJ, is computationally expensive for DFT, so an alternative simulation technique is required.

Molecular Dynamics (MD) is an alternative, less computationally costly method to study dye aggregate–DNA configurations. Initial efforts to use MD to model dye–DNA systems, containing the commercially available and extensively characterized cyanine (Cy) dyes, have been conducted. Stennet et al. studied a Cy3 monomer bonded to a
DNA duplex backbone. They found that MD produced expected Cy3-DNA conformers when compared to their time-resolved fluorescence experiments [55]. Cunningham et al. studied a Cy3 dimer on a DNA duplex. They used MD to calculate the orientation factor, \( \kappa \), in order to predict dimer stacking configurations and Cy3-DNA interactions [56]. Our prior MD simulations predicted Cy5 and Cy5.5 dimer orientations on a DNA HJ [57]. We found that both Cy5 and Cy5.5 were the bigger dyes than Cy3, but these dyes were still able to intercalate into a DNA HJ. In these cases, interaction was seen as favorable because it encouraged closer dye distances, and MD proved a valuable method to study this phenomenon. Our prior studies also demonstrated that dye orientations and associated exciton hopping parameters, \( J_{m,n} \), derived from the MD trajectories (Equation (1)), agreed well with experimental measurements. Therefore, MD simulations can provide insight into behavior that is difficult to measure experimentally.

Our prior work successfully demonstrated that MD could predict Cy dimer orientations and their interactions with DNA HJ [58]. Studies, however, are lacking for the MD modeling of SQ dye aggregates on a DNA HJ template. Additionally, prior MD simulations of Cy dyes on DNA provide us with the methods to characterize these dye–DNA interactions, and a potentially new source of heterogeneity from dye parallel or antiparallel arrangement. Here, we continued using MD to study SQ dye–DNA HJ systems. Cl- and Me- substituents were also chosen to investigate how sensitive the excitonic coupling was to even very small changes in dye hydrophobicity. These SQ variants were chosen to promote a greater hydrophobicity of the SQ dye, thus improving the dimer packing distances, and potentially achieving the \( J_{m,n} \) values of SQ that are comparable to and even larger than those of the Cy dimers [14].

Here, we present the results of using MD to study SQ-H\(_2\), SQ-Cl\(_2\), and SQ-Me\(_2\) transverse (i.e., AC) and adjacent (i.e., BC) dimers, as shown in Figure 1d. There are 6 dimers in total. Each dimer has two packing arrangements for 12 different configurations in total. MD was used to predict SQ dimer orientations relative to the DNA HJs using time series average and clustering methods for comparison. Using the transition dipole moments calculated with DFT in our prior work, and the orientations of the SQ dyes obtained from MD, we estimated the corresponding \( J_{m,n} \) value of each dimer [50]. The computational results were validated with the experimental data. This work could provide insight into SQ dimer packing behavior for adjacent and transverse dimers, parallel and antiparallel arrangements, and SQ dyes with different substituents. We found that the dimer configuration could affect excitonic coupling by analyzing dye–dye and dye–DNA interactions.

2. Results

2.1. Dimer Orientation

To classify dimer orientations, we estimated the dye–dye distance \( R \), the oblique angle \( \alpha \), the slip angle \( \theta \), the orientation factor \( \kappa \), and the packing orientation factor \( \kappa' \) where:

\[
\alpha = \cos^{-1}(\hat{\mu}_m \cdot \hat{\mu}_n) \quad (3)
\]

\[
\theta = \cos^{-1}(\hat{R} \cdot \hat{\mu}_n) \quad (4)
\]

\[
\kappa^2 = \left(\hat{\mu}_m \cdot \hat{\mu}_n - 3(\hat{\mu}_m \cdot \hat{R})(\hat{\mu}_n \cdot \hat{R})\right)^2 \quad (5)
\]

\[
\kappa' = \hat{\mu}_m \cdot \hat{\mu}_n \quad (6)
\]

To compare with the experimental data, the value of \( \alpha \) above 90° is defined as: \( \alpha = |\alpha - 90| \) if \( \alpha > 90° \). Similarly, for \( \theta = |\theta - 90| \) if \( \theta > 90° \). \( \hat{\mu}_i \) are the unit vectors of transition dipole moments \( \mu \) of dyes \( m \) and \( n \), and \( \hat{R} \) is the unit vector of the dye–dye distance \( R \) from dye \( m \) to dye \( n \). As \( \kappa^2 \) approaches 1, the dimer configuration approaches like an H-aggregate (i.e., face-to-face alignment). As \( \kappa^2 \) approaches 4, the dimer configuration approaches like a J-aggregate (i.e., head-to-tail alignment). \( \kappa' \) is used to verify whether the initialized packing orientation is maintained throughout the simulation,
by taking advantage of the dipole always pointing along the same direction of the dye. Therefore, the dot product of \( \hat{\mu} \) will be positive if the vectors are in a parallel packing, or negative if in an antiparallel packing.

The angles \( \alpha \) and \( \theta \) are illustrated in Figure 1a. The orientation and position values for the dyes are defined with the following atoms: The Center of Mass (CoM) of the dyes is defined as the CoM of the four carbon atoms of the squarate moiety. The distance between the CoMs of dyes is defined as \( R \). The transition dipole unit vector, \( \hat{\mu} \), is defined as a vector that starts at the CoM of a dye as its origin, and points towards the center of the benzene ring of the squarate moiety furthest from the linker. This direction is chosen to place \( \hat{\mu} \), pointing along the long axis of the dye. \( \hat{R} \) is the unit vector pointing from the center of dye \( m \) to \( n \). In this study, we assume that the ends of the \( \pi \) conjugation bridge terminals are at the center of the benzene groups at the ends of the dye (Figure 1a). They are labeled as \( r_i \) and \( s_i \) where \( i \) denotes individual dyes. These definitions are used to match the values generated in Mass et al. [14]. The chemical structure of the SQ dye with a linker is given in Figure 1b.

Dimer type, whether a J- or H-aggregate, is an important distinction when predicting dye aggregates. Mass et al. observed an H-aggregate, where the transition dipole moments were stacked relative to another [14]. These results were generated using KRM modeling; however, it remains unknown how the dyes orient themselves relative to the DNA, and how the dimer–DNA configuration changes with time. The DNA–dye relationship is left ambiguous from KRM modeling alone, and so MD can study this interaction.

We used SQ-H\(_2\) transverse (i.e., AC) and adjacent (i.e., BC) dimers attached to DNA HJs as a reference to compare to SQ dyes with other constituents (Figure 1d). We chose SQ-H\(_2\) as a benchmark to highlight the effects of packing behavior AA vs. AB (Figure 1c) and substitution, e.g., substituting H with Cl and Me, on dye–DNA interaction and excitonic coupling properties. The AC and BC dimers differ by the dye attachment positions on the HJ. Dye packing has been shown experimentally to be sensitive to the dye attachment positions within a HJ [14,41,45]. The AA and AB configurations represent parallel and antiparallel dye alignment in the dimers. First, we investigated orientation distribution of dyes for each dimer alignment based on orientation factor \( \kappa^2 \). Figure 2 shows the histograms of \( R \) and \( \kappa^2 \) for each SQ-H\(_2\) dimer alignment, where a darker color represents a greater density of values in a bin, and lighter colors represent less values in a bin. The distribution of values for each axis is also shown as bar charts corresponding to their axis. There is a more prominent normal distribution of values for the BC dimers compared to the AC dimers (as seen in Figure 2b,d vs. Figure 2a,c), representing a stronger correlation between \( R \) and \( \kappa^2 \) for the BC dimers than the AC dimers. When comparing the bar charts, parallel dye arrangement AA tends to have less distribution of orientation compared to antiparallel dye arrangement AB. These results suggest that the SQ dimer orientation is sensitive to the dye attachment to the HJ. The BC dimer in particular shows a stronger correlation between \( R \) and \( \kappa^2 \) than the AC dimer.

To further analyze why the AC dimer has the wider \( R \) distribution than the BC dimer, we generated contact maps for the dye–DNA system (Figure 3). Contact maps, which condense the complex three-dimensional dynamic molecular structure into more accessible two-dimensional figures, have been commonly used to explain protein dynamic structures to study protein conformational flexibility and structure [59–61]. As a pilot study, we applied contact maps to various SQ dye–DNA systems to advance our understanding on how the SQ-H\(_2\) dimer interacts with DNA and how the dimer packing behavior, i.e., AA vs. AB, and attachment points within the HJ, i.e., AC vs. BC, influence the interaction. Figure S1 shows unique IDs that identity distinct positions in the AC dimer–DNA HJ system and the BC dimer–DNA HJ system. Each ID number corresponds to a group of atoms that could make up a DNA base pair, a linker, or a dye, as a residue in the contact map. For example, in the AC dimer–DNA HJ system, the residue IDs for the A strand start with number 1 and end with number 28 while the B strand starts with number 29 and ends with number 55, as shown in Figure S1a. In the BC dimer–DNA HJ system, the residue IDs for
the A strand start with number 85 and end with number 111 while the B strand starts with number 1 and ends with number 28, as shown in Figure S1b. We assigned the residue IDs based on the dye attachment positions on the DNA HJ. A circle is drawn around residue 15, which corresponds to the position for one of the dyes at the DNA junction. This circle represents a contact circle with a radius of 1.2 nm in the AC dimer–DNA HJ system or the BC dimer–DNA HJ system. During a MD simulation, if another residue appears within this circle, this residue would be considered in contact with residue 15. This idea is applied to all the residues to create the contact map for the entire dye–DNA system. Residue IDs are plotted along the x and y axes, as shown in Figure 3, and the x and y axes values are the same. The x and y axes therefore represent every pair of residues, and a coloring system is used to represent each pair’s contact probability, i.e., the probability of a residue appearing in a circle with a radius of 1.2 nm. Due to the dynamic nature of MD simulation, some residues may be in contact, i.e., appearing in a contact circle, throughout the whole simulation time, part of the time, or not at all. This contact probability is represented by the shading of each point, where the darker colors represent more contact throughout the simulation time, and the lighter colors represent less contact throughout the simulation time. No color means no contact within the simulation time. More information on the contact criteria and residue definitions can be found in the Materials and Methods section.

![Figure 2](image-url)

**Figure 2.** Two-dimensional histogram plots of $R_c$ compared to $\kappa_2$ for SQ-H2. (a) AC dimer and AB stacking, (b) BC dimer and AB packing, (c) AC dimer and AA packing, (d) BC dimer and AA stacking. The log color scale represents the population of bins of the histogram, where darker colors convey a more populated bin, and lighter colors convey a less populated bin. MD snapshots for the corresponding SQ-H2 configurations are shown in Figure 3.
Figure 3. Contact maps for SQ-H\textsubscript{2} (a) AC dimer and AB stacking, (b) BC dimer and AB stacking, (c) AC dimer and AA stacking, and (d) BC dimer and AA stacking. For the AC dimer, residue IDs 15 and 70 represent the dyes. For the BC dimers, residue IDs 15 and 42 represent the dyes. The dye residues are marked by magenta dashes. Contact map probability is represented by the log color scale, where darker colors represent more contact time, and lighter colors represent less contact. MD snapshots for corresponding SQ-H\textsubscript{2} configurations are shown in Figure 4.

Figure 4. MD snapshots of SQ-H\textsubscript{2}. (a) AC dimer and AB stacking, (b) BC dimer and AB stacking, (c) AC dimer and AA stacking, (d) BC dimer and AA stacking.
The DNA could influence the dimer orientation distribution. For example, the sustained hydrogen bonds that stabilize the double helix of the DNA strands are observed as dark diagonals in Figure 3. The diagonals are an expected result for a DNA contact map and reveal that the DNA maintains its helical structure within both the AC and BC HJ throughout the simulation. The dye residue IDs are emphasized with a magenta dotted line to allow for a focused examination of the dye–DNA contact. For the AC dimer, residue IDs 15 and 70 represent the dyes. For the BC dimers, residue IDs 15 and 42 represent the dyes. For example, the circles drawn at residue 15 in Figure S1a,b are represented as magenta dashed lines at residue ID 15 on the x and y axes in Figure 3a,b, respectively.

To better visualize and interpretate Figure 3a,b, we have a larger version for both figures as shown in Figures S2 and S3 with alphabetical labels on regions of interest, respectively. Residue 15 in the AC dimer–DNA HJ system has more residue pairs with contact than that in the BC dimer DNA HJ system because Figure S2 shows more dark color spots along the magenta dashed line labeled with A, B and C at residue 15 compared to Figure S3 with only one dark color spot labeled with A. Label A in Figure S2 corresponds to the strand D near the crossover region of the HJ in Figure S1a. Label B corresponds to the C strand near the crossover region including the other dye on the C strand. Label C corresponds to the B strand near the crossover region of the HJ. Figure S3 shows labels A and B. Label A suggests a contact of the dye on the B strand and the residues near the crossover region of the C strand, including the other dye in Figure S1b. Label B suggests the dye on the C strand contacting the residues near the crossover region of the D strand. Therefore, the dyes in the AC dimer have a greater probability of contact with the surrounding DNA residues compared to the BC dimers. This trend can be read qualitatively by observing that the number of residues that have contacts with the dyes along the magenta line of Figure 3, showing more contacts in AC (residue IDs 15 and 70 in Figure 3a,c) than those in BC (residue IDs 15 and 42 in Figure 3b,d).

The contact probability is shown as a color scale of each plot in Figure 3. Both AC and BC HJs show 100% contact probability between dye–dye residues. Considering dye–DNA contact, most of the residue contacts occur in both AC and BC HJs are towards the junction region. The AC dimer also shows that some residue contacts occur farther from the junction region than the BC dimers does, as evidence showing the higher probability of residues along the magenta dash lines.

Figure 4 shows more evidence for the dye–DNA contacts in the snapshots of the MD simulations by providing structural details. We found that the AC dimer tends to encourage a more open HJ (Figure 4a,c) as opposed to the closed HJ for the BC (Figure 4b,d) dimer. Figures 2 and 4 show that the AC dimers have a wider distribution of orientations and distances because of their higher contact with DNA compared to the minimal DNA contact and smaller distribution for the BC dimers. The wider distribution of orientations and distances are noted by a wider range of values shown along the x and y axes of Figure 2, and the difference in HJ structure shown in Figure 4. Such difference can be attributed to the HJ being open or closed. The open HJ allows for more mobility of the AC dimer as opposed to the closed HJ that limits the BC dimer mobility. The wider distribution of orientations and distances also implies a possibility for a different configuration of the HJ with the AC dimer compared to the BC dimer. We also found that the BC dimers show a tendency to move away from the junction of the HJ while the AC dimers tend to stay within the center of the HJ, agreeing well with the contact map of the AC HJ showing more dye–DNA contacts than that in the BC HJ (Figure 3).

To further investigate the effects of substituents and packing types of each dimer, we compared the $\kappa^2$ and $R$ values for each SQ dimer obtained from our MD simulations, as shown in Figure 5a,b. The average computed $\kappa^2$ and $R$ values for each dimer are represented as a mark, and their standard deviations are shown as lines extended from the average marker. The “Time Series” represents that the values are the average across the MD simulation time. More details can be found in the Materials and Methods section. The experimental values, reported by Mass et al., are also shown for comparison [14].
The smaller standard deviation of the BC dimer values and standard deviations of each HJ. The negative values are adapted from Mass et al. [14].

Figure 5. Orientation values for each dimer and packing from Time Series data, including (a) Orientation factor $\kappa^2$, (b) Dye–dye distance $R$, (c) Slip angle $\theta$, and (d) Oblique angle $\alpha$. The experimental values are adapted from Mass et al. [14].

In general, the dyes fluctuate from being close to an H-aggregate to being oblique, regardless of AA or AB packing, as shown in Figure 5a. This observation is supported by the $\kappa^2$ values fluctuating between 0 and 1. An additional clustering method known as GROMOS clustering was used to reveal potential multistate ensembles from the MD trajectory. GROMOS clustering attempts at grouping frames of the MD simulation according to similar atomic position, which generates microstates found within the simulation. GROMOS is further explained in the Materials and Methods section, and the GROMOS data are reported in Figure S4a. GROMOS clustering follows a similar trend found in Figure 5a, except for the AA GROMOS values of the SQ-H$_2$ dimers, where GROMOS predicts that SQ-H$_2$-AC is closer to an H-aggregate than SQ-H$_2$-BC. $\kappa^2$ is closer to 1 than to 4, suggesting more of an H-aggregate (i.e., a stacked configuration of two dyes), in agreement with Mass et al. [14]. The smaller standard deviation of the BC dimer $\kappa^2$ compared to the AC dimer $\kappa^2$ also supports the observations, as discussed before in Figures 2 and 3, in which the BC dimers display a smaller distribution of orientations. The presence of the substituents promotes more perpendicular packing orientations than a pure H-aggregate, but the initial packing configuration is not preserved for some simulations, namely SQ-H$_2$-BC AA and SQ-Cl$_2$-BC AA. Figure S5 shows the packing orientation for the $\kappa'$ average values and standard deviations of each HJ. The negative $\kappa'$ values indicate that all HJs remain in AB packing as their original orientation. The HJ that starts with AA packing should have a positive $\kappa'$ value, but SQ-H$_2$-BC AA and SQ-Cl$_2$-BC AA are predominately negative throughout the simulation. It should be noted that the BC HJs show less dye–DNA
interactions (Figures 3 and 4), so the flipping of the AA packing to the AB packing for these BC HJs suggests some propensity towards AB packing if there are minimal interactions between the dyes and their surroundings. Meanwhile, the AC HJs with AA packing maintain their initial packing conditions, so the DNA HJ may preserve packing if the dye–DNA interactions are allowed.

Next, we compared the $R$ value for each dimer to the experimental data in Figure 5b. The general agreement with experimental trends indicates that the MD simulation approaches equilibrium conditions by averaging the time series alone. Further attempts to separate microstates from the GROMOS technique do not substantially improve the prediction, as shown in Figure S4b. The GROMOS results indicate that the GROMOS method, which in basic terms, is a filtering of states based on the Root Mean Square Deviation (RMSD), does not provide a clearer trend to the SQ dye ensemble analysis that we conducted in this study. With respect to the AA vs. AB packing, the general trend, as shown in Figure 5b, is that the AA dimers tend to have a larger $R$, except for SQ-Cl$_2$-AC. This trend is expected because AA packing promotes steric clashing with the dimethyl groups on the indolenine moiety of the SQ dye. SQ-Me$_2$-AC also deviates from experiments, with $R$ from the simulation being much smaller.

The $R$ and $\kappa^2$ values cannot fully address different degrees of freedom for dye orientation within the HJ. To further compare dimer orientations, $\theta$ and $\alpha$ angles were also calculated in comparison with the experimental data, as shown in Figure 5c,d, respectively. For the $\theta$ values of the AB packing, the Time Series data generally follow the trend of experimental data, as does the GROMOS data other than SQ-H$_2$-AC and SQ-Cl$_2$-AC (Figure S4c). The AB Time Series data produces a more similar trend to the experimental results than the AA Time Series data. AB GROMOS data generally follow the AB Time Series trend, except for the SQ-H$_2$-AC and SQ-Cl$_2$-AC data. The AA Time Series and the GROMOS data likewise follow similar trends. Overall, the $\theta$ value is within 50% of the experimental data. For the $\alpha$ values, MD predicted SQ-Me$_2$ best, where the AB packing data are more in agreement with experimental data than the AA packing data. There was no significant difference between the trend presented in the Time Series trend of $\alpha$ shown in Figure 5d and the GROMOS $\alpha$ trend shown in Figure S4d. The reason for why there is a difference between the $\alpha$ values obtained from MD and from the experiments could be that the potential for steric clashing for planar dyes ($\alpha = 0$) was underrepresented in the phase space sampled using the MD method. Both $\theta$ and $\alpha$ values suggest that these dyes approach an H-dimer, but MD simulations predict a more perpendicular orientation, where the dyes lie in more of an “X” packing arrangement than a true H-dimer. Even so, the dyes are stacked on the standard deviation of angles support that the dimers are at least fluctuating in an H-dimer regime.

Generally speaking, Figure 5 suggests that the dimer in a BC configuration tends to have a smaller $R$ than that in an AC configuration. Similarly, substituents also promote a smaller dye distance compared to the unmodified SQ-H$_2$ dimers. According to Mass et al. [14], the smaller dye distance could be the consequence of the hydrophobicity of the dye. In MD, hydrophobicity is not directly parametrized. Rather, electrostatic interactions are a manifestation of hydrophobic differences of dyes. The nonbonded parameters that govern these electrostatic interactions then adequately capture the dye coupling affinity of hydrophobic dyes.

### 2.2. Excitonic Coupling

We calculated the exciton hopping parameter $J_{m,n}$ for each MD simulation trajectory using Equation (1). We sampled the Time Series data of $J_{m,n}$ as an ensemble average to represent the system. The additional GROMOS cluster method was performed on $J_{m,n}$ for comparison, where the average orientations from each cluster were used in Equation (1) to calculate a $J_{m,n}$ value associated with a cluster. The values for $|\mu|$ in Equation (2) were calculated using Time-Dependent Density Functional Theory (TDDFT) methods, given in Table 1. Figure 6 compares $R$ vs. $J_{m,n}$ of SQ-H$_2$ in a histogram, where darker bins represent
more data in each bin, and lighter colors refer to less populated bins. The bar charts on the axis represent the one-dimensional distribution of each value. Like Figure 2, the AC dimers have a wider distribution of values compared to the BC dimer (as seen in Figure 6a,c vs. Figure 6b,d). The distribution of $R$ and $J_{m,n}$ are not as wide in the AA compared to AB packing, but both distributions fall within the same bounds as shown on the bar charts of Figure 6. Packing therefore does not appear to contribute to the potential heterogeneity of a thermally accessible equilibrium ensemble, or if they did, they would not affect the final excitonic coupling of the BC dimers. The AC dimers appear sensitive to packing, where AB stacking promotes a higher $J_{m,n}$ than AA packing does.

Table 1. $|\mu|$ values in unit of Debye (D) generated using Time-Dependent Density Functional Theory (TDDFT) adapted from Barcenas et al. [50].

| Dye   | $|\mu|$ [D] |
|-------|------------|
| SQ-H$_2$ | 12.99      |
| SQ-Cl$_2$ | 13.41     |
| SQ-Me$_2$ | 13.73     |

Figure 6. Two-dimensional histogram plots of $R$ compared to $J_{m,n}$ for SQ-H$_2$. (a) AC dimer and AB packing, (b) BC dimer and AB packing, (c) AC dimer and AA packing, (d) BC dimer and AA packing. The log color scale represents the population of bins of the histogram, where darker colors mean a more populated bin, and lighter colors mean a less populated bin.
As seen in Figure 7, the trend of the average $J_{m,n}$ for substituted SQ dyes in different packing generally follows trends from the experimental data. Additionally, the standard deviations of each analysis method are given as vertical lines that extend from the average value marked on the plot. Similar to R, the Time Series data more reliably match the trend and values from experimental data compared to the GROMOS results (shown in Figure S6). This also indicates that the simulation time average represents an ensemble average. Further processing with GROMOS does not substantially improve the comparison between experiment and simulation over that of the ensemble average. Substituent effects on $J_{m,n}$ align well with the R trend shown in Figure 5b. The smaller $R$ values correspond to closer packing and greater $J_{m,n}$.

![Figure 7. $J_{m,n}$ for all SQ aggregates Time Series average data with standard deviation bars for each simulation. The experimental values are adapted from Mass et al. [14].](image)

MD simulations suggest that hydrophobic dyes promote closer dimer packing, resulting in stronger excitonic coupling and thus larger $J_{m,n}$. In particular, SQ-Cl$_2$ and SQ-Me$_2$ have slightly larger hydrophobicity than SQ-H$_2$ according to Mass et al. [14]. The hydrophobicity leading to larger $J_{m,n}$ prediction is supported by the experimental trend discussed by Mass et al. [14]. The trend for BC dimers to exhibit stronger coupling than the AC dimers is a result shown in Figures 3 and 4, in which BC dimers are able to pack more closely, correlating to fewer dye–DNA interactions. For AA vs. AB packing, AB is closer to the experimental $J_{m,n}$ value than the AA packing, except for the SQ-Me$_2$-AC values. The dimer $J_{m,n}$ values are within the simulation standard deviation, except for SQ-Cl$_2$-BC and SQ-Me$_2$-BC. The GROMOS clustering method does not show an improvement over the Time Series Average and is shown in Figure S6.

3. Discussion

Our MD simulations demonstrated that SQ dimers templated by HJs result in different excitonic coupling, depending on substituents, the dye attachment positions, and packing. We found that there is more dye–DNA contact in the AC dimer than in the BC dimer, which can lead to more heterogeneity being represented by the distribution of $R$ and $x^2$. Figures 2 and 3 suggest that more dye–DNA contact promotes a wider distribution of orientation factor values, and the contact probability among neighboring residues is also wider for the AC dimers than the BC dimers. Figure 4 also provides a qualitative snapshot of the MD trajectory showing how the dyes would orient themselves relative to the DNA.
The AC dimers tend to diffuse into the center of the HJ, and the BC dimers diffuse away from the HJ. Both SQ dimers resemble an H-aggregate, which is shown in the $\kappa^2$ values of Figure 2a as well as the $\kappa^2$ average values in Figure 5a. The dimer distance $R$ is closer in a BC configuration than in the AC, which is also shown in Figures 2b and 5b. Our previous study of photocrosslinking dye-labeled thymines showed that the dye intermolecular distance in these dimers stems from the distance between thymines to which the dyes are attached in the AC and BC configurations [62]. Our results suggest that the substituents on the SQ dyes promote the closer dimer distances when compared to the unmodified SQ-H2. Figures 2 and 6 both demonstrate a wider distribution of orientation and distances in the AC dimers promotes lower $J_{m,n}$ compared to the BC dimers. Our results also suggest that, for the single-linker SQ dimers, the BC dimers promote greater excitonic coupling than the AC dimers do. We find more hydrophobic dyes lead to closer dye packing, which also promotes greater excitonic coupling as shown in Figure 7.

Our results capture dye structure-property relationships that suggest the choice of dye substituents can lead to a larger $J_{m,n}$, and determine possible sources for heterogeneity from dye–DNA interactions. These findings can help to guide dye design for desired excitonic applications. In future studies, we will continue to evaluate more advanced MD techniques with various advanced sampling methods using MD. A polarizable forcefield employed in MD may improve electrostatic interactions to encourage more planar coupling [63–65]. More advanced MD techniques, such as replica exchange, or Markov State Modeling (MSM), could allow for more refined sampling of the DNA–dye phase space [66,67].

4. Materials and Methods
4.1. Molecular Dynamics

MD trajectory data were generated using the GROMACS software package (version 2020.3), and custom force field potentials were created using the AMBER-DYES potentials from Graen et al. [68–70]. Using these parameters expedited tuning the simulations parameter details, as the SQ dye is very similar to the Cy dyes characterized in AMBER-DYES. Bonded parameters for the squarate moiety were repurposed from the AMBER-DYES, with appropriate atom types. The linker forcefield parameters were generated from the GAFF values [71]. The Restricted Electrostatic Potential (RESP) was used to generate the non-bonded values of the dyes and linkers [72]. In addition, the RESP method is sensitive to molecular conformer transitions, and previous work on the SQ dye showed unlikely conformer isomerization [50]. This makes the RESP method straightforward for generating non-bonded parameters for the SQ dye. The protocol used for RESP was described by the AMBER tutorials for setting up a DNA–ligand system [73].

Creating the initial configuration, often called the topology, presented an opportunity to test different SQ dimer orientations as a source of heterogeneity of dye–dye interaction effects on $J_{m,n}$. Specifically, while the experimental data produced an H-aggregate configuration, we did not know specifically how the packing occurred, which could impact the dimer orientations and be a source of heterogeneity. In this study, we refer to two packing, which we call AA or AB packing, as shown in Figure 1c. In the extended dipole approximation, we assume that the dye can be modeled as a 3D vector in space, but the MD trajectory must reconcile with SQ dye shape. When a dimer is stacked and the dyes appear parallel, we call it AA. When a dimer is stacked but the dyes appear antiparallel, they are called AB. Both AA and AB packing were created as the starting topology in the simulations.

The following procedure was used to generate the starting topology for GROMACS. To begin with, the DNA was initialized using the Nanoengineer-1 software package (version 1.1.1) with no dye or linker [74]. This structure was then optimized using the in-package energy minimization with the Universal Force Field (UFF) [75]. Without the dye or linker, the resulting topology resembled the open HJ conformer. Then, the linker and dyes were added to the topology. Next, the HJ was made into the stacked HJ conformer. This was performed because the HJ is expected to prefer the stacked conformer, in which the junction collapses, in the experimental solvent environment. The criteria for making
the stacked conformer came from previous MD HJ work that defined the Inter-duplex Angle (IDA) and the Torsion Angle (J) of a DNA HJ [42,43,76–78]. In addition to these criteria, another crucial feature of the stacked HJ is the extra co-facial packing in the DNA HJ junction. To satisfy the expected co-facial packing, the base pairs in the HJ junction were manually manipulated to stack. Finally, the stacked HJ were ready to be simulated via production MD. The dyes were placed on strand A and C to create a transverse dimer, and on B and C to create an adjacent dimer. Figure 1d illustrates the HJ and dye placements.

All MD simulations were performed using the stochastic dynamics integrator with a $\tau_p$ of 1 ps and a time step of 0.005 fs. Outputs were written every 5000 steps. AMBER14SB was used to describe the rest of the DNA and solvent surroundings in the NPT ensemble at 300 K in 15 mM MgCl$_2$ to approximate experimental conditions [79]. The TIP3P water solvent model was used, and water molecules were removed when adding the salt counter ions. To prepare the NPT ensemble, the NVT ensemble was constructed, but all atoms in the SQ HJ were gradually equilibrated by reducing their position restraints from 1000 $\text{kJ mol}^{-1}\text{nm}^2$ to 500 $\text{kJ mol}^{-1}\text{nm}^2$, to no restraints. Electrostatic interactions were described using the Particle Mesh Ewald (PME) interaction, with a cutoff range of 12 Å. We also set the Van der Waal cutoff to 12 Å. Hydrogen bond constraints were applied using the LINCS algorithm [80]. The MD trajectory was generated using a stochastic dynamics integrator [81]. The trajectory was run for 2 µs to allow for equilibration conditions. This time was chosen because DNA breathing is known to occur on the microsecond timescale, and this time has successfully simulated DNA movement [82].

MD can produce the orientations and positions necessary for the extend dipole approximation in Equation (1). The remaining term $\mu$, needed to generate the exciton hopping parameter $J_{m,n}$, is an output of DFT and TDDFT calculations. Our previous DFT survey of SQ dyes also generated these $\mu$ values for SQ-H$_2$, SQ-Cl$_2$, and SQ-Me$_2$ [50]. This study used $\mu$ generated in an implicit water solvent environment to mimic conditions that occur experimentally.

4.2. Data Analysis

After 2 µs, the output of the MD trajectory with no solvent was provided by GROMACS. The trajectory files were then read using the MDAnalysis python module [83,84]. All-atom coordinates were generated for every 50 timesteps, and the first 0.1 µs was skipped to account for a potential equilibration period as the system settled. The remaining time series data were analyzed for a variety of positions and orientation values over the time frame. In addition to using the time series data analyzed using MDAnalysis, the GROMOS clustering method contained within GROMACS was used to separate any noise or distinct states from the time series data [85]. GROMOS clustering works in principle by grouping the frames of the trajectory within a specified Root Mean Square Deviation (RMSD) of the atomic position cutoff. GROMOS clustering in this study was assigned a 0.05 nm cutoff to all atoms corresponding to both dye residues. Only the clusters that contained more than 5% of the total cluster amount were used to generate the GROMOS values. This cutoff was to discard the clusters that would be considered as transition states. For both methods, we reported the average value and the standard deviation of the simulation. For the Time Series data points, these values were generated by finding the average value over the entire 2 µs trajectory, as well as its standard deviation. The GROMOS average and standard deviation represent the average value of the generated GROMOS clusters, and the standard deviation of these cluster values.

Inspired by protein dynamics studies, we generated a contact map to investigate dye–DNA interactions [59–61]. For this study, we consider each DNA nucleotide as an individual component known as a residue, with a distinct identification number or residue ID. The additional T nucleotide, linker, and dye also have an individual residue ID. Residues are considered to be in contact if the center of mass of the residues are within 1.2 nm of each other. We chose 1.2 nm in this study because the electrostatic cutoff range is 1.2 nm, so there would be no nonbonded interactions beyond this distance in MD. This contact is
counted for each residue between every other residue across the entire MD trajectory. The contact map probability counts the number of frames where a residue is in contact with another residue so that a residue within 1.2 nm for the entire simulation is 100% in contact with the other residue. The residue IDs of the AC and BC dimers differ, but their structures are the same. This means that the diagonal that represents the helical contact between DNA strands will not be the same between AC and BC due to different residue numbering.

5. Conclusions

We used MD with a time series average and GROMOS clustering methods to investigate SQ transverse AC and adjacent BC dimer aggregates, and a variety of packing arrangements. We sought to determine whether the excitonic coupling of SQ dyes could be characterized with MD, and whether MD could provide a direct insight into the potential sources of heterogeneity observed in the experiments. We found that the SQ BC dimers interact less with the DNA HJ than the AC dimers do, resulting in a narrower range of orientations for the SQ dimers. However, all the SQ dimers are stable in an H-aggregate configuration. Additionally, dyes with hydrophobic substituents are coupled at smaller distances than those without hydrophobic substituents, promoting a greater excitonic coupling (i.e., a larger value for \( J_{m,n} \)). In comparison, between the time series average and the GROMOS clustering methods, the time series adequately represents the ensemble average of the DNA HJ. Our work will advance the development of dye–DNA systems for excitonic delocalization and associated applications, including DNA nanobreadboard devices.
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