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Abstract—System level simulations of large 5G networks are
essential to evaluate and design algorithms related to network
issues such as scheduling, mobility management, interference
management, and cell planning. In this paper, we look back to
the idea of spatial indexing and its advantages, applications, and
future potentials in accelerating large 5G network simulations.
We introduce a multi-level inheritance based architecture which
is used to index all elements of a heterogeneous network (HetNet)
on a single geometry tree. Then, we define spatial queries
to accelerate searches in distance, azimuth, and elevation. We
demonstrate that spatial indexing can accelerate location-based
searches by 3 orders of magnitude. Further, the proposed design
is implemented as an open source platform freely available to
all.

I. INTRODUCTION

Supporting the expected cellular traffic growth is one of the

main tasks for the next generation (a.k.a “5G”) wireless cellu-

lar networks and densification is one of the main technologies

to achieve such growth [1]. A key driver for densification in the

next 5-10 years will be small base stations (SBSs) operating at

millimeter wave (mmWave) frequencies. These SBSs will also

support conventional communication below 6 GHz (Sub6GHz)

frequencies and possibly use mmWave for the backhauling as

well as some user equipment (UE) connections. Furthermore,

due to propagation features in mmWave bands, usage of highly

directional antennas at the transceivers is a necessity [2].

Hence, 5G will contain directional heterogeneous networks

(HetNets) with large number of nodes working on different

frequency bands.

In the development and standardization of 5G, simulations

are necessary to implement and design new algorithms and

protocols. Considering the above features of 5G, system-level

simulations need platforms which deliver accurate results in

short time in large HetNets. These simulations are needed to

evaluate the performance of scheduling algorithms, mobility

managements procedures, interference management methods,

and cell planning algorithms [3].

In simulation of large networks, operations that require

searches over various nodes of the network may be extremely

time consuming, where spatial indexing has been one of the

methods to address this issue [4]. In fact, spatial indexing

has been used instead of traditional array indexing in order

to accelerate location-based searches in the simulation of

large homogeneous networks such as wireless sensor networks

(WSNs). Wireless sensors are indexed based on their location

on a geometry tree to provide fast search queries. This method

can not be trivially applied in HetNets since a single geometry

tree cannot be used for spatial indexing of different nodes. In

this paper, first, we propose a multi-level inheritance based

structure to be able to store different nodes of a HetNet on a

single geometry tree. The proposed structure is polymorphic

in a sense that different levels of a node can be accessed

via dynamic casting [5]. Second, we focus on potentials of

spatial indexing in accelerating the simulation of directional

communications. We introduce different spatial queries and

show that spatial indexing significantly accelerates simulation

time in orders of magnitude when it comes to location-based

searches over azimuth, and elevation as well as its traditional

usage in searches over distance.

A. Motivation

Traditional wireless network simulators such as Network

Simulator (NS-2, NS-3) [6], [7] do not take into consideration

the relationship between a terminal and its location in the

indexing procedure. In other words, nodes are indexed based

on features such as identification numbers or the order in

which they are added to the network. Nodes are simply stored

in an array (array indexing) and there is no pre-processing

(sorting or classification) based on the location of the nodes.

Consequently, in a network with n nodes, the search size

of any algorithm related to the location of the nodes equals

the total number of the nodes in the network, i.e., Opnq.

Hence, if all nodes run such an algorithm, the exhaustive

search complexity would be Opn2q. This is important since

in dynamic wireless networks, location-dependent searches

are called frequently in simulations. Examples of location-

dependent searches in a simulation environment are: finding

the nearest neighboring users for association or handover

purposes, finding the k-nearest neighboring BSs for coordi-

nated multipoint (CoMP) transmission, or finding the potential

interferers to evaluate signal-to-interference-plus-noise-ratio

(SINR) of a communication link. While the above searches are

defined over distance, in mmWave applications the direction

of communication is important as well. This means searching

over distance, azimuth, and elevation at the same time which

can increase the complexity of the overall algorithm signifi-

cantly. In practice, decreasing the order of search complexity
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can potentially change the computation time from hours to

seconds of computation in large networks. In order to achieve

this goal, location-transparency can be changed into location-

dependency in the indexing of nodes [8]–[10]. To this aim,

spatial indexing has been used in homogeneous networks with

the intent of accelerating distance queries. In this work, we

take advantage of polymorphic programming to use spatial

indexing in heterogeneous cellular networks and to provide

fast spatial search queries in distance, azimuth, and elevation.

B. Related Works

There are several open-source simulators developed for

different purposes in wireless networks. In this category,

with the focus on open-source platforms, we have Network

Simulators (NS-2, NS-3) [6], [7], OMNET++ [11], J-Sim [12],

and SHOX [13] platforms. These common simulators focus

on preparing a platform for design and evaluation of com-

munication protocols in the network layer or layers above it.

The physical layer modules in the above platforms are not

appropriate for mmWave or directional communications. The

full-stack mmWave module proposed by [14] alleviates this

shortcoming, by adding this module to the NS-3 platform for

support of the mmWave communications. The physical-layer

module presented by [14] is extensive. However, the added

module is built on the core of the NS-3 and is not designed to

calculate directional interference in networks with dynamic

topology. Nevertheless, none of the above simulators takes

advantage of spatial indexing. In fact, the nodes of the network

are simply stored in an array.

Spatial indexing has been used in two major applications

in wireless communications: piq location-aware data indexing

in wireless broadcast systems and piiq location-dependent

indexing in simulation platforms. Location awareness is natu-

rally the first step of context-awareness in broadcast systems

and spatial indexing is used in wireless broadcast systems

where efficient indexing of data segments is essential for

mobile users to find their required query from the broadcast

data [15]–[17]. Apart from the application of spatial indexing

in broadcast systems, its advantage in simulation environments

has been noticed in a few works [18], [19]. Fast distance

query of spatial indexing is used in high fidelity large-

scale simulation of wireless communications [18]. Also, [19]

changed the indexing procedure of NS-3 in the simulation of a

large-scale (more than 1000 nodes) vehicular ad-hoc network

(VANET) to provide fast distance queries as well. However,

wireless networks and more specifically cellular networks are

heterogeneous. This means elements of the network can vary

from macro base stations to small base stations and mobile

users. Further, there are certain phenomena that need to be

considered in system-level simulations such as blockages.

Also, in 5G, features of millimeter-wave communications such

as directionality changes the complexity of location-dependent

searches. In fact, search queries are not just in distance but

also in azimuth and elevation as well. Therefore, we need

an architecture that uses spatial indexing in a HetNet and

supports the above features. In the following, we introduce

Fig. 1: The proposed multi-level architecture. Location and geometry
properties of elements of the network are abstracted in the Node
object. The Container stores the elements of the network on a
geometry tree. From the view of the geometry tree, all elements
are the same and represented as polygons. The Network basically
represents any wireless network which can be a WSN, mmWave, or
an integrated access and backhaul (IAB) network.

a generic architecture that uses multi-level inheritance and

polymorphism to enable indexing a heterogeneous network

on a single geometry tree. Then we evaluate the performance

of the proposed architecture with respect to traditional array

indexing.

It is worth mentioning that acceleration of high-fidelity

wireless communication simulations has been investigated

through geography-based partitioning for parallel implemen-

tation on multiple processors as well [20]. However, parallel

computing is not the focus of this work.

II. SPATIAL INDEXING AND QUERIES IN HETNETS

In this section, we first introduce the architecture which

enables us to use spatial indexing for a HetNet. Then, the in-

dexing procedure and the defined spatial queries are explained.

A. Architecture

In order to store heterogeneous nodes on a single geometry

tree, nodes of the network need to be represented just by their

geometry. In fact, the elements of the network are abstracted

as polygons regardless of their higher level nature which can

be a UE, BS, or even a blockage. The proposed architecture is

shown in Fig. 1. All the elements of the network are generated

based on inheritance from an object named Node. The Node

object contains location and geometry (length, width, and

height) of the elements and is the lowest level in the platform

and is stored on the geometry tree. Node is inherited by the

TRX and the Blockage objects. The TRX object contains related

parameters to a transceiver such as the carrier frequency, trans-

mit power, and antenna properties. Also, the TRX contains an

independent standard thread with signal-slot capabilities. The

signal-slot methods are used to implement message-passing

and event-based processes such as asynchronous procedures

of the network. Wireless sensors, mmWave or Sub6GHz BSs,

and UEs can be generated by inheriting from the TRX. The

blockage objects are generated by directly inheriting from

MadisonBinegar
Text Box
This is an author-produced, peer-reviewed version of this article. The final, definitive version of this document can be found online at 2020 IEEE 92nd Vehicular Technology Conference (VTC2020-Fall), published by IEEE. Copyright restrictions may apply. https://doi.org/10.1109/VTC2020-Fall49728.2020.9348595



(a) (b)

Fig. 2: Example of a HetNet indexed with a single R-tree with n “ 10 and M “ 3. (a) The tree containing different levels of MBRs which
partition a network of one macro BS (MBS), four SBSs, four UEs, and one blockage. (b) The rectangles R1 to R17 represent MBRs, the
black MBRs (R1, R2) are the roots, the red MBRs (R3-R7) are the second layer, and the green MBRs (R8-R17) are the leaf nodes which
contain the data objects of the network. The MBRs R1 and R2 cover total area of the network.

the Node. The proposed design consists of a class named

Container which is used to manage all the created nodes in

the simulation. The Container holds a geometry tree which

indexes all the generated elements and provides the spatial

queries over the geometry tree. Since just the Node data is

saved on the geometry tree, one single tree can be used for

any type of element in the network. The designed architecture

and indexing procedure is applicable to any object-oriented

language that supports multilevel inheritance. However, the

code snippets that we use are based on C++ language.

B. Indexing a HetNet With single Geometry Tree

In order to use spatial indexing, a proper spatial data

structure should be selected. Most of the spatial data structures

work based on the principle of space partitioning and storing

data on a tree-like structure such as R-tree or K-d tree [21]. K-

d tree can only contain points and does not handle adding and

removing points. However, in R-tree nodes are represented

as polygons. Since, we need to provide dimensions for the

nodes of the network as well as dynamic removal of them,

we use R-tree [22] for spatial indexing. R-tree is a geometry

tree proposed by Guttman as a dynamic indexing structure

designed for spatial searching in multi-dimensional datasets.

Basically, R-tree groups the objects using minimum bounding

rectangles (MBR). Objects are added to an MBR within the

index that will lead to the smallest increase in its size. R-tree

records the indices in its leaf nodes with pointers to the data

objects as in Fig. 2(a). Data objects refer to the polygons of the

elements of the network which is detailed below. Further, by

defining M as the maximum number of entries in an element

of the tree and n as the size of the HetNet, the average search

complexity of R-tree is Oplog
M

nq. A representation of the

R-tree and MBRs over a HetNet is illustrated in Fig. 2(a) and

Fig. 2(b), respectively.

According to Fig. 2(a), the leaf nodes store data objects

related to the elements of the network. The data objects are 2-

tuples containing first the location of the element, and second

a pointer to the Node object of the element. We name the 2-

Node TRX

SBS

R14 R15

Node TRX

UE

<location,node*> <location,node*>

(a) (b)

Fig. 3: (a) The value pairs of the R-tree leaves and their relationship
with the elements of the network. Each leaf contains location and a
pointer which stores the Node information of the respective element
of the network. Here, R14 contains the location of a SBS and its
Node data. (b) Retrieving higher levels of an object from a query
result.

tuple, value pairs in the code snippets. We define the following

value pair as the input of the R-tree.

1 t y p e d e f p a i r <p o i n t , s h a r e d p t r <node>>v a l u e ;

According to the above, an element of the network is added

to the R-tree based on its location (point variable) and a

pointer (shared ptr) to its Node object and the R-tree indexes

the elements of the network based on their corresponding

locations. Fig. 3(a) shows the value pairs of MBRs R14 and

R15 defined in Fig. 2(a). For details of inserting elements to

the R-tree see Appendix A.

C. Spatial Queries

A spatial query is a query which considers the spatial

relationship between the elements of the network such as

relative location-based searching, k-nearest neighbors, and

ray tracing. Spatial queries have significant applications in

map servers where there are continuous queries over the

database based on the location of the objects. Google Maps

and Quantum Geographic Information Systems (QGIS) are

examples of applications which use spatial queries frequently.

Considering the above, any location-dependent search can be

defined as a spatial query over the polygons of the elements of

the network. For instance, finding fixed-radius neighbors can
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be defined as a circle-shaped polygon query over the nodes

of the network. Therefore, we can represent the association

of users to base stations as a spatial query. The same applies

to finding the potential interferers in a certain direction which

can be stated as a triangular-shaped polygon query. In the

following, we describe these queries.

After inserting all the elements (BSs, UEs, blockages) in

the R-tree, any element is able to define customized spatial

queries over the network. The general format of a spatial query

is defined as follows.

1 m tree . query ( Cond i t ion , R e s u l t s )

In the above, the Condition can be any function defined based

on the point variables. Results is a standard vector containing

the value pairs of the elements that their locations satisfy the

defined Condition. Due to the indexing method, any query over

the network results in a vector containing pointers to Node

objects. In order to derive the higher levels of a Node object,

for example a mmWave BS from the pointer of its Node, we

use dynamic cast as in Fig. 3(b). It is important to note that

since we use downcasting to derive classes from the shared

pointer of the Node, the Node class should be polymorphic [5],

i.e., Node should at least contain one virtual method.

Here, we use spatial queries to define two common location-

dependent searches in wireless networks: search for fixed-

radius near neighbors and search for interferer BSs residing

in the boresight of a receiver. However, any customized query

can be defined as well. The two queries are implemented as

follows.

(i) Fixed-radius near neighbors: This query is used in as-

sociation, coordination, and routing problems. The Condition

for this query is written based on the euclidean distance from

the desired point. In fact, any point that is in distance R of

the desired point is in a circular polygon with radius R around

the desired point. If the MBR of any element of the network

intersects with the defined circular polygon, then the element

is in distance R of the desired point (center of the circular

polygon). In the following the elements located in the defined

distance R of the desired point are derived.

1 / / D e f i n i n g t h e r e s u l t v e c t o r
2 s t d : : v e c t o r <va lue>r e s u l t s ;
3 / / The d e s i r e d l o c a t i o n .
4 p o i n t d e s i r e d ( xx , yy ) ;
5 m tree . query ( b g i : : s a t i s f i e s ( [ & ] ( v a l u e c o n s t& v ) {

r e t u r n bg : : d i s t a n c e ( v . f i r s t , s o u g h t )<R ;} ) , s t d : :
b a c k i n s e r t e r ( r e s u l t s ) ) ;

(ii) Directional interferer neighbors: This query is used for

SINR calculation of a directional wireless link. In another

terms, search for neighbors in distance and azimuth (or

elevation) at the same time. In directional communications,

the power received at the receiver depends on the combined

antenna gain of the receiver and transmitter. Directional com-

munication is viable with large antenna arrays and using

different MIMO transmission techniques such as fully digital,

analog or hybrid beamforming. Here, we use the sectored-

pattern antenna gain shown in Fig. 4(a) which is practically

accepted for single stream analog beamforming [2]. In order

(a)

Receiver

Transmitter

Interferer
Non-interferer

Trasmission Range

Beamwidth

Triangular polygon

(b)

Fig. 4: (a) Sectored-pattern antenna model with the beamwidth of
φm, main-lobe gain of Gmax, and side-lobe gain of Gmin. (b) Polygon
estimating the area in which potential interferer BSs reside.

to accurately calculate the antenna gain at a receiver, we

need to figure out if the interfering transmitter is in the

main lobe of the receiver or not. We solve this problem with

a polygon query. In order to define this query, we define

a triangular polygon estimating the area in which the BSs

causing interference are located as in Fig. 4(b). The nodes

residing inside the triangular polygon are in the main lobe of

the receiver. After finding the interferer nodes, we can initiate

the same query from the interfering nodes to see if the receiver

is in their main lobe as well. This query can be implemented

as follows.

1 / / D e f i n i n g t h e r e s u l t v e c t o r .
2 s t d : : v e c t o r <va lue> r e s u l t s ;
3 / / P e r f o r m i n g t h e query t o s e a r c h f o r any node

i n t e r s e c t i n g wi th t h e d e r i v e d po lygon .
4 m tree . query ( b g i : : i n t e r s e c t s ( t r i a n g u l a r p o l y g o n ) ,

s t d : : b a c k i n s e r t e r ( r e s u l t ) ) ;

In the above, the triangular polygon is defined for a

transmitter-receiver pair based on the direction of transmission,

beamwidth, and the maximum transmission range according

to Fig. 4(b). The neighbors whose MBR intersect with the

triangular polygon are returned in the results vector. By using

dynamic cast the TRX related object of the neighbors can be

derived. Finally, the interference can be calculated based on

the interference model of the network. It is worth mentioning

that the polygon query can be used for other purposes such as

user association for BSs which have multiple sectors as well.

III. SIMULATION ACCELERATION WITH SPATIAL

INDEXING

The goal of this section is to compare the performance of

spatial indexing versus array indexing in location-dependent

searches in large directional wireless networks. The network

under study contains mmWave SBSs which are distributed

with fixed density of 100 SBS{Km2. We assume SBSs are

equipped with directional antennas. Without loss of generality,

we assume all SBSs are on the same horizon plane. Thus, we

do not consider beams variations in the elevation and define the

antenna gain pattern with widely-adopted sectorized-pattern

as [2], [23].

Generally, in cellular communication, the measured signal at

a receiver is a combination of the desired signal, the interfer-

ence, and noise, hence SINR. In mmWave communications,
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Fig. 5: (a) Processing times to calculate SNR of all existing links. (b) Loading time to generate and store all nodes. (c) Processing time to
calculate SINR of all existing links.

due to narrow beams, the links are sometimes assumed to

be interference-free and the SNR metric is used in simula-

tions. Despite the fact that the interference-free assumption

is reasonable, the probability of occurrence of interference

increases as the density of the network increases [24], [25].

Selection of the right metric is important in certain applications

such as path selection and routing algorithms. Hence, we

assume two scenarios: (i) SNR and (ii) SINR calculation of all

potential links between any two pair of SBSs with maximum

transmission range of 200 m.

In the following we provide performance time compari-

son and complexity analysis in both scenarios. Experiments

are carried out in C++ with an Intel(R) Core(TM) i5-

6300HQ @ 2.30 GHz processor powered by Fedora 31 op-

erating system and Linux kernel 5.4.18.

A. SNR calculation

In order to calculate the SNR of all potential links between

SBSs in a network, we need to measure distance of all pairs of

SBSs and calculate SNR of the ones in transmission range of

each other. In array indexing, complexity of finding potential

links between one SBS and its neighbors is Opnq, which

contains measuring the distance between the node and all

existing nodes. Hence, the total complexity for all the nodes

is Opn2q. However, with spatial indexing, finding neighbors

can simply be implemented with a fixed-radius neighbor query

as in II-C which is a spatial query over the distance. The

complexity of one query is Oplog nq and hence for the whole

network is Opn lognq on average. In Fig. 5(a) the processing

time for finding the potential links for calculating SNR of the

network is presented. As shown, spatial indexing outperforms

array indexing. Further, the processing time for array indexing

when n “ 105 is cutoff since it is extremely high and pointless

to calculate.

It is worth mentioning that, when using spatial indexing,

loading the nodes on the R-tree introduces an overhead to

the simulation. However, loading time is a one-time overhead,

however, location-dependent searches are called frequently

during a simulation. In Fig. 5(b), we have compared the

required time of storing nodes on an array and a R-tree with

respect to the number of nodes.

B. SINR calculation

In directional communication, the calculation of SINR for

a link contains one additional search compared to SNR cal-

culation. In fact, after finding the potential neighbors, we

need to search for interferers for each link. This search is

in distance and azimuth according to Fig. 4(b). With array

indexing, finding directional interferers for each link leads

to another search which increases the complexity to Opn2q.

Hence, the computational complexity for the whole network

can go up to Opn3q. On the other hand, spatial indexing

provides a systematic approach to accelerate the calculation

of SINR. SINR calculation can be simply implemented as a

combination of fixed-radius near neighbors query followed by

a triangular polygon query over the results of the first query.

This systematic approach is one of the advantages of spatial

indexing. In Fig. 5(c), the processing time of SINR calculation

in large wireless networks with directional communication

is plotted. As it is shown in Fig. 5(c), spatial indexing has

clear advantage in processing time of searches in distance and

azimuth. This advantage can be used to enormously accelerate

system-simulation of large systems.

IV. CONCLUSION AND FUTURE WORK

In this paper, we propose the use of spatial indexing in

system-level evaluation of 5G heterogeneous cellular net-

works. We introduced an inheritance based polymorphic ar-

chitecture which enables us to index a wireless heterogeneous

network with a single R-tree. This structure enables us to

take advantage of spatial queries to accelerate simulation

of large-scale directional heterogeneous wireless networks.

Researchers can use spatial indexing in their platforms to

accelerate system-level simulations enormously. Acceleration

can be achieved in any search defined in distance, azimuth or

even elevation. Further, due to the ability of considering the

blockage, spatial indexing can accelerate system-level simu-

lations which account for the spatial correlation of blocking

such as [26]. Another main application of spatial indexing
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could be generating training data sets of accurate SINR val-

ues in millimeter-wave communications for machine learning

purposes. Further, spatial indexing can accelerate simulation

in multiple applications such SINR evaluations in ad-hoc net-

works, routing, clustering, implementation of self-organizing

networks (SONs) [27], and generating communication graphs.

We are currently developing an open-source platform based

on the introduced structure in Fig. 1 which implements some

of the applications of spatial indexing in [28].

APPENDIX A

INSERTION TO THE R-TREE

In order to implement the R-tree, we have used the Boost

C++ libraries. Further, we define two variables representing

the location and the dimensions of an element of the net-

work respectively as point and box variables. Without loss

of generality, we assume point has two-dimensions. The point

variable can be defined for three-dimensional data if the height

of the elements of the network is important as well. Also, The

point variable is defined over float data type to accelerate the

simulations as follow.

1 namespace bg = b o o s t : : geom et ry ;
2 namespace bgm = b o o s t : : geom et ry : : model ;
3 t y p e d e f bgm : : p o i n t<f l o a t , 2 , bg : : cs : : c a r t e s i a n > p o i n t ;
4 t y p e d e f bgm : : box<p o i n t> box ;

The Node contains the above definitions as the geometry infor-

mation of elements of the network as their polygon represented

as the box variable. As it is mentioned in Section II-B, leaves

of the R-tree hold the information as value pairs. After creating

an object, the corresponding value pair is created and inserted

in the tree. Here, we create a mmWave BS as an example.

1 / / G e n e r a t e Ŕ t r e e
2 namespace b g i = b o o s t : : geom et ry : : i n d e x ;
3 b g i : : r t r e e <va lue , b g i : : q u a d r a t i c <16>> m tree ;
4 b o o s t : : s h a r e d p t r <mmWaveBS>BS ;
5 / / G e n e r a t e s h a r e d p o i n t e r o f a mmWaveBS
6 BS= b o o s t : : s h a r e d p t r <mmWaveBS>(new mmWaveBS( x , y ) ) ;
7 / / I n s e r t t h e BS t o t h e t r e e .
8 m tree . i n s e r t ( s t d : : m ake pa i r (BŚ >g e t l o c ( ) ,BS ) ) ;

In the first line above, the m tree is created as an R-tree over

the defined value pairs. The second and third line create a

mmWaveBS and set its location, i.e., x, y. Finally, the created

mmWaveBS is inserted to the tree with its corresponding value

in line four (The mmWaveBS contains the get loc() method

which returns the location of the object in point format.). Also,

since mmWaveBS is inherited from the Node, there is no need

to cast it to the Node object.

REFERENCES

[1] J. G. Andrews, S. Buzzi, W. Choi, S. V. Hanly, A. Lozano, A. C. K.
Soong, and J. C. Zhang, “What will 5G be?” IEEE J. Select. Areas

Commun., vol. 32, no. 6, pp. 1065–1082, June 2014.
[2] J. G. Andrews, T. Bai, M. N. Kulkarni, A. Alkhateeb, A. K. Gupta,

and R. W. Heath, “Modeling and analyzing millimeter wave cellular
systems,” IEEE Trans. Commun., vol. 65, no. 1, pp. 403–430, Jan 2017.

[3] J. C. Ikuno, M. Wrulich, and M. Rupp, “System level simulation of LTE
networks,” in Proc. IEEE VTC, pp. 1–5, May 2010.

[4] F. P. Preparata and M. I. Shamos, Computational Geometry: An Intro-

duction. Berlin, Heidelberg: Springer-Verlag, 1985.

[5] B. Stroustrup, The C++ Programming Language, 4th ed. Addison-
Wesley Professional, 2013.

[6] T. Issariyakul and E. Hossain, Introduction to Network Simulator 2

(NS2), Springer, pp. 21–40, Boston, MA, 2012.
[7] G. F. Riley and T. R. Henderson, “The NS-3 network simulator,”

Modeling and Tools for Network Simulation, pp. 15–34, 2010.
[8] M. H. Dunham and V. Kumar, “Location dependent data and its

management in mobile databases,” in Proc. IEEE Workshop on Database

and Expert Systems Applications (DEXA), pp. 414–419, Aug. 1998.
[9] N. Marsit, A. Hameurlain, Z. Mammeri, and F. Morvan, “Query process-

ing in mobile environments: a survey and open problems,” in Proc. IEEE

Int. Conf. on Distributed Frameworks for Multimedia Applications, pp.
150–157, Feb. 2005.

[10] A. Y. Seydim, M. H. Dunham, and V. Kumar, “An architecture for
location dependent query processing,” in Proc. IEEE Workshop on

Database and Expert Systems Applications (DEXA), pp. 549–555, Sep.
2001.

[11] A. Varga, OMNeT++, Modeling and Tools for Network Simulation,

Springer, pp. 35–59, 2010.
[12] A. Sobeih, J. C. Hou, Lu-Chuan Kung, Ning Li, Honghai Zhang, Wei-

Peng Chen, Hung-Ying Tyan, and Hyuk Lim, “J-sim: a simulation and
emulation environment for wireless sensor networks,” IEEE Wireless

Commun. Mag., vol. 13, no. 4, pp. 104–119, Aug. 2006.
[13] J. Lessmann, T. Heimfarth, and P. Janacik, “ShoX: An easy to use

simulation platform for wireless networks,” in Proc. IEEE Int. Conf.

on Computer Modeling and Simulation, pp. 410–415, Apr. 2008.
[14] M. Mezzavilla, M. Zhang, M. Polese, R. Ford, S. Dutta, S. Rangan,

and M. Zorzi, “End-to-end simulation of 5G mmWave networks,” IEEE

Comm. Surveys Tutorials, vol. 20, no. 3, pp. 2237–2263, thirdquarter
2018.

[15] B. Zheng, W. Leea, and D. Lee, “Spatial queries in wireless broadcast
systems,” Wireless Networks, vol. 10, no. 6, pp. 723–736, 2004.

[16] W. Ku, R. Zimmermann, and H. Wang, “Location-based spatial query
processing with data sharing in wireless broadcast environments,” IEEE

Trans. Mobile Comput., vol. 7, no. 6, pp. 778–791, Jun. 2008.
[17] K. Mouratidis, “Spatial queries in wireless broadcast environment,” ACM

International Workshop on Data Engineering for Wireless and Mobile

Access (MobiDE), pp. 39–44, May 2012.
[18] R. Cole, A. Ganti, U. Onunkwo, R. Schroeppel, M. Scoggin, and B. V.

Leeuwen, “High fidelity simulations of large-scale wireless networks,”
Sandia National Laboratories, Tech. Rep., Sep. 2016.

[19] R. Fernandes and M. Ferreira, “Scalable VANET simulations with NS-
3,” in Proc. IEEE VTC, pp. 1–5, May 2012.

[20] H. Lee, V. Manshadi, and D. C. Cox, “High-fidelity and time-driven
simulation of large wireless networks with parallel processing,” IEEE

Commun. Mag., vol. 47, no. 3, pp. 158–165, Mar. 2009.
[21] D. Greene, “An implementation and performance analysis of spatial data

access methods,” in Proc. Intern. Conf. on Data Engineering, pp. 606–
615, Feb. 1989.

[22] A. Guttman, “R-trees: A dynamic index structure for spatial searching,”
in Proc. ACM SIGMOD Int Conf. on Management of Data, vol. 14,
no. 2, pp. 47–57, Jun. 1984.

[23] O. Semiari, W. Saad, M. Bennis, and B. Maham, “Caching meets
millimeter wave communications for enhanced mobility management
in 5G networks,” IEEE Trans. Wireless Commun., vol. 17, no. 2, pp.
779–793, Feb. 2018.

[24] S. Niknam and B. Natarajan, “On the regimes in millimeter wave
networks: Noise-limited or interference-limited?” in Proc. IEEE ICC

Workshops, pp. 1–6, May 2018.
[25] T. Bai and R. W. Heath, “Coverage and rate analysis for millimeter-wave

cellular networks,” IEEE Trans. Wireless Commun., vol. 14, no. 2, pp.
1100–1114, Feb. 2015.

[26] C. Saha and H. S. Dhillon, “Millimeter wave integrated access and
backhaul in 5G: Performance analysis and design insights,” IEEE J.

Select. Areas Commun., vol. 37, no. 12, pp. 2669–2684, Dec. 2019.
[27] R. Amiri, M. A. Almasi, J. G. Andrews, and H. Mehrpouyan, “Rein-

forcement learning for self organization and power control of two-tier
heterogeneous networks,” IEEE Trans. Wireless Commun., vol. 18, no. 8,
pp. 3933–3947, Aug. 2019.

[28] (2020) GeoNS: Geometric network simulator. [Online]. Available:
https://github.com/roamiri/GeoNS

https://github.com/roamiri/GeoNS
MadisonBinegar
Text Box
This is an author-produced, peer-reviewed version of this article. The final, definitive version of this document can be found online at 2020 IEEE 92nd Vehicular Technology Conference (VTC2020-Fall), published by IEEE. Copyright restrictions may apply. https://doi.org/10.1109/VTC2020-Fall49728.2020.9348595


	Spatial Indexing for System-Level Evaluation of 5G Heterogeneous Cellular Networks
	I Introduction
	I-A Motivation
	I-B Related Works

	II Spatial Indexing and Queries in HetNets
	II-A Architecture
	II-B Indexing a HetNet With single Geometry Tree
	II-C Spatial Queries

	III Simulation Acceleration with Spatial Indexing
	III-A SNR calculation
	III-B SINR calculation

	IV Conclusion and Future Work
	Appendix A: Insertion to the R-tree
	References

