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Abstract Dissolved oxygen (DO) concentrations and consumption rates are primary indicators of heterotrophic respiration and redox conditions in the hyporheic zone (HZ). Due to the complexity of hyporheic flow and interactions between hyporheic hydraulics and the biogeochemical processes, a detailed, mechanistic, and predictive understanding of the biogeochemical activity in the HZ has not yet been developed. Previous studies of microbial activity in the HZ have treated the metabolic DO consumption rate constant (K_{DO}) as a temporally fixed and spatially homogeneous property that is determined primarily by the concentration of bioavailable carbon. These studies have generally treated bioactivity as temporally steady state, failing to capture the temporal dynamics of a changeable system. We demonstrate that hyporheic hydraulics controls rate constants in a hyporheic system that is relatively abundant in bioavailable carbon, such that K_{DO} is a linear function of the local downwelling flux. We further demonstrate that, for triangular dunes, the downwelling velocities are lognormally distributed, as are the K_{DO} values. By comparing measured and modeled DO profiles, we demonstrate that treating K_{DO} as a function of the downwelling flux yields a significant improvement in the accuracy of predicted DO profiles. Additionally, our results demonstrate the temporal effect of carbon consumption on microbial respiration rates.

Plain Language Summary Dissolved oxygen concentrations and consumption rates are primary indicators of microbial respiration and redox conditions in streambed sediments. The traditional view of streambed microbial activity has treated the metabolic respiration rates as a temporally fixed and spatially homogeneous property that is determined primarily by the concentration of bioavailable carbon. However, our research shows that microbial respiration rates are both spatially and temporally variable. Spatial variability is driven by subsurface hydraulics, such that the respiration rate constant is a linear function of local subsurface flow velocities. For triangular dune type bedforms, subsurface flow velocities are lognormally distributed as are the respiration rate constants. Temporal variability is controlled by the abundance of bioavailable carbon.

1. Introduction

1.1. Hyporheic Flow and DO in the HZ

The bulk chemical activity in riverine environments occurs in the sediments directly adjacent to surface flow (Fischer et al., 2005; Krause et al., 2011; Marzadri et al., 2017; Master et al., 2005; Wuhrmann, 1972). This region of enhanced biochemical activity is termed the hyporheic zone (HZ; Findlay, 1995). Hyporheic exchange, the flow of surface water into and out of the HZ, transports nutrients, pollutants and dissolved oxygen (DO) into the HZ, and transformed products back in the surface flow (Elliott & Brooks, 1997; Krause et al., 2011; Packman et al., 2004; Tonina & Buffington, 2007; Triska et al., 1993a). Hyporheic flow is driven by pressure gradients at the bed surface/surface water interface and can be conceptualized as a series of quasi-discreet and arched flow lines (red lines, Figure 1). Even for simple bed forms, the surface pressure profiles can be quite complex (e.g., blue line, Figure 1). As a result, the interaction between stream bed morphology and surface flow hydraulics influences hyporheic flow velocity and residence times by modulating the pressure gradients at the bed surface (Elliott & Brooks, 1997).
DO is the primary oxidizing agent in most riverine systems and their associated hyporheic zones promoting the metabolic respiration of organic carbon. DO concentrations strongly regulate a suite of processes including nitrogen and carbon cycling, anaerobic respiration (Cooper, 1965; Ocampo et al., 2006; Rutherford et al., 1995a), and the processing of metabolic waste and environmental pollutants (Bott et al., 1984; Master et al., 2005; Triska et al., 1993a, 1993b). Collectively, these hydrochemical processes have a profound effect upon benthic habitat, surface water quality, and the capacity of streams to process biological and environmental compounds (Greig et al., 2007; Tonina & Buffington, 2009). Thus, DO concentration within the HZ, coupled with the associated hydraulic gradients and consumption rates, is primary controls on and indicators of the redox and biochemical state of the HZ (Appelo & Postma, 2010; Cardenas et al., 2008; Chapelle, 1993; Chapelle et al., 1995).

1.2. Spatial Dynamics
With surface waters often near saturation with respect to oxygen, and the subsurface often oxygen limited, the flux of oxygen from the surface to the HZ dictates the magnitude of oxidative processes. The rate of DO consumption is determined by the hyporheic exchange rate and the activity level of the microbial communities in the HZ (Beaulieu et al., 2011; Chapelle, 1993; Henry et al., 2006; Moreno-Vivián et al., 1999; Richardson et al., 2009; Wrage et al., 2001). Common perception holds that the redox and metabolic activity rates of microbial communities are primarily a function of the availability of labile carbon (Harvey et al., 2013; Hunter et al., 1998; Sobczak & Findlay, 2002; Zarnetske et al., 2011a). However, during hyporheic influx, DO concentrations decline with respiration and therefore are typically variable. Further, even at the scale of individual bed forms, hyporheic fluxes are also variable. Thus, DO concentrations and fluxes have the potential to influence respiration rate. Empirical studies have reported local zones of increased biologic activity (hot spots). “Hot spot” variations in activity have been attributed to local and random surpluses in high quality, bioavailable carbon (Cleveland et al., 2007; Curiel Yuste et al., 2007; Kayser et al., 2005; Zarnetske et al., 2011a). To the best of our knowledge, no one has attempted to associate variations in hyporheic metabolic activity with a more systemic and ordered cause such as stream hydraulics.

Current practice, in numerical studies of microbially mediated redox dynamics, is to treat the DO consumption rate constant ($K_{DO}$) as a bulk and relatively fixed material property that is applied homogeneously over the entire domain; see for example, Bardini et al. (2012), Kessler et al. (2012), Marzadri et al. (2010, 2012), Rutherford et al. (1995b), Wriedt and Rode (2006), and Zarnetske et al. (2012). With some notable exceptions (Briggs et al., 2013; González-Pinzón et al., 2014), within the stream ecology community, the notion that rates of microbial aerobic respiration or other redox processes may be a function of the hyporheic flux has not been broadly acknowledged. However, within the microbiology-community it has been, at least by analogy, relatively widely reported. Microbiological reaction and growth rates are commonly studied in chemostatic experiments. A chemostat is a reaction vessel in which the biochemical state of a process can be held in relative stasis. The flux through the chemostat is termed the dilution rate. In chemostatic, microbial
growth experiments, it has been shown that growth rates, respiration rates, nutrient uptake rates, and carbon dioxide release rates all increase linearly with dilution rate (Furukawa et al., 1983; Harrison, 1972; Kayser et al., 2005; Laanbroek et al., 1994; Nobre et al., 2002; PIRT, 1957; Ramirez & Mutharasan, 1990; Rosenberger & Kogut, 1958; Sinclair & Ryder, 1975). In the context of hyporheic flow systems, the chemostatic dilution rate can be seen to be analogous to the downwelling flux along particular flow lines, suggesting that hyporheic DO consumption rates may be spatially variable due to variability in hyporheic fluxes.

1.3. Temporal Dynamics

For hyporheic systems that are subject to episodic nutrient replenishment (e.g., autumnal leaf fall), one would expect that nutrient levels (primarily organic carbon) would change over time, decreasing between replenishment events. Several studies have demonstrated a positive relationship between nutrient concentrations and bioactivity levels (e.g., Argerich et al., 2016; Harvey et al., 2013; Hunter et al., 1998; Sobczak & Findlay, 2002; Suberkropp, 1998; Zarnetske et al., 2011a, 2011b). This idea has also been presented, at least as a theoretical construct, in a number of numerical studies (see e.g., Bardini et al., 2012; Kessler et al., 2012; Marzadri et al., 2010, 2012; Rutherford et al., 1995a; Wriedt & Rode, 2006; Zarnetske et al., 2012). Yet while acknowledging that nutrient concentrations will affect bioactivity levels, these studies have not presented a clear picture of how variable bioactivity in response to changing nutrient supplies will manifest in the HZ. At least as a matter of presentation, these studies have also taken a static, fixed-in-time view of microbial activity in the HZ, thus presenting an incomplete picture of the potential temporal aspects of DO consumption. In general, these studies have been limited by the fact that they did not have access to sufficiently detailed and replicated measurements to resolve DO consumption at the individual flow line level or across biologically meaningful time spans.

One way in which variable bioactivity levels can manifest themselves is the relative apportionment of the HZ into oxic and anoxic domains. Not all environmentally important processes in the HZ are aerobic (Pinay et al., 2009; Zarnetske et al., 2011b) and this partitioning of the HZ into oxic and anoxic domains becomes important when coupled aerobic and anaerobic processes are active. The DO consumption rate defines the extent of the oxic zone and thus the extent of the anoxic zone. By extension, DO consumption rates effectively define to what extent anaerobic metabolic processes occur.

1.4. Research Objectives

Understanding and modeling the dynamics of respiratory processes in the hyporheic zone and the influence on nutrient and pollutant fate requires observations of both biogeochemical changes and physical transport processes. In general, previous field studies have not taken sufficiently detailed and replicated measurements to parse DO consumption to the individual flow line level (Harvey et al., 2013; Naranjo et al., 2015; Nogaro et al., 2013; Pretty et al., 2006) nor have they given a detailed view of the temporal dynamics associated with carbon depletion. When modeling reactive processes in the HZ, researchers have made the explicit assumption that the rate of DO consumption, $K_{DO}$, is constant within a homogeneous domain (Bardini et al., 2012; Kessler et al., 2012; Marzadri et al., 2010; Rutherford et al., 1995a) and, at least for presentation purposes, made the implicit assumption that $K_{DO}$ is constant over time. Similarly, most work has not attempted to make a strong link between flow hydraulics and DO consumption rates (Boano et al., 2014). In the present study, we address these limitations by taking high-resolution DO measurements, both temporally and spatially, over two long-duration, large-scale flume experiments. Our aims are to (1) elucidate the role of stream hydraulics in DO consumption dynamics and, by extension, hyporheic redox dynamics and (2) separate the roles of mass transfer (hydraulics) and nutrient supplies as related to the reaction rates of dissolved oxygen consumption and (3) to present a more complete picture of DO consumption in the HZ changes as carbon is depleted over time.

2. Methods and Materials

2.1. Experimental Setup

We conducted two sets of experiments, in the large-scale flume (approximately 20 m × 2 m) at the Center for Ecohydraulics Research Stream Laboratory (Budwig & Goodwin, 2012) at the University of Idaho, Boise. The objective of these experiments was to test the impact of bed morphology, stream hydraulics, and surface water chemistry (reactive nitrogen loading) on DO and nitrogen consumption dynamics and the
impact of those processes on N₂O emissions from streams (Quick et al., 2016). The first flume experiment (Flume 1) ran continuously from August 2013 through December 2013 and the second (Flume 2) ran from February 2015 through June 2015. In both sets of experiments, the flume was divided into three stream channels (30 cm wide × 60 cm deep × 15 m long) which were separated by access corridors. Dunes of various sizes were constructed from 90% quarry sand and 10% natural sand collected from the Boise River (Boise, ID). The quarry sand was sieved to remove all fractions above 2.5 mm and washed repeatedly to remove fractions below 0.2 mm. The river sand was sieved in the field to remove fractions above 2.5 mm. The D₅₀ of the sand mix was 1.5 mm yielding a hydraulic conductivity of approximately 0.002 m/s. The natural sand provided an inoculum to initiate bacterial communities, which were representative of those that typically reside in streambed sediments. To provide an organic carbon nutrient source, 0.15% by dry weight of finely divided (<5 mm) cottonwood leaves were added uniformly to the sand mix. No other nutrient sources were added to the experiment. The water used in the experiment was Boise City water that had been conditioned in the flume’s 190,000 L catch basin for 2 months prior to running the experiment. Recirculating flow through the channels (2.1 L/s/channel) was supplied by a submersible pump. Average flow velocity was approximately 0.08 m/s with a mean depth of approximately 7 cm.

In situ DO sensors embedded in the bulk of the dunes and surface probes attached to the flume’s robotic instrument cart allowed us to obtain high-density DO measurements throughout the duration of the experimental runs. The 4 mm diameter in situ DO probes were assembled in-house using fiber optic cables and sensor opticodes manufactured by PreSens Precision Sensing GmbH, Regensburg, Germany. A typical placement of the in situ DO probes is illustrated by the blue triangles in Figure 1. The probes protruded approximately 10 cm through the channel wall into the bulk of the dunes. The in situ probes were operated on a daily basis for the duration of the experiments. Surface probe measurements were taken at 2 cm longitudinal intervals along the centerline of the bed-surface profiles at depths of 0, 5, 10, 20, 30, and 40 mm (black rectangles, Figure 1) using Clark-type, DO micro sensors (Unisense A/S, Aarhus, Denmark) attached to the flume’s robotic instrument cart. Surface probe measurements were taken on approximately two-week intervals. For the present discussion, we will consider three different dune variants. From Flume 1, we will evaluate the response of a 9 cm tall by 1 m long dune, hereafter referred to as the “9 cm dune.” The energy slope for the 9 cm dune was 0.002. From Flume 2, we will consider a 9 cm tall by 100 cm long dune and a 9 cm tall by 70 cm long dune, hereafter referenced as “100 cm dune” and “70 cm dune,” respectively. The energy slope for the Flume 2 experiments was 0.003. In Flume 2, the 70 cm Dune and the 100 cm Dune were replicated in the three channels. The replicates are designated as Channels A–C.

2.2. Bed-Surface Pressure Profiles and Hyporheic Flow Lines

At the bed form scale, hyporheic flow is driven by local pressure gradients along the bed surface. As illustrated in Figure 1, flow generally enters the dune on the upstream face and exists on the downstream face. This results in a series of quasi-discreet and arched flow lines, with the shortest near the dune peak and the longest entering more proximal to the upstream dune trough and exiting near the downstream trough (red lines, Figure 1). In order to calculate residence times at specific locations within the bed and the flow paths to those locations the total pressure (static plus dynamic pressure) must be known along the entire profile of the bed form. Unfortunately, we did not have the physical capability to measure the bed-surface pressure with sufficient accuracy. Instead, following the approach described by Cardenas and Wilson (2007), we modeled the pressure profiles using ANSYS Fluent CFD (ANSYS Inc., Canonsburg, PA). ANSYS CFD provides a numerical solution to the Reynolds-averaged, Navier Stokes surface flow equations. Our models, which were constructed between 65,000 and 95,000 triangular elements, used a k-ω turbulence closure with a low-Reynolds-number correction. Physical inputs into the models included measured bed surface a water surface profiles and surface flow velocity. The inlets and outlets of the surface flow models were treated as periodic boundaries with the periodic pressure gradient defined by the energy slope of the water surface. The water surface was modeled as a symmetry boundary and the bed surface as a no-slip wall boundary. Residual error for continuity, x-velocity, y-velocity, k, and ω was set to less than 1 × 10⁻⁶ for convergence. Figure 1 shows, without scaling, a typical bed-surface pressure profile (jagged blue line at the top of the figure) and surface water velocity vectors (multicolored vectors in the center of the figure) of a typical modeled surface flow. The overall CFD modeling approach was validated against the pressure measurements provided by Fehlman (1985; Figure 2a). The excellent agreement of the simulated bed-pressures to the measured values, over a broad range of discharges and energy head, gave us a high degree of confidence.
that our modeling approach was robust, accurate and not overly sensitive to the applied boundary conditions.

Hyporheic flow lines and the associated residence times ($t$) were calculated using the model of Marzadri et al. (2010) and GMS ModFlow. The Marzadri model supplies a semi-analytical solution to the groundwater flow equations while ModFlow provides a numerical solution. The two modeling approaches were used as a cross check and to take advantage of the visual presentation of the GMS ModFlow output. The red lines overlain on the dune cross section and DO concentration profile in Figure 1 are typical of flow line profiles used for analysis in this experiment. The data stream for each flow line is a series of X, Y positions coupled with a calculated residence time, $t$, for a parcel of water to reach each position along the flow line. To validate the calculated residence times, at the end of Flume 2, we removed the DO probes from several of the in situ measurement locations (blue triangles, Figure 1) and replaced them with electrical conductivity (EC) sensors that were designed in-house and assembled by Rapid Creek Research (Boise, ID). The sensors featured a cylindrical stainless steel sleeve anode (15 cm by 4 mm) and a platinum wire cathode (~0.5 mm diameter). We injected a concentrated salt solution into the head box of the flume as a continuous stream for approximately 30 min to bring the surface water concentration up to approximately 100 mM/L. EC was logged every 5 min for each of the sensors using Model CR1000 data loggers (Campbell Scientific, Logan, UT). Residence times were computed from breakthrough curves generated from EC data at 9 locations in a 70 cm dune and 20 locations in a 100 cm dune. The correlation of measured to modeled residence times is shown in Figure 2b.

2.3. Calculating DO Consumption Rate Constants

We used two separate methods to calculate DO consumption rate constants ($K_{DO}$) for each of the flow lines.

In the primary methodology, we first created DO concentration profiles for each dune on each evaluation date using all the surface and in situ DO probe data for that dune and date. Using the mapping software Surfer® Version 10 (Golden Software, Inc., Golden CO) the measured DO data were krigged and gridded to create DO concentration maps (see the green shaded concentration profiles in Figures 1 and 6). These DO concentration profiles comprise a regular array of X-Y locations and a DO concentration at each location. We then mapped the appropriate flow lines (red lines, Figure 1) onto all the DO concentration profiles. The flow line traces comprise a series of X-Y locations and a residence time at each location. From the two overlain data sets, we extracted, for each flow line a DO consumption profile. That is, a data stream that is the mated pair of residence time and the DO concentration ($t$, [DO]) for each flow line (Figure 3). To simulate first order reaction mechanics, an exponential fit was calculated for each of the DO consumption profiles. In this approach, the residence time for any position along a particular flow line is a function of all of the prior positions along that flow line. The DO concentrations, at any given point, are interpolated from nearby measured values.

The second method was used to insure that the form of the $K_{DO}$ response was not simply an artifact of the data structure in the krigged DO profiles and to isolate the activity of the sediments along the surface profile. In the second approach, $K_{DO}$ values for the sediments along the surface profile were calculated using only the surface probe data. Residence times to each of the measurement positions (black rectangles,
Figure 1) along the dune surface profile were calculated individually by back-particle tracking. Each set of six vertically aligned measurement points was treated as a functional flow line and an exponential fit was calculated for each of those vertically aligned sets. In this method, all of the DO concentrations used in the KDO calculations are from direct measurement (no interpolation).

For both methods, we assumed that the reaction mechanics of DO consumption were first order. For first-order reactions, the decay is exponential and the reaction equation takes the form:

$$[\text{DO}]_s = \text{DO}_0 \ e^{-K_{\text{DO}} \tau}$$

where $[\text{DO}]_s$ is the DO concentration at residence time $\tau$ along a flow line, $K_{\text{DO}}$ is the first-order reaction rate constant, $\tau$ is the residence time of a parcel of water traveling along a flow line, and DO0 is the surface water DO concentration. Exponential (first-order) curves were fit to all ($n = 2,008$) of the flow line ($\tau$, DO) data streams. Approximately 95% of the flow lines had an $R^2$ of 0.8 or higher.

2.4. Data Presentation

Using the procedure previously described we calculated the DO consumption rate constants ($K_{\text{DO}}$) for all of the modeled flow lines for the 9, 70, and 100 cm dunes at several dates through the two experimental runs. Longitudinal spacing of the modeled flow lines, along the bed surface, was roughly 2 cm. To describe the spatial distribution of $K_{\text{DO}}$ values, the locations of the calculated values are assigned to the x-locations of the entry points of the flow lines into the HZ. To represent different bed geometries on the same scale, we plot the $K_{\text{DO}}$ as a function of $X^*$, which is the downwelling location ($x$) normalized by the length ($\lambda'$) of the upstream face of the dune ($X^* = x/\lambda'$). The extent of $\lambda'$ is indicated at the bottom of Figure 1. Note that for all of the graphs that employ calculated $K_{\text{DO}}$ values or calculated downwelling fluxes ($q_{\text{daw}}$) values, for presentation purposes the presented values have been multiplied by a factor of $1 \times 10^5$. For example, if a value of $K_{\text{DO}}$ or $q_{\text{daw}}$ of 2.5 is read from a graph, the associated physical value is $2.5 \times 10^{-5}$.

3. Results and Discussion

3.1. Spatial Dynamics

At the beginning of the project and in agreement with current understanding of reactive solute transport dynamics, our expectation was that all of the flow lines would exhibit essentially the same rate of DO consumption with residence time. If this were the case, the DO consumption profiles ($\tau$ versus [DO]) for each of individual flow lines would map onto a single, common profile. Short flow lines would occupy a relatively short segment of that profile with the longest flow lines defining the full extent of the common profile. Surprisingly, we do not observe the same rates of oxygen consumption with residence time. Specifically, we observe higher rates on flow paths with higher velocities, suggesting the rate is a function of $O_2$ flux. When
evaluated at the scale of individual flow lines (primary method, section 2.3), microbial respiration exhibits a broad range of DO consumption profiles (blue traces, Figure 3) and, thus, a broad range of DO consumption rates. The profiles presented in Figure 3 are for a single dune at one point in time (Channel A, 70 cm dune, 19 June 2015, Day 94) but this behavior is characteristic of all of the dunes at all measurement points over the durations of both of the experiments.

KDO values were calculated for all of the flow lines for the various dunes and at several points in time across the run time of the two experiments. Each flow line KDO value is represented by the individual dot on the various KDO profiles (Figure 4). The KDO-dots are located at the X* coordinate of the entry point of the associated flow line into the HZ. A dune profile is included in the figure for visual reference. The behavior of these profiles is consistent across dune replicates (Channels A–C) of the 70 and 100 cm dunes and consistent across time, though not constant. While it is difficult to discern in Figure 4, there is a temporal trend to the KDO profiles. This will be discussed in section 3.2. It is important to note the shape of the KDO profiles. For all of the traces, the KDO values are quite low near the trough of the dune and rise gently moving toward the crest. In the middle of the downwelling area, the KDO values are relatively constant and then rise sharply at the crest of the dune. The general observation is that KDO values are low where the downwelling flux (velocity) is low and high in areas of high downwelling velocity. Importantly, KDO values are calculated and expressed as a function of residence time (t). The DO consumption rates are not based upon mass or the size of a control volume. Therefore, the variation in the reported KDO values is an indication that the activity levels of the microbial community are differentiated between flow lines and not a simple linear scaling of the mass flux.

The KDO profiles generated by the two calculation methods (section 2.3) are consistent in both form and magnitude (Figure 5). The DO consumption rate constants calculated from direct measurement of DO concentrations in just the top 4 cm of the dune surface (secondary method) yields the same response as the krigged measurements interpolated throughout the bulk of the dune (primary method). This indicates that (1) the form of the DO consumption profile is not a function of the data structure (i.e., an artifact of krigging) but rather due to variations in biologic activity levels and (2) that aerobic respiration starts at the bed-surface/water interface and continues consistently along the flow lines until DO is depleted or until the flow line exits the dune. It is interesting to note that near the crest (X* > 0.6) the bulk flow lines (primary method) exhibit consistently higher values of KDO than the surface profile sediments (secondary method). This may be an indication of decreased bioactivity in the surface sediments, possibly due to carbon depletion in the surface sediments relative to the bulk.

The consistent and persistent form of the KDO profiles suggests that an overarching and steady process is driving the KDO behavior and that the observed values for the downwelling flux and/or aerobic respiration...
The model of Marzadri et al. (2010) provides a value of the downwelling flux \( q_{dw} = V_{dw} \times \rho \) at each flow line entry point. We tested the downwelling fluxes against a variety of distributions and found that, for all of the bed form configurations investigated, the calculated \( q_{dw} \) values conform to a lognormal distribution (Figure 6a). Figure 6b shows the quality of fit for \( q_{dw} \). We similarly tested the KDO data sets and found that for all configurations and on all evaluation dates, the KDO values conform to a lognormal distribution (Figure 6c). The quality of fit for the KDO distribution is shown in Figure 6d. The quality of fit for the flux and KDO data, to a lognormal distribution, was evaluated using the Kolmogorov-Smirnoff test. All data sets passed the acceptance criteria.

The lognormal distribution of downwelling velocities for triangular dunes is a natural property of the interaction between the stream hydraulics and the dune morphology (Wörman et al., 2002). Previous studies have noted, without causal explanation, that hyporheic residence times are lognormally distributed (Marzadri et al., 2010; Wörman et al., 2002). We can now propose that, at least for dune-type bed forms, the reason for the lognormal distribution of hyporheic residence times is that downwelling velocities are lognormally distributed. The lognormal distribution of KDO values is a result of the fact that biological activity levels are linearly proportional to the flux (Figure 7). Whether or not the downwelling velocities of other bed forms will adhere to a lognormal distribution is unknown (expect for pool-riffle which seems to be also lognormal; Tonina & Buffington, 2011). Nonetheless, we can propose with some confidence that, regardless of the bed morphology and given a relative abundance of bioavailable carbon, downwelling fluxes will have strong influence over the levels of biological activity. This suggests that hyporheic hydraulics effectively controls biogeochemical processes, not just nutrient availability.

In essence, what we are proposing is a move from a concentration-based reaction rate model to a flux based reaction rate model. The traditional view of biochemical reactions is that reaction rates are controlled by the ambient concentrations of the chemical resources and the transport rate (diffusion) of those resources to the microbes (King et al., 2014). In this view, even in a system experiencing a flux, the reaction rates will be controlled by the concentrations around the static boundary layer of fluid surrounding the microbes and the diffusion rate across the boundary layer. Reaction rates are perceived to be independent of the flux. However, our results indicate that the rate at which resources are delivered to the local environment (flux) does have an impact on biochemical reaction rates. The physical explanation for this is not known but we can speculate that is related to availability and transport of resources. Fluxes certainly account for availability but not for transport of resources to the cells. It appears that the local flow velocity is having an

---

**Figure 5.** In both flume experiments, DO consumption rate constants (KDO) were calculated using two separate methods (section 2.3). The primary method (open markers) used all of the krigged data and KDO was calculated for the full extent of the flow line. The secondary method (filled markers) used only the directly measured DO values from the surface probe measurement locations (black rectangles, Figure 1). KDO was calculated for only the first 4 cm of the flow line. Surface probe measurements were taken along the surface profile at approximately 2 cm intervals at depths of 0, 0.5, 1, 2, 3, and 4 cm. Only downwelling locations are represented in these data. Note: Physical values represented on the vertical axis have been multiplied by 1E05, i.e., a graph reading of "5" corresponds to a physical value of 5E-05.
impact upon the effective diffusion rate across the boundary layer. There is some support for this observation in the literature. Stewart (2012) showed that Sherwood number for external mass transfer to cells in a biofilm had a power law relationship to the Reynolds number of flow over the biofilm (i.e., as flow velocity increases so too does mass transfer). This relationship may be due to morphological responses of biofilms to flow velocities. Slow laminar flows have been shown to promote thick, smooth biofilm structures that tend to act as a diffusion barrier. In contrast, higher velocity and turbulent flows tend to promote thinner, highly textured biofilms (Hödl et al., 2014; Stewart, 2003, 2012; Stewart et al., 2009). It is likely that these thinner, textured films will have stronger interactions with the surrounding advective flow than the thicker smooth films, increasing their opportunity to bring in oxygen and nutrients while efficiently disposing waste products. Validation of this hypothesis will be the subject of future research.

3.2. Temporal Dynamics

The spatial and temporal responses of DO consumption are driven by different mechanisms. The spatial variation is driven by the flux. In contrast, the temporal variability is driven by the availability of carbon. For a system that is characterized by episodic carbon replenishment, after a replenishment event our data shows that the rate of DO consumption changes continuously and progressively over time. Specifically, unless
organic carbon is continuously replenished to the hyporheic environment, the rate of metabolic activity, as measured by DO consumption rate, decreases as bioavailable carbon is depleted. This can be illustrated by isolating a single flow line and tracking its response over time as carbon is depleted. Additionally, by focusing on a single flow line, we eliminate any spatial variability from the DO consumption response. The inset graph in Figure 3 show the progression of the DO consumption response over approximately 2 month’s run time for the flow line represented by the aqua-colored trace in the main figure. This particular flow line entered the HZ in the middle of the stoss face of the 70 cm dune in Channel A and exited the lee face of the same dune. The red, left-most line in the inset graph shows the DO consumption profile at about 5 weeks into the experimental run. The aqua, right-most line shows the DO consumption profile approximately 2 months later. The green and blue lines are, progressively, intermediate profiles. The aqua trace is at the same point in time in both graphs. Over time, the rate of DO consumption is decreasing as witnessed by the decreasing slope of the DO consumption profiles. Over this span in time the measured $K_{DO}$ values ranged from $1.6 \times 10^{-5}$ s$^{-1}$ on 19 April 2015 (Day 33) to $0.6 \times 10^{-5}$ s$^{-1}$ on 19 June 2015 (Day 91), decreasing by a factor of 2.75. Additionally, as run time increases, the overall residence time needed for the flow line to reach a fully anoxic state ([DO] = 0) increases, further illustrating the diminishing rate of oxygen consumption.

This trend of generally decreasing DO consumption rates can also be observed in the overall $K_{DO}$ profiles for the individual dunes. Figure 8 shows the $K_{DO}$ profiles at four different dates for the Channel C, 70 cm dune. All of the profiles have the characteristic spatial profile in which $K_{DO}$ rises slowly along the stoss face of the dune and then terminates in a sharp rise at the crest of the dune. Superimposed on this spatial profile is a temporally decreasing trend in DO consumption rates that is consistent and exhibited across the dune profile. It is particularly prominent in the middle of the stoss face of the dune in the center of the downwelling area. It is interesting to note that this transition is not so readily apparent in the crest region. This is a bit counterintuitive. It would seem that this area should exhibit the largest delta in $K_{DO}$ values since, due to the significantly higher fluxes in that area, the rate of carbon depletion should be highest in that area. The crest had some slight bed turnover and sediment movement. It may be the case that there was some local carbon replenishment occurring due to particle transport and modest bed mobility at the crest (Drummond et al., 2014; Harvey et al., 2012).

At some lower limit of carbon availability, it is expected that the variability in $K_{DO}$ in response to downwelling flux distribution would be...
diminished or eliminated because of extremely low levels of bioactivity in a truly carbon limited system (Figure 9). Stated another way, if a constant value of $K_{DO}$ is observed across a system, this implies that the system is substantially carbon deficient. For high-mountain, headwater streams where organic carbon supplies are relatively scarce, the value of $K_{DO}$ should be relatively constant. Streams below the tree line and in agricultural and urban environs are not likely to be carbon limited and thus, in these streams, the value of $K_{DO}$ should be a function of the downwelling velocity. This may result in lognormally distributed reaction rates, assuming the lognormal distribution of downwelling fluxes applies generally.

The supply of bioavailable carbon was fixed at the beginning of the run and not replenished at any point during the experimental run. The flow hydraulics and bed morphology were held as relatively fixed quantities for the duration of the experiments (~15 weeks) as was surface water temperature. Thus, the observed decrease in $K_{DO}$ must be linked to internal changes in the hyporheic environment as opposed to some external forcing. The only free variables here are reactive carbon concentration and the composition and quantities of the microbial communities. Barring some disruptive event, the microbial communities will adapt their numbers and activity to match availability of resources—in this case DO and organic carbon. Except for any lithoautotrophic activity, organic carbon reactivity/availability should only decrease with time. Metabolic depletion of labile carbon would be first observed near the surface of the bed form and move progressively downward into the HZ. The net effects of decreasing carbon are the observed decrease in bioactivity ($K_{DO}$; Figure 8) and deeper penetration of DO into the HZ (Figure 10). Because of this progressive depletion of labile carbon, the extent of the DO plume expands over time. For this system and for the period captured by these data, the volume of the DO plume increased linearly with time and, similarly, the mean $K_{DO}$ values for the same dune decreased linearly with time. Evaluated over a longer period it is possible that the rate of change is actually exponential. Given sufficient runtime and lacking nutrient replenishment, the volume of the oxic plume would be expected to occupy the entire volume encompassed by the hyporheic flow lines. Based upon the extent of the flow lines and the linear expansion rate, the 70 cm dune analyzed in Figure 10 would take approximately 240 days to become fully oxic. Along with the expanding extent of the oxic volume is an associated decrease in the anoxic volume and with that a decrease in the residence time available for anaerobic processes.

### 3.3. Effects of Spatial Dynamics on DO Consumption Modeling

Most reactive solute transport models use a procedure similar to the one that we described to generate bed-surface pressure profiles and, as a result, apply hyporheic fluxes that correctly represent those in the associated physical system. However, applying a single value of $K_{DO}$ to describe the reaction dynamics for the entire volume of the modeled bed form may result in a misrepresentation of the morphology and extent of the DO plume. More importantly, it is likely to result in a misrepresentation of the functionality of the microbial communities.

**Figure 10.** As the supply of labile carbon is depleted (first near the surface of the downwelling area), the DO consumption rate constant, $K_{DO}$, decreases causing the plume of DO to extend further into the HZ. The rate of expansion for the volume of the oxic plume is, over the time period of this experiment, linear (see right inset). Similarly, $K_{DO}$ decreases linearly (left inset).
The net effect of applying a single value for $K_{DO}$ for the entire domain is shown in Figure 11. This figure presents the modeling error associated with employing a single value of $K_{DO}$ (Figure 11a) and a lognormally distributed $K_{DO}$ (Figure 11b). The results presented here are for the Channel A, 100 cm dune on 19 June 2015 but are typical of the other dunes and dates. Error is calculated as the difference between the krigged DO concentrations (green profiles, Figures 1 and 6) and the modeled concentrations (shown as insets on plots a and b).

The $K_{DO}$ value used in the single-value model is the mean of the flow lines for that dune on that date. Other values are certainly possible but the mean of the flow line values is likely to be representative of what might be determined from point measurements in a field study. The $K_{DO}$ values used for the lognormally distributed model were generated from the lognormal function using the mean (same as the single-value model) and the standard deviation of the $K_{DO}$ values for that dune. Visually, the difference between the two models (insets, Figure 11) is quite striking. The extent and morphology of the DO plume in the model that uses the lognormally distributed $K_{DO}$ values matches the measured profile much more closely than the single-valued model. More quantitatively, the difference (error) between the krigged profile and the modeled profiles is shown in Figure 11a and 11b. The model using a single value for $K_{DO}$ (Figure 11a) has significantly higher errors than the distributed model with the largest errors in the heart of the oxic zone. The magnitude of some of these errors approaches the concentration of DO in the surface water. The errors exhibited by the lognormally distributed model, while significant at some locations, are substantially smaller in magnitude and extent than for the single-valued model. In the heart of the HZ, the errors produced by the lognormal model are quite low. The lognormal distribution more accurately reproduces the DO concentration profiles and the true shape and extent of the DO plume.

If the only point of interest for constructing a DO consumption model were to describe the DO consumption capacity of the dune, for the dunes in our experiments the net result difference between the two approaches would be small. In that physical context, DO is completely consumed along the substantial majority of the flow lines before they exit the HZ and, thus, the two models would have roughly the same DO consumption capacity. If, however, anaerobic processes are of interest (e.g., anaerobic denitrification), the constant $K_{DO}$ model will likely allocate an incorrect amount of residence time to those processes, significantly misrepresenting the capacity for those processes and the potential for them to be carried to...
In this particular case, the constant KDO model allocates significantly more time for anaerobic processes than is actually available in the physical system. Further, as time goes forward and carbon is consumed, there will come a point at which a significant portion of the flow lines will not consume all of the dissolved oxygen that is being transported. In these later stages, some of the flow lines will exit the HZ still in a semioxic state. The single-value model will likely do a poor job of representing this scenario.

3.4. Using Field Data to Construct Lognormal Distributions

All of this raises a problem for simulations that are based upon field-gathered data: how to define properly the lognormal distribution of KDO values. Fortunately, the lognormal distribution is fully defined by the log-mean and log-standard deviation and is expressed as

\[ f(X|\mu, \sigma) = \frac{1}{X^{\sigma \sqrt{2\pi}}} e^{- \left( \frac{\ln(X) - \mu}{\sigma} \right)^2}; \quad X > 0 \]  

where \( \mu \) is the log-mean and \( \sigma \) is the log-standard deviation. Thus, if enough measurements are taken to make a reasonable estimate of the mean and standard deviation (KDO or \( q_{dwv} \)), then the lognormal distribution can be constructed from those values. Alternatively, at least within the constraints of our experimental system, we found some relationships that might be useful in estimating the parameters needed to construct the lognormal distribution. There is a modest linear relationship between the mean downwelling flux of a bed form and the mean KDO and the standard deviation (Figure 12a). In addition, the mean and standard deviation of the KDO values appear to be linearly related, i.e., the standard deviation is proportional to the mean (Figure 12b). Whether or not these relationships hold in a more general sense is unknown but, at a minimum, the trends are instructive of the basic relationships.

3.5. Implications

Our results suggest that two mechanisms exert primary control over biochemical activity in the HZ: the magnitude of the downwelling flux (downwelling velocity) and the concentration of bioavailable carbon. The distribution of the downwelling fluxes is the primary driver of the spatial distribution of KDO values and carbon concentrations are the primary driver of temporal distribution of KDO values. The proportionality of KDO to the downwelling velocity suggests that the crest of a dune and, indeed, any area of relatively high downwelling flux will be a “hot spot” of biochemical activity. These hot spots are zones of high consumption/production capacity and are, on a volume basis, likely to contribute disproportionately to the process capacity of the streambed. We expect that the dependency of KDO values on fluxes can be scaled from the flow line regime to the bed form or reach scale. It seems certain that, within a given reach, features such as step-pools, pool-riffle sequences and woody debris obstructions that cause large pressure gradients and high downwelling fluxes will have significantly higher redox rates, i.e., aerobic respiration, than features such as small dunes and ripples. Extending this idea further, we expect that other respiratory and biologically mediated redox processes in the HZ to follow the same pattern as DO consumption. We expect the
rate constants for the chemical transformations in processes such as the nitrification/denitrification sequence to be linearly proportional to the local flux and, thus, lognormally distributed over the extent of the downwelling area(s) in the case of dune-like bed forms. This is an untested hypothesis that would need to be validated through physical experimentation.

The temporal and spatial trends in DO consumption rates suggest that researchers engaged in field studies need to be cognizant of the temporal and spatial nutrient regime of the study area as well as the hydraulic context and complexity of that area. These trends in bioactivity also add a new dimension to how we interpret field data. For instance, it has been observed that hyporheic activity decreases as the size of rivers increases (Marzadri et al., 2017). This has been previously attributed, at least partially, to decreased hyporheic flux in large rivers, which is due to low hydraulic conductivity of the streambeds and the relatively flat bed morphology of those rivers. Now we can demonstrate that, in addition to these factors, the lower hyporheic activity in large, flatbed streams is also due to lower specific reaction rates in the HZ because of the lower downwelling velocities.

4. Conclusions

In hyporheic systems, aerobic respiration is generally limited by dissolved oxygen (DO) availability. Bed morphology and its interaction with stream hydraulics exert primary control over the delivery of DO and, by extension, over the functionality of microbial communities that reside within the hyporheic zone (HZ). The complex pressure profile that exists even across simple bed forms causes a broad range of downwelling velocities and fluxes and these widely varying downwelling fluxes define the local availability of DO in the HZ. At the flow line scale, we show that hyporheic hydraulics regulates the rate of DO consumption such that DO consumption rate constants are not only directly proportional to DO concentration but rather are a linear function of the velocities of the local downwelling fluxes. This linear relationship between levels of bioactivity and the downwelling fluxes cause the values exhibited by \( K_{DO} \) to be spatially distributed as the downwelling velocities across the extent of a bed form. At least within the context of triangular dune morphologies, downwelling velocities are lognormally distributed and, because of the linear relationship between aerobic respiration rates and downwelling velocities, the values of \( K_{DO} \) are lognormally distributed. For triangular dunes and presumably other bed forms, the full distribution of \( K_{DO} \) values can be generated from the \( K_{DO} \) mean and variance, which we found to be linearly related to the mean. The range of \( K_{DO} \) values exhibited by a single bed form at a given point in time can be substantial and in our experiments spanned significantly more than an order of magnitude.

In hyporheic systems that are characterized by nutrient replenishment, which is primarily episodic (e.g., autumnal leaf fall), the spatially distributed DO consumption rates change over time. Specifically, between replenishment events and after microbial communities are well established, the rate of DO consumption decreases, presumably as carbon availability decreases. Within the constraints of the period in which the available carbon is above a minimum threshold, the impact of the surface hydraulics will persist in the \( K_{DO} \) distribution. However, as the most readily available organic carbon is consumed (first near the bed surface/water interface), respiration rates will drop and DO will be transported deeper into the HZ. Over time, and lacking either an external source of bioavailable carbon or an alternate electron donor substrate, microbial metabolic activity will slow substantially and the majority of the HZ will be rendered oxic. As the bioavailable carbon falls below a threshold, at which the microbial activity is truly carbon limited, it is expected that the \( K_{DO} \) profile will flatten and the stream hydraulics will exert less control over the biologic activity.

The range of \( K_{DO} \) values that are expressed even within a single bed form because of the spatial and temporal forcing has significant implications for where and when we measure biogeochemical activity in the HZ and how we interpret those measurements. Observed biochemical hot spots may be more a function of the local downwelling velocity or, for some systems, the time elapsed since the most recent nutrient replenishment event rather than local variations in the nutrient supply. Further, the relationship between downwelling velocity and \( K_{DO} \) suggests that we need to consider how we evaluate the biogeochemical processing capacity of individual bed forms and stream reaches. Applying \( K_{DO} \) or other chemical species rate constants, as a monolithic, uniform (spatially homogeneous) value risks misrepresenting the processing capacity of the area of interest and will almost certainly distort the perceived reactive volume of sediment in the hyporheic zone.
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