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Abstract
We conducted a meta-analysis on the most commonly used forensic polygraph test, the Comparison Question Test. We captured as many studies as possible by using broad inclusion criteria. Data and potential moderators were coded from 138 datasets. The meta-analytic effect size including inconclusive outcomes was 0.69 [0.66, 0.79]. We found significant moderator effects. Notably, level of motivation had a positive linear relationship with our outcome measures. Information Gain analysis of CQT outcomes representing the median accuracy showed a significant information increase over interpersonal deception detection across almost the complete range of base rates. Our results suggest that the CQT can be accurate, that experimental studies are generalizable, and no publication bias was detected. We discussed the limitations of the field research literature and problems within polygraph profession that lower field accuracy. We suggest some possible solutions.
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1 | INTRODUCTION

Lying is a ubiquitous human behavior. In a now classic study DePaulo et al. (1996) reported that college students lied twice a day in their interactions (conversations that lasted more than 10 min) with others, that was in approximately one-third of their daily interactions. DePaulo et al. (1996) also reported that college students lied to 38% of the people with whom they interacted. Subsequent research has consistently demonstrated the high frequency and ubiquity of lying (Hartwig & Bond, 2014). Although many of these lies are trivial, clearly many are not and, if successful, lies can have devastating impacts on relationships, societies, employment, criminal justice, politics, public health, and national security (Granhag & Strömwall, 2004).

The commonality of lying might not be so serious if people could detect lies inter-personally. Unfortunately, a substantial body of research indicates average people have a truth bias (i.e., they tend to judge people as truthful) and are only about 54% accurate. Moreover, professionals (e.g., police officers) charged with making credibility judgments are no more accurate, showing approximately the same accuracy but with a lie bias (they tend to judge people as liars). The research findings that indicate poor accuracy for interpersonal deception detection seem to be well established science and interested readers are referred to Vrij, Mann, et al. (2008) for an overview and to Hartwig and Bond (2011, 2014) for meta-analyses.

One response to poor interpersonal deception detection accuracy is to look to technology for a solution. One of the oldest technological...
approaches to credibility assessment is the use of physiological measures to make inferences about the credibility of people's statements (Munsterberg, 1908). In the United States such testing came to be known as polygraph testing. For a history of development in polygraph testing see Trovillo (1939a, 1939b), Raskin (1986) and Raskin and Honts (2002) provide descriptions of the development of modern scientific research on the most commonly used forensic polygraph test, the Comparison Question Test (CQT).

Polygraph tests are psychological tests that are used worldwide as a screening tool in law enforcement, national security, and private employment. Polygraph tests are also widely employed as forensic tests in investigations and in legal proceedings. The largest professional association of polygraph examiners, the American Polygraph Association (APA), shows more than 2800 members from 58 countries (APA, 2019a). Estimates indicate that there are more than 8000 polygraph examiners operating in China alone (Zhang, 2011). While the critics of the polygraph (e.g., Iacono & Ben-Shakhar, 2019) acknowledge that the polygraph is used in some countries outside the United States, they often fail to acknowledge the broad international use of the polygraph. A brief series of online searches revealed resident polygraph examiners in 65 countries, with 24 professionally recognized training schools and 12 professional organizations all with international memberships. We have provided documentation of the international use of the polygraph our supplementary information Archive A (Data S1).

With regard to the use of polygraph tests results in courts of law there is a great deal of variability. In the United States, polygraph tests are admissible in courts of law in about half the states under stipulation (Iacono & Ben-Shakhar, 2019). Since 1975, the State of New Mexico has allowed the general admission, without stipulation, of the results of polygraph tests under the New Mexico Rule of Evidence 11–707 (Raskin, 1986, also see, Lee et al., v. Martinez et al., 2004 for a reaffirmation of admissibility under the Daubert standard). The U.S. Federal courts may also admit the results of polygraph tests at the trial judge's discretion (U.S. v. Scheffer, 1998) under the rules from Daubert v. Merrell Dow Pharmaceuticals (1993). Beyond the issue of admissibility of polygraph tests at trial as a practical matter they are used throughout the criminal justice systems of many countries to influence decisions about the continued investigation of potential suspects, the decision to interrogate suspects, the decision to charge crimes, and in sentencing hearings. Additionally polygraph tests are used in a few countries to make decisions about the continuation or modification of conditions of treatment, parole or probation for persons convicted of sex-related offenses (Grubin et al., 2019).

As in the United States the status of the polygraph in international courts is mixed. It appears that in most countries polygraph testing is used primarily as an investigative forensic and security tool. However, there are a number of countries that allow for the admission of polygraph test results as evidence in their courts of law. Most recently, Belgium (Philippe, 2020) has determined that the results of CQT polygraph examinations may be used as evidence in criminal cases. Polygraph test results have been admissible in Poland since 1976 (Widacki, 2007). In Europe, it is also noted that in a few cases polygraph results were presented in courts in Finland, Norway, Sweden (Meijer & von Koppen, 2008) and Lithuania (Kraujalis et al., 2007). In Asia, polygraph test results are admissible in China in civil but not criminal cases (Guodong, 2020). In South America, polygraph test results are admissible in Colombia (Bermudez & Arias, 2011).

Despite the widespread application of polygraph testing, and the important role it plays in national security, forensics, and criminal justice around the world, polygraph tests have received relatively little attention in academic psychology and often, that attention has been in the form of negative commentary. Most of the published polygraph research has focused on forensic uses of the various polygraph techniques. There are two qualitatively different families of polygraph tests used in forensic application. The first family of tests are designed to detect hidden information. Those tests are known variously as Guilty Knowledge Tests or Concealed Information Tests. Although such tests have good psychometric qualities and have been shown to be accurate in experimental settings, their accuracy has never been established in field settings where their necessary preconditions rarely exist (Podlesny, 1993), and where there is an abject lack of theory about what details of a crime scene are likely to be remembered (Honts, 2004). Moreover, the existing field data indicate high false negative rates (Elaad et al., 1992; and reviews by Honts, Raskin, et al., 2008 and Vrij, 2008). Japan is the only country were the CIT is widely applied in criminal investigations (Matsuda et al., 2019). In Japan 80–100 examiners conduct about 5000 test a year (Hira & Furumitsu, 2002; Matsuda et al., 2019). Although 5000 tests might seem to be a relatively large number of tests that must be contrasted with the number of criminal cases investigated. In 2018 there were 817,338 criminal acts investigated (Osumi, 2019). Thus, assuming that 5000 CIT examinations were administered, then the CIT was used on only 0.6% of criminal cases in Japan in 2018. This indicates the use of the CIT is extremely rare even in the one country that is focused on the forensic use on the information tests in criminal investigations.

Worldwide the most commonly used polygraph test, the Comparison Question Test (CQT), takes a direct approach to forensic credibility assessment by asking simple accusatory questions. Honts and Thurber (199b) recently noted that the CQT comes in several variants with generally common characteristics. During testing, the subject's autonomic physiology (usually, respiration, electrodermal activity, relative blood pressure, and often peripheral vasomotor activity) is monitored while the subject answers a series of questions. There are two categories of critical questions (usually three of each) in the series. Relevant questions are semantically simple questions that directly address the matters under investigation. Comparison questions are designed and presented in such a way that every subject lies, or is at least uncertain about their truthfulness in their response to them during the test. Subjects' physiological responses are expected to show a full cross-over interaction between their guilt state and the critical question type. That is, subjects who are deceptive to the relevant questions are expected to show larger physiological responses to relevant questions as compared to comparison questions. Innocent subjects who are being truthful to the relevant questions are expected
to show the opposite pattern, with physiological responses to comparison questions being larger than those to relevant questions.

The CQT research literature was the subject of a number of reviews over the years. Typical of those reviews are: Kircher et al. (1988), Raskin et al. (1997), Iacono and Lykken (1997), National Research Council of the National Academy of Sciences (NRC) (2003), Honts (2004), Vrij, Mann, et al. (2008); APA (2011); and Raskin et al. (2014). There is variation across the reviews, but nevertheless they generally produced overall accuracy estimates of over 85%.

However, only one of those reviews used meta-analytic techniques to examine moderator variables (Kircher et al., 1988). Kircher et al. (1988) sampled only experiments and analyzed only 14 studies. The small number of studies considered by Kircher et al. (1988) reflected the size of the experimental literature at the time and their criteria for inclusion. They found significant moderator effects of Subjects (Student vs. Other), Incentives (Minimal vs. Stronger) and Decision Policy (Standard Field and Other). All three variables were found to be predictive of accuracy, but all three showed high covariations within the studies and analyses that examined their relative association with accuracy were not reported. The moderator effects in Kircher et al. (1988) are thus confounded and difficult to interpret.

Unfortunately, all of the prior reviews can be criticized for selective study choices and, with the single exception of Kircher et al. (1988) a lack of meta-analytic scrutiny. Nevertheless, the reviewers sometimes reached conclusions that hypothesized or even assumed powerful moderator effects. The recent publication by Iacono and Ben-Shakhar (2019) is particularly egregious in that regard. Iacono and Ben-Shakhar (2019) focus their review on the National Research Council of the National Academy of Sciences (NRC) (2003) review of polygraph testing and ultimately conclude, “In 2003, the National Academy of Sciences concluded that polygraph testing had a weak scientific basis and unknown error rate. Analysis of research conducted over the last 15 years indicates that these conclusions remain valid” (p. 86). Iacono and Ben-Shakhar (2019) base their conclusion on the following lines of argument: (1) Many authors have misrepresented the NRC analysis as indicating high accuracy for the CQT. (2) A thought experiment, that Iacono and Ben-Shakhar (2019) treat as evidence, that shows a possible set of factors that could result in a test with chance producing high accuracy in a study. (3) An attack upon the venues where polygraph research has been published rather than on the quality of the research. (4) A broad dismissal of experimental studies as providing a useful index of the CQT in application. (5) An implicit assumption that the contingency associated with the outcome of a CQT examination is a powerful moderator of the test's accuracy. Finally, (6) an assertion that there is a lack of theory underlying the test. Iacono and Ben-Shakhar (2019) state these arguments as fact, but most are unsupported speculation, and they deserve critical and empirical examination. Those arguments have been analyzed elsewhere and they were found to lack merit (Honts & Thurber, 2019a, 2019b).

Iacono and Ben-Shakhar (2019) arguments 3, 4, and 5 assert that accuracy and venue of publication are correlated and they generally dismiss experimental research as not generalizable to the CQT in field applications. These arguments are made as if they were statements of factual conditions, but they were presented without empirical evidence. However, such issues of external validity represent potential moderator variables for meta-analysis. Interestingly, Iacono and Ben-Shakhar’s (2019) arguments 3, 4, and 5 are some of the same arguments as the criticisms raised about experimental research on interpersonal deception detection that were a motivating factor for one of the meta-analysis published by Hartwig and Bond (2014).

Hartwig and Bond (2014) reviewed the stated concerns for the external validity of the interpersonal deception detection research. That review contained many striking similarities to the criticisms of psychophysiological deception detection with concerns about strong moderator effects of experimental venue, subject population, and the strength of outcome contingency and the inadequacy of theory. Hartwig and Bond conducted a meta-analysis of interpersonal deception detection to address the concerns about limited external validity of deception detection research. Specifically, they addressed the following potential moderator variables, Liar’s Demographic Background (student, other), Motivation to Lie (None, Moderate, High), Social Setting (Monolog, Interview, Interaction), Deception Medium (Face-to-face, Other) Affective State (Strong Emotion, No Emotion), and Content of Lie (Feelings, Facts). Hartwig and Bond (2014) reported non-significant findings for all of the potential moderator variables. Hartwig and Bond (2014) conclude, “The primary finding of our analysis is that lie detectability remains stable across contexts. Notably, the finding on external validity mirrors those of meta-analyses that have compared laboratory research to field research in other domains” (p. 667).

2 | AIMS OF THE PRESENT STUDY

As with Hartwig and Bond (2014), our primary aim was to address concerns about the external validity of the psychophysiological deception detection research. A secondary interest was to provide a meta-analytic assessment of the ability of the CQT to detect deception. We were also motivated by the fact that there was a dramatic increase in CQT research since the publication of the NRC (2003) report. Our approach was to make our inclusion criteria as broad as possible so that we would be able to test the full range of potential effects of a number of moderator variables that the critics have said are important and also avoid any suggestion of bias in our sampling of cases. Our broad selection criteria were adopted with the knowledge that we would be including studies that previous reviewers found to have sub-standard methods. We realized that this decision would likely have an impact on our effect size estimate. However, we put our focus on inclusion of as many studies as possible so that we could examine widest possible range or our prospective moderator variables in our assessment of external validity.

As with Hartwig and Bond (2014), there were two potential outcomes of this meta-analysis. First, it may be that the critics are correct and there are moderators that are strongly associated with the accuracy of CQT polygraph examinations. It may be that under real world motivational and testing settings, CQT tests are more, or less, accurate than in the laboratory. Alternatively, it may be that
psychophysiological deception detection is stable across a range of potential moderator variables in a manner similar to the findings of Hartwig and Bond (2014). As Hartwig and Bond (2014) noted, the implications of these two outcomes for research and application are quite different. If significant moderators were to be identified, end users in applied settings would have better information upon which to base judgments about the weight to be applied to CQT test outcomes in their various applications. The existence of significant moderators would also provide a guide for people conducting research about how to increase the external validity of their experimental paradigms. However, if the accuracy of the CQT is found to be stable across a range of moderator variables, or only weakly impacted by them, then the criticisms of experimental research on the CQT for weak external validity would appear to be unfounded and brought into question. The latter finding would suggest that the results of experimental research on the CQT should not be dismissed as a laboratory artifact and those results should be given serious weight in estimating the validity of the CQT.

3 | ACCESSING THE ACCURACY OF THE CQT

Standard practice with the CQT poses an unusual problem for traditional effect size analysis where the focus is usually on a binary outcome variable. With a CQT the standard outcome is not binary but instead has three levels that are based upon an underlying continuum of scores. The standard outcomes in a CQT are Truthful, Inconclusive, or Deceptive. That three-level decision continuum generally follows an underlying interval scale of numerical scores in the same way the terms, cold, medium, and hot follow underlying interval or ratio scales of temperature. Across the reviews a number of approaches have been taken to quantifying the accuracy of the CQT. The NRC (2003) used Area Under the Curve (AUC) as an index of accuracy and ignored inconclusive outcomes. Honts and Schweinle (2009) used Information Gain (Wells & Olson, 2002) and provided three information gain curves for truthful, inconclusive and deceptive outcomes. Other studies have simply calculated weighted means from a 2 (Innocent or Guilty) by 3 (Truthful, Inconclusive, Deceptive) contingency table (Raskin et al., 1997) or some variation thereof (Iacono & Lykken, 1997). The use of three outcomes thus increases the complexity of interpretation of the aggregated data. In response to this problem Kircher et al. (1988) developed and used a single measure of accuracy they called a Detection Efficiency Coefficient (\( r_{\text{dec}} \)). The \( r_{\text{dec}} \) is simply a correlation between the binary reality state, Guilty or Innocent, coded −1 and 1 respectively, and test outcomes, Deceptive, Inconclusive, or Truthful, coded −1, 0 and 1 respectively. The \( r_{\text{dec}} \) thus is sensitive to the impact of inconclusive outcomes where their occurrence reduces the value of the \( r_{\text{dec}} \), but not by as much as an error. We adopted \( r_{\text{dec}} \) as our primary measure of accuracy for the CQT in our analyses. However, we also planned to look at the more traditional analyses of sensitivity, specificity and AUC.

Once the effects of moderators were known and an estimate of CQT accuracy was obtained from the meta-analysis, we planned to assess the added value of having a CQT test outcome as compared to the information that is readily available to individuals attempting to assess credibility in an interpersonal setting. To be useful in application, a diagnostic test must provide information beyond what is available without the test. In the credibility assessment situation, there are two sources of information that are available before conducting the test. One of those is the interpersonal decision of credibility based upon the individual’s overt behavior during an interaction or formal questioning. Unfortunately, credibility assessments made interpersonally are consistently estimated to be about 54% accurate (Vrij, 2008).

An important, and often overlooked, source of information in forensic decision making is the underlying base rate of the target condition (Honts & Schweinle, 2009). In the settings where polygraph testing is used the base rate of guilt may vary dramatically. For example, in the national security employment screening situation, the base rate of guilt (i.e., the probability of a given subject being an agent of a foreign government or terrorist organization) is likely to be very low. In some forensic settings, the base rate may be relatively low, for example when there are a number of suspects and the polygraph is used to reduce the size of the suspect pool. In other forensic polygraph settings the base rate of guilt may be high, for example after a long investigative process has narrowed the pool of suspects to one or two individuals, or when an individual has been formally charged with a crime. What is needed is a method to evaluate the usefulness of a test across the range of base rates so that end users of the information can estimate how much weight to give a test outcome and make judgments about when the test may be useful. Fortunately, there is such a method. First described by Wells and Lindsay (1980) and expanded by Wells and Olson (2002), Information Gain (IG) analysis uses a Bayesian-based approach to describe the impact of base rates on the information provided by eyewitness identification procedures. Honts and Schweinle (2009) adapted the Wells and Olson IG procedures for use with the CQT and its three levels of outcome. We used IG analysis to evaluate the applied value of the CQT based upon the meta-analytic estimates of accuracy of the CQT in comparison with interpersonal deception detection.

4 | METHOD

4.1 | Literature search procedures

For our database we attempted to find all of the available English-language studies of CQT accuracy conducted in forensic settings or paradigms. We began our search with the first author’s personal library. The first author has been involved in conducting research on the CQT since 1980. Computer-based searches were then conducted of Criminal Justice Abstracts, Defense Technical Information Center (DTIC), Google Scholar, JSTOR, ProQuest Theses and Dissertations Global, PsychINFO, and PsychARTICLES. Searches were made with the following terms: Comparison Question Test, CQT, Polygraph, Psychophysiological Deception Detection, Psychophysiological Detection of Deception, and PDD. We also reviewed the complete volume of the journal Polygraph, now known as Polygraph & Forensic Credibility Assessment: A Journal of Science and Field
Practice. The reference sections of articles were searched as they were obtained, and cross indexed against studies already in the database. References not in the database were obtained and added to the database. The search for additional studies was closed on July 1, 2018.

4.2 Criteria for the inclusion of studies

Our goal for this study was to include every English-language report with sufficient information for analysis. Studies were included if they met the following criteria: (1) The study addressed the validity of the CQT in a setting or paradigm that addressed a focused specific issue or issues (broad pre-employment screening tests were not included). (2) Sufficient information was available to determine frequencies for the various test outcomes. (3) In field studies, there was a description of the criterion used to classify cases as Innocent or Guilty. (4) There was sufficient information to determine the method used for evaluation of the data and the generation of an outcome. (5) At least two of the standard physiological measures (respiration, electrodermal activity, relative blood pressure, or vasomotor activity) were used in the collection of data. (6) The study did not duplicate data and analyses already in the database. (e.g., the same data in a grant report and a publication would be represented in the database by only the publication.) (7) Study data were collected from actual subjects and were not based upon bootstrapping, Monte Carlo, or other statistical estimation methods.

4.3 Samples of interest

Our unit of analysis was a sample of data from liar (Guilty) and truth-teller (Innocent) subjects analyzed with the same scoring technique. In some reports, the same sample of subjects was evaluated by multiple evaluators. In some of those reports, only averages were reported. In that case the averaged data were used in our analysis. When averages were used the number of tests averaged was retained as the N and not the number of scorings. In some reports, data were provided for multiple scorings of the same data. For those studies we selected the data from one evaluator by random selection and used only the data from that evaluator in our analysis. In some reports the data were scored with different scoring methods. One exemplar of each scoring method from a study was included in the data for this study.

4.4 Justification and retention of moderator variables

Potential variables for coding were selected by several methods. Initially we began with the relevant variables coded by Hartwig and Bond (2014) for their meta-analysis of interpersonal deception detection and with the variables coded in the one existing meta-analysis of the CQT (Kircher et al., 1988). We also looked for variables that were, and are, the topic of continued scientific debate about their theoretical importance for the understanding of CQT research (e.g., Honts, 2014; Iacono & Ben-Shakhar, 2019). That initial set of moderator variables included, the sampling frame for subject selection, contingent motivation associated with test outcome, the study’s status as an experiment, peer-reviewed status of the report, and examiner orientation (defense/law enforcement). For non-experimental studies we also collected data on how the determination of truth status was made and the setting where the data were collected (e.g., the workplace, criminal justice, national security) and the nature of the topics addressed. Basic data were collected concerning, the number of persons tested, subject age, subject sex, examiner characteristics and the test outcome frequencies. We also coded the following variables that are of interest in developing evidence based best practice standards for the profession: CQT type, number of issues addressed, and scoring method. Unfortunately, a number of potential moderator variables we initially examined were not included in the meta-analysis because there were an insufficient number of studies (>65%) reporting the data (e.g., age, years of education, specific type of crime in field studies, and years of experience as an examiner) or there was insufficient variability for meaningful analysis as a moderator (e.g., type of mock crime in experiment, method of confirmation of guilt status in field study, nature of the topics addressed in field studies [defense vs. law enforcement orientation], and number of issues in the CQT).

Although we did have a sufficient number of studies that addressed scoring method we ultimately did not include it in this analysis because a number of the scoring methods did not have sufficient studies for meaningful analysis and we felt that grouping the low frequency methods into an Other category would be meaningless. Moreover, the two methods with sufficient representation for meta-analysis had been tested on the same data set (Utah and US Federal 7-position; Honts, Amato, et al., 2000) and total scores were not found to be significantly different and were therefore unlikely to have any value as a moderator.

4.5 Variables retained for the meta-analysis

The following variables had sufficient data for meaningful meta-analysis and were retained for analysis: Setting, Subject Source, Motivation, Issues, Type of Comparison Question, Peer Review, Subject Sex, and Age. Those variables were coded as follows: Setting contrasts experiments with field studies. Subject Source indexed where the sample of subjects was obtained and had four levels: students, community, work, and criminal justice. Motivation indexed contingencies that were associated with test outcome and had three levels: nothing, something awarded, and real-world consequences. Issues coded two levels: Single versus Multiple and indexed if the polygraph examination addressed only a single incident or multiple independent incidents. Type of Comparison Question indexed the two types of comparison questions in common use in field practice, probable lie and directed lie. Peer review indexed if the report was peer reviewed. Subject Sex indexed if only males, only females, or if a mix of sexes was included. When available we also recorded frequency data for sex. Average subject age in years was recorded.
4.6 Meta-analytic procedures

The meta-analytic statistics were calculated using Comprehensive Meta-Analysis (Version 3; Borenstein et al., 2014). Other statistical analyses were calculated with SPSS (IBM, 2017). Information Gain analyses were calculated with the Excel spreadsheet developed by Honts and Schweinle (2009).

The Detection Efficiency Coefficient ($r_{dec}$; Kircher et al., 1988) a point biserial statistic was our primary effect size estimate. A logit transformation of event rates was used for computation of point estimates and confidence intervals. There are two models that can be selected for data analyses. The fixed effects model assumes a single, true effect size among aggregate, independent studies. The random effects model posits variability among the investigations. The statistic $I^2$ indicates the percentage of heterogeneity among the studies; elevated heterogeneity supports the appropriateness of the use of the random model. We used the random effects approach for all meta-analysis computations.

A potential source of publication bias is that smaller studies tend to produce inordinately large effect sizes, and correspondingly, this disproportionate impact is not balanced by the inclusion of smaller investigations with extreme, non-significant effect sizes. This possible bias was evaluated via a funnel plot (Duval & Tweedie, 2000). In the absence of bias, the funnel plot would show a symmetrical distribution of effect sizes around a summary value.

5 RESULTS

We obtained and examined 173 documents, of which 112 met our selection criteria and were coded for analysis. Sixty-one documents did not meet our criteria for the following reasons: one was a meta-analysis, eight were duplicate studies, 34 were not CQT studies, 15 contained inadequate information for outcome calculation, and 3 were reports concerning individual cases. From the 112 selected documents, we coded 221 datasets that contained 16,278 polygraph decisions. However, many of those datasets contained reliability data (i.e., different people scoring the same data with the same scoring system). When the redundant data were removed there were 138 data sets that represented independent decisions. Those 138 data sets contained 11,053 decisions. However, three of the data sets contained only guilty subjects. Those three data sets were not available for analyses that assessed both innocent and guilty subjects, but they were retained for sensitivity analysis. Notably, 59 (43.0%) of the data sets were published or reported after NRC’s (2003) close of data collection and were thus not included in the NRC review.

5.1 Characteristics of the research literature

A summary of the research literature based on our coding is presented in Table 1. The number of subjects in these studies varied widely, from a low of seven to a high of 500. There was insufficient age data to provide a meaningful estimate of subject age. Only one study reported a focus on juveniles (Craig et al., 2011) and it seems safe to assume that the other studies tested persons over the age of 18 years. Similarly, it was difficult to develop information on participation rates by sex. Fifty-nine (43.7%) of the samples had no information about the sex of their subjects. Seventeen (12.6%) of the samples were male only, while 59 (43.7%) of the samples indicated the participation of both males and females. Within the mixed samples that reported frequency data for sex, (16 samples did not), the Mean number of male subjects was 53.7 and the mean number of female

<table>
<thead>
<tr>
<th>Variable</th>
<th>Minimum</th>
<th>Maximum</th>
<th>Mean</th>
<th>Median</th>
</tr>
</thead>
<tbody>
<tr>
<td>N Subjects</td>
<td>7</td>
<td>500</td>
<td>73.32</td>
<td>60.5</td>
</tr>
<tr>
<td>Male</td>
<td>6</td>
<td>257</td>
<td>54.28</td>
<td>42.0</td>
</tr>
<tr>
<td>Female</td>
<td>0</td>
<td>167</td>
<td>20.84</td>
<td>10.0</td>
</tr>
<tr>
<td>DEC</td>
<td>0.10</td>
<td>0.99</td>
<td>0.65</td>
<td>0.66</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Variable</th>
<th># (%) of subject samples</th>
<th>Percent coding agreement</th>
</tr>
</thead>
<tbody>
<tr>
<td>Motivation</td>
<td></td>
<td>98%</td>
</tr>
<tr>
<td>None</td>
<td>27 (19.6%)</td>
<td></td>
</tr>
<tr>
<td>Some</td>
<td>57 (41.3%)</td>
<td></td>
</tr>
<tr>
<td>Real</td>
<td>53 (38.4%)</td>
<td></td>
</tr>
<tr>
<td>Setting</td>
<td></td>
<td>98%</td>
</tr>
<tr>
<td>Experiment</td>
<td>88 (63.8%)</td>
<td></td>
</tr>
<tr>
<td>Field</td>
<td>50 (36.2%)</td>
<td></td>
</tr>
<tr>
<td>Subject Source</td>
<td></td>
<td>94%</td>
</tr>
<tr>
<td>Student</td>
<td>31 (22.5%)</td>
<td></td>
</tr>
<tr>
<td>Community</td>
<td>36 (26.1%)</td>
<td></td>
</tr>
<tr>
<td>Work</td>
<td>16 (11.6%)</td>
<td></td>
</tr>
<tr>
<td>Criminal Justice</td>
<td>53 (38.4%)</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Variable</th>
<th># (%) of subject samples</th>
<th>Percent coding agreement</th>
</tr>
</thead>
<tbody>
<tr>
<td>Issues</td>
<td></td>
<td>93%</td>
</tr>
<tr>
<td>Multiple</td>
<td>26 (19.3%)</td>
<td></td>
</tr>
<tr>
<td>Single</td>
<td>100 (74.1%)</td>
<td></td>
</tr>
<tr>
<td>CQT Type</td>
<td></td>
<td>95%</td>
</tr>
<tr>
<td>Probable-Lie</td>
<td>113 (81.9%)</td>
<td></td>
</tr>
<tr>
<td>Directed-Lie</td>
<td>20 (14.5%)</td>
<td></td>
</tr>
<tr>
<td>Both</td>
<td>5 (3.6%)</td>
<td></td>
</tr>
<tr>
<td>Peer-Reviewed</td>
<td></td>
<td>95%</td>
</tr>
<tr>
<td>Yes</td>
<td>104 (75.4%)</td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>33 (23.9%)</td>
<td></td>
</tr>
<tr>
<td>Sex</td>
<td></td>
<td></td>
</tr>
<tr>
<td>All Male</td>
<td>17 (12.6%)</td>
<td></td>
</tr>
<tr>
<td>All Female</td>
<td>0 (0%)</td>
<td></td>
</tr>
<tr>
<td>Mixed</td>
<td>59 (43.7%)</td>
<td></td>
</tr>
<tr>
<td>Unknown</td>
<td>59 (43.7%)</td>
<td></td>
</tr>
</tbody>
</table>

Note: Percentages are based on 138 datasets. Due to missing data the results may not sum to 100%.
subjects was 30.05. The few studies that have explicitly tested for sex differences have failed to reveal any significant effects (e.g., Honts, Raskin, et al., 1994). A majority of the data sets (86, 63.7%) were from experiments. Within the experiments 31 (36%) were student samples, 37 (43.0%) were community samples, 15 (17.4%) were work samples, and 5 (5.8%) were samples from a forensic setting (e.g., a prison population, Raskin & Hare, 1978).

5.1.1 Reliability

Table 1 also contains reliability data for the coding of the moderator variables. The first and third author independently coded the first 97 data sets obtained in our analysis representing 70% of our retained data sets. Those data were analyzed for agreement in coding. As is shown in Table 1, agreement was high for all the moderators and ranged from a low of 93% with Issues to a high of 98% with Motivation and Setting. A calibration of disagreements was made between the two evaluators and the consensus coding was retained for analysis. A significant delay in analyzing the data resulted in us reopening the search for studies in early 2018. An additional 41 data sets were obtained and were coded by the first author.

5.2 Results of the meta-analysis of \( r_{dec} \)

We were able to calculate \( r_{dec} \) (Kircher et al., 1988) for 135 of the 138 datasets and those 135 values were subjected to meta-analysis using a random effects model. All confidence intervals here were calculated at 95%.

The obtained meta-analytic effect size for \( r_{dec} \) was 0.694 [0.66, 0.79], \( p < 0.0001 \). That effect size converts (Salgado, 2018) to a Cohen’s \( d = 1.92 \), and an AUC = 0.91. Although these values appear to be close replications of the NRC (2003) results, our estimate of AUC was reduced by the inclusion of inconclusive outcomes while the NRC estimate of AUC did not consider inconclusive outcomes. We also calculated the Cohen (1988) \( U_2 \) index to be 0.973. That value of \( U_2 \) indicates that the upper half of the Innocent population exceeds 97.3% of the members of the Guilty population. This results in an Improvement Index value of 47.3%, a value that represents the difference in percentile rank of an average Guilty subject and an average Innocent subject in their respective distributions (What Works Clearinghouse, 2008).

With regard to the effect size obtained for \( r_{dec} \), Cohen (1988, 1992) indicates that an effect size of \( .50 \) and above is considered “large.” In the binomial effect size approach of Rosenthal (Rosenthal, 1983; Rosnow & Rosenthal, 2003), an \( r_{pb} \) of .00 yields an equal percentage, 50/50 for success (e.g., true positives) events over failure (e.g., false positive) events. When the \( r_{pb} \) is at the level of .50, the indication is that there is a “separation” between success and failure of 75% and 25% respectively. With an \( r_{pb} \) of .60, that separation increases to 80% versus 20%. As indicated, the obtained point estimate or summary \( r_{dec} \) of .694 in the current data set was in Cohen’s large effect classification. In this current study, this suggests a percentage of classification accuracy of well over 80% (Rosenthal, 1983). It is noteworthy that the obtained funnel plot was symmetrical about the effect size mean, indicating that smaller studies with larger sampling error still displayed a broad range of values toward the bottom of the funnel graph. This symmetry was further corroborated by the trim and fill procedure in that no studies had to be inserted to improve that symmetry. A figure illustrating the Funnel Plot is provided in our Figure S1.

5.2.1 \( r_{dec} \) and heterogeneity

The extent to which disparities exist among the obtained effect sizes is an object of concern. The meta-analysis returned an \( I^2 \) of 92.63. That value represents real differences in the effect sizes, unrelated to sampling error. We followed the recommendations of Borenstein et al. (2009) for dealing with effect size variability. First, because heterogeneity (\( I^2 \)) was over 50%, the random model was correctly employed. Second, each effect size was weighted by Tau (\( T \)), the “true” standard deviation of the effect sizes in the DEC metric units (\( r_{dec} = .398 \)). The pooled result yielded a point effect size estimate and confidence interval that does not include zero. The practical significance is that despite the varying effect sizes, the true effect size for \( r_{dec} \) is almost certainly positive and substantial.

5.2.2 Moderator variable effects with \( r_{dec} \)

A moderating variable is one that affects the strength or direction of an outcome or relationship (Shadish & Sweeney, 1991). In meta-analyses, a moderator will influence the magnitude of an effect size. Table 2 lists the moderators we tested and the statistical results with \( r_{dec} \). For each moderator subset in the table, we list an \( R \) for deception detection. The \( R \) corresponds to a weighted mean Fisher’s \( Z_R \) for the effect in question. Also listed is a \( Q \)-statistic that tests the significance of each moderator variable. Most notable was the significant effect for Motivation, \( Q = 333.15, p < .001 \), indicating that as motivation increased detection accuracy as indexed by the \( r_{dec} \) also increased. A separate analysis for linearity between Motivation and \( r_{dec} \) was significant, \( F(1, 132) = 15.27, p = .001 \), while a test for deviations from linearity was not. \( F(1, 132) = .279, n.s. \) A similar pattern of results was seen with Setting (Experiment vs. Field), and Source (Students, Community, and Forensic), but with much smaller values for \( Q \), of 12.12 and 17.77, respectively. This is not surprising as those three moderators were highly correlated with each other, Motivation versus Setting, \( r = .83, p < .01 \), Motivation versus Source \( r = .70, p < .01 \), and Setting versus Source, \( r = .83, p < .01 \).

Other moderators were also found to have significant effects. There was a significant moderator effect associated with CQT Type, \( Q = 9.16, p = .01 \). The \( R \) value for probable lie tests was .71 while the \( R \) for directed lie tests was .61. An examination of the confidence intervals indicates that there was much larger variability in the relatively small sample of directed lie tests. The relatively small value of \( Q \) for this moderator and the similarity of the \( R \) values suggests that these differences are likely of little applied importance. Peer reviewed studies were significantly more
accurate than the studies that were not peer reviewed, $Q = 72.09$, $p = .001$, although the $R$ values were relatively similar. The relatively large value of $Q$ suggests that Peer Review may be a moderator of more applied importance in interpreting research results where more weight should be given to results in peer-reviewed journals.

### 5.3 Separate meta-analyses of experimental and field studies

The covariation of Motivation, Setting, and Source resulted in a suggestion that data from field studies of the CQT might produce qualitatively different results from the experimental data. To explore that possibility we conducted two additional meta-analyses of the potential moderators one on the experimental studies and a second on the field studies. Full summary results tables for those two analyses are provided in our online archive as Tables 3 and 4. The meta-analytic effect size estimates for the Field and Experimental Studies were .76 [.71, .81] and .64 [.60, .67] respectively. Across the two meta-analyses only one moderator, Peer Review with the Field Studies, produced a significant effect, $Q = 30.42$, $p < .01$.

To summarize, in our initial moderation variable analyses all 135 $r_{dec}$ effect sizes were used (50 field; 85 experimental). These analyses indicated significant moderation for all categorical variables: Motivation, Source, Issues, CQT Types, and Peer Review (see Table 2). However, separate analyses for the field and experimental

---

### Table 2

<table>
<thead>
<tr>
<th>Moderator</th>
<th>Level</th>
<th>$N$</th>
<th>$R$</th>
<th>95% CI</th>
<th>$Z$</th>
<th>$p &lt;$</th>
<th>$I^2$</th>
<th>$Q$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Motivation</td>
<td>None</td>
<td>26</td>
<td>.61</td>
<td>[.53, .68]</td>
<td>11.63</td>
<td>.001</td>
<td>86.67</td>
<td>333.15, $p &lt; .001$</td>
</tr>
<tr>
<td></td>
<td>Some</td>
<td>57</td>
<td>.65</td>
<td>[.61, .69]</td>
<td>21.42</td>
<td>.001</td>
<td>71.66</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Field</td>
<td>51</td>
<td>.76</td>
<td>[.71, .81]</td>
<td>15.59</td>
<td>.001</td>
<td>95.17</td>
<td></td>
</tr>
<tr>
<td>Setting</td>
<td>Exp</td>
<td>85</td>
<td>.64</td>
<td>[.60, .67]</td>
<td>23.85</td>
<td>.001</td>
<td>78.75</td>
<td>12.15, $p &lt; .001$</td>
</tr>
<tr>
<td></td>
<td>Field</td>
<td>50</td>
<td>.77</td>
<td>.71, .81</td>
<td>15.57</td>
<td>.001</td>
<td>95.27</td>
<td></td>
</tr>
<tr>
<td>Source</td>
<td>Student</td>
<td>30</td>
<td>.59</td>
<td>[.53, .65]</td>
<td>14.36</td>
<td>.001</td>
<td>69.44</td>
<td>17.77, $p &lt; .001$</td>
</tr>
<tr>
<td></td>
<td>Com</td>
<td>36</td>
<td>.68</td>
<td>[.63, .73]</td>
<td>16.89</td>
<td>.001</td>
<td>80.89</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Work</td>
<td>16</td>
<td>.61</td>
<td>.50, .69</td>
<td>9.07</td>
<td>.001</td>
<td>83.24</td>
<td></td>
</tr>
<tr>
<td></td>
<td>CJ</td>
<td>51</td>
<td>.76</td>
<td>.70, .81</td>
<td>15.40</td>
<td>.001</td>
<td>95.24</td>
<td></td>
</tr>
<tr>
<td>Issues</td>
<td>Single</td>
<td>28</td>
<td>.64</td>
<td>.58, .70</td>
<td>13.95</td>
<td>.001</td>
<td>83.23</td>
<td>3.58, ns</td>
</tr>
<tr>
<td></td>
<td>Multiple</td>
<td>102</td>
<td>.71</td>
<td>.65, .74</td>
<td>19.67</td>
<td>.001</td>
<td>93.03</td>
<td></td>
</tr>
<tr>
<td>CQT Type</td>
<td>PL</td>
<td>110</td>
<td>.71</td>
<td>.67, .75</td>
<td>21.03</td>
<td>.001</td>
<td>93.17</td>
<td>9.16, $p = .01$</td>
</tr>
<tr>
<td></td>
<td>DL</td>
<td>20</td>
<td>.61</td>
<td>.53, .68</td>
<td>12.00</td>
<td>.001</td>
<td>74.83</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Both</td>
<td>5</td>
<td>.60</td>
<td>.51, .68</td>
<td>9.98</td>
<td>.001</td>
<td>48.14</td>
<td></td>
</tr>
<tr>
<td>Peer Review</td>
<td>Yes</td>
<td>101</td>
<td>.71</td>
<td>.66, .75</td>
<td>20.17</td>
<td>.001</td>
<td>92.71</td>
<td>72.09, $p = .001$</td>
</tr>
<tr>
<td></td>
<td>No</td>
<td>33</td>
<td>.64</td>
<td>.57, .69</td>
<td>14.72</td>
<td>.001</td>
<td>85.17</td>
<td></td>
</tr>
</tbody>
</table>

Abbreviations: CI, confidence interval; CJ, criminal justice; Com, community; DL, directed lie; $I^2$, % heterogeneity; PL, probable lie; Q, total between group variance.

### Table 3

<table>
<thead>
<tr>
<th>Moderator</th>
<th>Level</th>
<th>$n$ of studies</th>
<th>$R$</th>
<th>95% CI</th>
<th>$Z$</th>
<th>$p &lt;$</th>
<th>$I^2$</th>
<th>$Q$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Motivation</td>
<td>None</td>
<td>26</td>
<td>.61</td>
<td>[.53, .68]</td>
<td>11.63</td>
<td>.001</td>
<td>86.07</td>
<td>2.53, ns</td>
</tr>
<tr>
<td></td>
<td>Some</td>
<td>57</td>
<td>.66</td>
<td>[.61, .97]</td>
<td>20.63</td>
<td>.001</td>
<td>75.72</td>
<td></td>
</tr>
<tr>
<td>Source</td>
<td>Student</td>
<td>30</td>
<td>.60</td>
<td>[.53, .65]</td>
<td>14.36</td>
<td>.001</td>
<td>69.41</td>
<td>6.91, ns</td>
</tr>
<tr>
<td></td>
<td>Community</td>
<td>36</td>
<td>.68</td>
<td>[.63, .73]</td>
<td>16.34</td>
<td>.001</td>
<td>83.62</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Work</td>
<td>15</td>
<td>.56</td>
<td>[.48, .66]</td>
<td>10.03</td>
<td>.001</td>
<td>72.97</td>
<td></td>
</tr>
<tr>
<td>Issues</td>
<td>Single</td>
<td>66</td>
<td>.65</td>
<td>[.60, .69]</td>
<td>20.32</td>
<td>.001</td>
<td>80.99</td>
<td>1.08, ns</td>
</tr>
<tr>
<td></td>
<td>Multiple</td>
<td>18</td>
<td>.60</td>
<td>[.52, .68]</td>
<td>11.21</td>
<td>.001</td>
<td>78.17</td>
<td></td>
</tr>
<tr>
<td>CQT</td>
<td>PL</td>
<td>60</td>
<td>.65</td>
<td>[.60, .70]</td>
<td>18.45</td>
<td>.001</td>
<td>82.67</td>
<td>1.92, ns</td>
</tr>
<tr>
<td></td>
<td>DL</td>
<td>20</td>
<td>.60</td>
<td>[.53, .67]</td>
<td>12.02</td>
<td>.001</td>
<td>76.19</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Both</td>
<td>5</td>
<td>.60</td>
<td>[.51, .68]</td>
<td>9.98</td>
<td>.001</td>
<td>48.14</td>
<td></td>
</tr>
<tr>
<td>Peer Review</td>
<td>Yes</td>
<td>59</td>
<td>.65</td>
<td>[.60, .70]</td>
<td>13.92</td>
<td>.001</td>
<td>80.47</td>
<td>0.90, ns</td>
</tr>
<tr>
<td></td>
<td>No</td>
<td>26</td>
<td>.61</td>
<td>[.53, .68]</td>
<td>13.22</td>
<td>.001</td>
<td>79.95</td>
<td></td>
</tr>
</tbody>
</table>

---
studies yielded different results. First, only the experimental investigations had data in each sub-category of the moderating variables. Exclusion of the elevated summary effect size for field studies rendered all moderating meta-analyses non-significant for the experimental investigations (Table 3). Second, the field studies provided insufficient data for the sub-categories of the moderating variables “Motivation,” “Source,” and “CQT Type” and moreover the “field” sub-category of the “Motivation” moderator and the field “Setting field” sub-category were the same. Therefore, only the “Issues” and “Peer Review” moderators could be fully evaluated with the latter obtaining a significant value (see Table 4).

5.4 | Other effect-size measures

We computed meta-analyses of the sensitivity and specificity of our data with summary estimates of effect sizes of .879 and .843 respectively. However, the legitimacy of these pooled findings is suspect because the individual studies varied in the criteria used to ascertain a positive result (e.g., many different types of scoring combined with a variety of decision rules) and there were marked differences in the number of participants among the investigations. Under such conditions, (especially the different scoring thresholds), there will likely be a negative relationship between sensitivity and specificity across the studies and the pooled results will not accurately reflect the overall accuracy of the data (as sensitivity increases, specificity decreases). Indeed, the r between sensitivity and specificity was $-.197, p = .02$. The further implication of that finding is that meta-analytic summary ROC and AUC analyses cannot be justified (Jones & Athanasiou, 2005). Moreover, applied statisticians over the last 10 years have concluded that AUC analysis is so flawed and potentially misleading that is simply should be abandoned in favor of other analyses (Hand, 2009a, 2009b; Honts & Schweinle, 2009) such as Gain analysis (Elder, 2020).

5.5 | Information gain analysis

5.5.1 | A median sample of studies: Information gain analysis and accuracy

To conduct an Information Gain (IG) analysis we initially examined the sample of rdec results. There was a study at the median rdec value of 0.66. We selected that study, the five studies with the closest rdec values below 0.66 and the five studies with the closest rdec values above 0.66. Those 11 studies contained 998 decisions and made up our Median Sample. The rdec values of the Median Sample ranged from 0.645 to 0.673. IG within the Median Sample was calculated using the software developed by Honts and Schweinle (2009). The IG for the Median Sample and for interpersonal deception detection (Honts & Schweinle, 2009) are illustrated in Figure 1. The curve for deceptive outcomes can be viewed as an indication of the gain in the CQT’s sensitivity of detecting deception as compared to predicting the baserate. Similarly, the IG curve for truthful outcomes can be viewed as an indication of the gain in the CQT’s specificity by accurately identifying the truthful as compared to predicting the baserate.

Following the methods described by Honts and Schweinle (2009), CQT deceptive outcome IG was found to peak at 0.37 at a base rate of guilt of 32%. Deceptive outcomes provided significantly more IG ($p < .05$, 1 tailed) than interpersonal deception detection decisions made by lay people in the base rate range of Guilt from 1% through 93% inclusive. IG for Truthful CQT outcomes peaked at 0.48 at a base rate of guilt of 78%. Truthful CQT outcomes provided significantly more IG ($p < .05$, 1 tailed) than truthful interpersonal deception detection decisions made by lay people in the base rate range of guilt from 5% through 99% inclusive. IG for lay persons never exceeded IG for the CQT for either type of decision at any base rate of Guilt. A classification table for the Median Sample is provided in our Table S3. There were more correct outcomes with Guilty subjects than there were with Innocent subjects. There were roughly twice as many Inconclusive outcomes, truthful decisions in the Median Sample were 78.9% correct and Deceptive decisions were 91.6% correct. Overall CQT decisions in the Median Sample were 86% correct.

In light of the significant moderator effects, we elected to also illustrate the impact of the strongest moderator effect, Motivation. Figure 2 illustrates the IG of the various outcomes for the three levels of Motivation. The IG curves were based on three median samples of the combined frequencies of 11 studies from and around the median rdec for each level of Motivation. For the three levels of Motivation (No Explicit, Some, and Real World) IG for Truthful outcomes peaked at .35, .45, and .46, respectively, at base rates of Guilt of 67%, 73%, and 76%, respectively. IG for Deceptive outcomes peaked at .42, .39,
and .44, respectively, at base rates of Guilt of 29%, 31%, and 28%, respectively. These results show every little impact of the Motivation moderator on the IG provided by Truthful and Deceptive outcomes across the range of motivation. However, in absolute terms the greatest information gain for both Truthful and Deceptive conditions were found under real world motivational conditions. It is also interesting that in the Real-World category the peak IG for Truthful and Deceptive outcomes are approximately equal.

However, Inconclusive outcomes present a different pattern. In the No Explicit and Some motivational categories, Inconclusive outcomes provide almost no IG. However, under in the Real-World category, Inconclusive outcomes provide IG indicative of Innocence because the frequency of Inconclusive outcomes was higher with Innocent than with Guilty subjects. A classification table for the 11 studies around the Real-World motivation Median $r_{dec}$ is provided as Table S4. However, the IG for Inconclusive outcomes in the Real-World Motivation condition were not significantly better ($p < .05$, 1-tailed) than interpersonal deception detection outcomes of truthful from Honts and Schweinle (2009).

6 | DISCUSSION

Following the approach reported by Hartwig and Bond (2014) we explored the potential validity of a number of moderator variables that critics of the CQT have either hypothesized or simply asserted were powerful determinants of the validity of the CQT. The nature of the criticisms about interpersonal deception detection research has some similarity to the criticisms of the research on the CQT. We sampled the CQT research broadly to maximize the scope of our examination of external validity through the moderator variables and to avoid any criticism that we were biased in our selection of studies.

As described above, the critics of the CQT research have generally dismissed experimental research as lacking external validity. Generally, that criticism has stated that the motivational setting in experiments is qualitatively different from the motivational setting in real world settings where jobs, money, freedom and even life are at stake. Iacono and Ben-Shakhar (2019) noted the longevity of the skepticism in the external validity of CQT experiments, "Lykken(1978)
argued 40 years ago that there is no reason for laboratory subjects to
find the experience frightening or guilt-provoking, with the circum-
stances more akin to a challenging game in which relevant questions
are more likely to elicit orienting responses than reactions associated
with genuine fear or guilt” (p. 93). Implicit in the critics’ argument
about the importance of motivation is an assumption that fear and
guilt are necessary components of real-world polygraphs but are not
present in experimental studies. Iacono and Ben-Shakhar (2019) also
note that this assertion and its necessarily implicit assumption, have
never been tested.

Our analyses provided a partial test of the potential impact of
motivation on CQT outcomes and found a significant moderator
effect of Motivation. However, in stark contrast to the assertions of
the critics we found that the effect of motivation was linear and it
was not dramatic. In this regard our results replicate and extend the
meta-analytic results reported by Kircher et al. (1988). Our results,
based upon a large sample of highly varied CQT studies, strongly sug-
gest that the long-standing assertion of dramatic qualitative differ-
ences between CQT experiments and field studies based upon the
moderation of Motivation is without support. Our results indicated
that with the CQT liars and truth tellers produce similar results in
experimental and in field settings that differ quantitatively, but not
qualitatively. Significant and powerful discrimination is seen even in
experimental settings that provided no explicit contingency associated
with test outcome. However, our results do show that experiments
without any explicit motivation underestimate the discriminative
power of the CQT. The implication of our results with motivation sug-
gest that researchers who conduct CQT experiments should build in
an explicit reward/punishment contingency, as experiments with such
a contingency produce estimates that are closer to the effects sizes
found in field settings although they appear to somewhat underesti-
mate effect sizes in the field.

Our findings concerning the general potential moderator vari-
ables, Motivation, Subject Source, and Experiment versus Field, did
not replicate the results of Hartwig and Bond (2014). They found
weak detection effects and no significant moderator effects while we
significant effects for peer review status and for motivation/experi-
ment versus field. Given those differences it seems possible that the
expressive phenomena in interpersonal deception detection and those
in psychophysiological deception detection may represent different
processes. Research is needed to explore those differences. Neverthe-
less, the moderator effects we found although significant were not
substantial. The results of our analyses provide little or no support to
the long-standing claims, sometimes stated as facts, by the critics that
experiments are not useful for estimating field accuracy of the CQT.
The available data suggest that psychophysiological deception detec-
tion works the much the same way in an experiment as it does in
applied settings in the field.

Finally, we examined a potential moderator that was of specific
interest to CQT practitioners, Comparison Question Type. We did find
a statistically significant difference for CQT Type as a moderator in
the initial analysis that difference was not found in the separate ana-
lyses of the Experimental data. The range of the Comparison Question
Type variable was not represented in the Field data and thus could
not be tested. While this remains a bit of an open question for field
application, it is notable that direct comparisons between the two
techniques have generally failed to find significant differences
(e.g., Honts & Reavy, 2015).

To provide useful practical information to end users of CQT out-
comes we conducted Information Gain analyses. Within a median
sample of 11 studies both Truthful and Deceptive CQT outcomes pro-
vided significantly more IG than interpersonal deception detection
between base rates of guilt between 4% and 94%. Similar but stronger
results were found for a median sample from the Real-World motiva-
tion studies.

The information gain for both the entire sample and for the Real-
World motivation studies show separate peaks for information gain
for truthful and deceptive outcomes at different ends of the base rate
continuum. This is not surprising, but it has different implications for
end users. In cases where the base rate of guilt is relatively high, for
example in the population of persons formally charged with a crime,
truthful outcomes should be given more weight than deceptive out-
comes by the end user of the information. The United States Bureau
of Justice Statistics (2019) reports that the base rate of guilt (convic-
tions + guilty pleas) in the state courts was about 66% in 2006. Within
our Median Sample at a base rate of guilt at 66% the IG for a decep-
tive CQT outcomes was .24 and the IG for truthful CQT outcomes
was .47. This indicates that at the base rate of guilt for charged sub-
jects in state courts a truthful outcome is about twice as informative
as a deceptive CQT outcome. In the median sample from the Real-
World motivation studies with a base rate of guilt of 66% the IG for
deceptive outcomes was .27 and for Truthful outcomes as .45, essen-
tially the same IG values as those that are representative of the entire
sample of studies. At the same 66% base rate of guilt, layperson's
decisions that a person is truthful have an IG of .05 and deceptive
decision have and IG of .06. Thus, at the critical base rate for persons
charged with a crime, a truthful CQT outcome is approximately 9 times
more informative than a layperson conclusion that a person is truthful.
At that critical base rate, a CQT deceptive outcome is approximately
4 times more informative than a layperson conclusion that the person
is a liar.

At the other end of the base rate continuum the information
gain situation is different. Consider a case where there are three
suspects but only one person could have committed the crime, so
the base rate of guilt is .33. Within our Median Sample and Median
Sample for Real World Motivation a CQT truthful outcome had an
IG of .28 and .27, respectively at a base rate of guilt of 33%. Deceptive
outcomes had an IG of .37 and .43, respectively. Again, little difference
is seen in IG between the entire sample and those data from Real World motivation studies. At the same base rate of
guilt, a layperson's decision that a person is a truth teller has an IG
of 0.04 and a layperson's decision that a person is a liar has an IG
of 0.06. Thus, a CQT truthful outcome is approximately 7 times
more informative than a layperson's decision of truth teller and a
CQT deceptive outcome is approximately 6 times more informative
that a layperson's decision that a person is a liar.
6.1 | Caveats, cautions, and areas of concern

Our results show that, when estimated across the research literature, the CQT discriminates truth tellers from liars with a large magnitude of effect, \( r_{dec} = .694 \). Given our inclusion of a number of studies previous reviews have found to be substandard, our effect size estimate should be viewed as conservative. Although our effect size estimate was moderated by several variables, the moderator effects were small and had little impact on the IG provided by CQT test results. Moreover, all but two of those moderator effects went to non-significance when we conducted separate meta-analyses of the Experimental and Field data. However, our results should not be interpreted as indicating that all CQT polygraph tests have high accuracy. There was a large range of results that does not appear to be due to the tested moderators and thus there are likely other factors at work.

6.1.1 | Unanswered questions about the CQT field studies

Although the 50 field studies examined in this meta-analysis varied in many ways, the methodology was surprisingly and disturbingly invariant. In an effort to explore the reasons for the high variability in the field studies we attempted to examine a number of possible moderators. However, for most of those potential moderators there was either no information or there was minimal variation. In short, the field studies of the CQT can be generally characterized as quasi-experiments with non-equivalent groups where subject condition is determined retrospectively from a confession given either by a participant or by someone else involved in the investigation. Almost all of the data were generated in forensic settings by law enforcement polygraph examiners conducting investigations. The crimes being investigated with the polygraphs generally were not specified and presumably ran the full range of criminal activity. Not surprisingly many of the researchers involved in conducting field research on the CQT are involved professionally in polygraph testing, either in conducting CQT tests, conducting funded research, or appearing as experts in courts of law supporting or opposed to CQT testing. However, such connections are often not made explicit and for the older literature they are impossible to code.

The homogeneity of methods in the field research of the CQT is clearly a weakness. The one clear exception to the general homogeneity of the credibility criterion are the two field studies that used a paired testing protocol to determine a criterion of guilt and innocence (Ginton, 2013; Mao et al., 2014). Since the Ginton (2013) approach determines the guilt criterion by algorithm it seems reasonable to expect that if the field literature were highly biased in favor of CQT accuracy then the paired test algorithm approach should show reduced accuracy. However, that was not the case in these data. The mean \( r_{dec} \) value for field studies was .71 while the \( r_{dec} \) value for Mao et al. (2014) was .72 and for Ginton (2013) was .80. This is not to say the Ginton (2013) approach is the solution to the criterion problem as there is some disagreement about it as well (e.g., Ginton, 2020; Iacono & Ben-Shakhar, 2019). We are simply noting that this one clear contrast in methods fails to provide any support to the assertions of the CQT critics. Clearly there are weaknesses in the field data for the CQT and additional research that takes different and innovative approaches are needed to supplement the current literature.

6.1.2 | Assessing credibility versus interrogation ploy

In application in police and national security we see the polygraph being used in two ways. Some agencies use the polygraph as a credibility assessment test with the intent to use the outcome for its own value in focusing investigations, providing evidence, or in using the information for other decisions. Many of the studies included in our meta-analysis appear to fit that increased information model.

However, there is a second use in the field where examiners and/or their agencies use the polygraph as an evidence ploy to further an interrogation with the goal of obtaining a confession. Honts (2017) described the policies of the FBI polygraph program as they were revealed in a criminal case (U.S. vs. Jamico Tennison, 2016). In that case testimony was given by an FBI Supervisory Special Agent (SSA) who was also an instructor at the U.S. Government’s only polygraph training facility the National Center for Credibility Assessment (NCCA). The SSA’s testimony was clear that as policy the FBI put high emphasis on minimizing false negative errors with almost no concern for false positive errors. Moreover, FBI had chosen a specific combination CQT variant, scoring system and decision rule to reach that goal that included treating inconclusive outcomes as indications of deception. Honts (2017) provided an analysis based upon U.S. Government generated polygraph data that indicated that under the FBI’s policy only 17% of the actually innocent people given FBI polygraph examinations will avoid interrogation and, thus 83% of the actually innocent are needlessly subjected to a risk of making a false confession.

Concerns about the impact of misused or misinterpreted polygraph examinations are well documented in the false confession literature (e.g., see Kassin, Drizin, et al., 2010). That concern is amplified by the fact that people, including police (Honts, Kassin, et al., 2014; Kassin, Meissner, et al., 2005) and polygraph examiners (Honts, Forrest, et al., 2019) are unable to discriminate true from false confessions. The fact that four out of five actually innocent subjects tested by the FBI will be interrogated strongly suggests that under those conditions polygraph tests may be an important factor leading to false confessions. However, also see Bonpasse (2013) who documented the sometimes role (14.4%) of polygraph tests in wrongful convictions but also documented that for the majority of the wrongly convicted where there were polygraph tests conducted before conviction, 62.9% of those tests supported the defendant’s innocence but did not prevent a wrongful conviction.

6.1.3 | Weak standards for training and practice

Although polygraph tests are unquestionably psychological tests, Psychology as a profession has never claimed them as falling under the
domain of psychological test regulation. In the United States this fact has left the setting of standards and the regulation of training and practice for polygraph examiners to the various states and to professional organizations. Currently only 26 of the 50 United States license polygraph examiners (APA, 2019a, 2019b). Licensing requirements vary dramatically from state to state. Ethical standards are provided by the various professional groups (e. g., APA, 2015). However, those standards are rarely and inconsistently enforced and have no force over non-members. Similarly, the professional organizations have provided standards of practice (e. g., APA, 2018). However, those standards appear to be advisory and not binding. The APA accredits polygraph schools (APA, 2019a, 2019b), but there are a number of active polygraph examiner schools that do not have accreditation and a substantial number of practicing examiners have not graduated from an APA accredited school (for an example and additional information see, Honts & Handler, 2013). Moreover, even under the best of situations the requirements to conduct polygraph tests are far below those required to administer and interpret even the simplest of psychological tests. In the United States this lack of unified regulation, standards, practices and ethics has created a situation where end users are left to make decisions about the quality of the polygraph practice that generated the test results presented to them. Unfortunately, that seems to be an assessment that they are often poorly prepared to make.

6.1.4 | Countermeasures

Countermeasures are anything that the subject of a test might do in order to distort or change the outcome of that test. Polygraph tests in general and specifically the CQT, were shown to be vulnerable to countermeasures (see the review by Honts, 2014) in experiments. However, the frequency and effectiveness of countermeasures in field practice remains anecdotal. This is an area where additional research is needed. However, it is critical to note that this vulnerability to, and concern about, countermeasures is common to all tests where the subject of the test has something to gain or lose from the outcome of the test. The CQT is not at all unique in this regard and the existence of countermeasures should no more eliminate the CQT from applied use than it would any IQ test, personality test or other psychological assessment.

6.2 | Possible remedies

Unified, universal, and binding regulation defining standards for training, practices, and ethics along with universal licensing of polygraph examiners would be highly desirable. However, in lieu of Psychology as a profession owning the fact that polygraph tests are psychological tests and that polygraph tests should be regulated as such, this seems highly unlikely. In the meantime, transparency would seem to be the most readily achievable remedy. The 44-year long experience of the State of New Mexico with admitting the results of polygraph tests in courts of law may provide some guidance. The central part of the apparent success of New Mexico admitting polygraph test results as evidence seems to be their Rule of Evidence 11–707 (N.M. R. Evid. 11–707, 2015). Table S5 in our Supplementary Archive B describes the requirements for a polygraph test result to be admissible in the New Mexico courts. Rule 11–707 requires documentation through the provision of all of the polygraph test data and a recording of the examination to any opposing party. Those materials must be provided at least 30 days in advance of any legal proceeding and all polygraph tests taken by the examinee must be revealed. This transparency appears to have worked well in New Mexico for 44 years, and the requirements of Rule 11–707 would seem to be a good place for the polygraph profession to start in order to provide transparency for all polygraph testing.

6.3 | Theory and the CQT

Finally, we would like to address the long-standing criticism, most recently restated by Iacono and Ben-Shakhar (2019), that the CQT should not be used because there is a lack of a comprehensive theory to explain how the CQT works. We find the Iacono and Ben-Shakhar (2019) critique lacking on two grounds. First, the Iacono and Ben-Shakhar (2019) argument is an illogical straw man argument. There is no requirement that a full explanatory theory be in place before using a technology (Honts & Reavy, 2015). Honts and Reavy (2015) specifically detail the fact that aspirin, in clinical use since the late 1800s, still lacks a complete theoretical explanation of its medical action. Despite this lack of a complete theory the worldwide medical consumption of aspirin in 1998 exceeded 40,000 metric tons a year (Warner & Mitchell, 2002). The results of the present analyses clearly show that the CQT does work, albeit not perfectly. Moreover, the CQT works much better at assessing credibility than unassisted humans doing interpersonal deception detection. Despite this finding Iacono and Ben-Shakhar (2019) would have law enforcement around the world abandon the CQT in favor of near chance interpersonal deception detection. We find that position indefensible. The second striking weakness of the Iacono and Ben-Shakhar (2019) lack of CQT theory argument is simply that their argument is disingenuous on its face. There are relatively recent theoretical offerings that are consistent with the existing research literature. Ginton (2009) proposed a cognitive theory that focuses on attention. Senter et al. (2010) offered another cognitive theory based upon question salience. Honts (2014) proposed a theory of the CQT that adapted the Cognitive Load (Demand) theory proposed by Vrij and his colleagues (Vrij, 2008; Vrij, Fisher, et al., 2006) as a theoretical framework for understanding interpersonal deception. Many field practitioners state a belief that fear of detection is the underlying mechanism of the CQT. Iacono and Ben-Shakhar (2019) echo similar beliefs in their instance that the field and laboratory are qualitatively different due the emotional content of the field settings. However, the results of our meta-analysis have clearly falsified both of those positions by showing that the CQT provides a high-level of
discrimination in both the experimental and in field settings including experiments with no explicit contingency associated with test outcome. If, as the results of our meta-analysis show, the results are similar in no incentive laboratory studies and in studies where people are facing the loss of wealth, freedom and/or even life, then clearly neither fear, nor for that matter any emotion, are the sine qua non for the CQT to work, or to be scientifically studied.

However, the significant linear effect of motivation on the degree of discrimination is easily accounted for within any of the cognitive theories cited above. The increase in motivation simply helps to define the focus of the subject on the test questions critical to them, that is, the comparison questions for the actually innocent and the relevant questions for the actually guilty. However, what is lacking in the current CQT research literature are studies deliberately designed to test predictions that follow from these cognitive theories and research oriented toward the construct validation of the proposed cognitive mechanisms. Studies similar to Vrij, Mann, et al. (2008) where the effects of manipulating cognitive load on the ability to do interpersonal detection deception should be relatively easy to do with the CQT if scientists and funding agencies are willing to take on the work to directly advance our theoretical understanding in this domain.

6.4 | Concluding comments

The modern academic disagreement over the CQT has now lasted over five decades and several generations of scientists. We have no illusions that this meta-analysis will resolve this conflict. We ask only that undecided readers view the data with an open mind and consider the following two points. First, we would note that the arguments against the validity of the CQT are now almost completely lacking in data. Although there are some experiments and field studies with very low accuracy, those studies are shown by our analyses to be outliers and not representative of the central tendency of the research literature. Moreover, against the assumptions and predictions of the CQT critics we found that strong outcome contingent motivation was not required for the CQT work and that the relationship between CQT accuracy and motivation was positive, continuous, and linear.

Second, in the absence of data, Iacono and Ben-Shakhar (2019) tout a thought experiment that they say shows that it is possible for a chance technique to produce high accuracy in a field study. However, there are no data that support that thought experiment and it, like all thought experiments, is a pure invention of the mind. Moreover, their invention was based upon so many untenable assumptions that it can easily be seen as having been most likely derived as a backtrack. That is, it seems likely that the thought experiment started with their desired conclusion and they worked backward for the unique preconditions that would produce that desired conclusion (Honts & Thurber, 2019a, 2019b). Moreover, here we reported on 42 field studies published in peer reviewed journals. In contrast to the thought experiment there is not a single study where the number of false positive outcomes equals or exceeds the number of true positive outcomes. The critics of the CQT would have you believe that all 42 of those peer-reviewed studies are invalid artifacts and that the peer reviews for those journals and/or the editors of those journals are either incompetent or dishonest. We ask our readers to consider which of the following propositions is the more logical, parsimonious, and likely? First, the accuracy of the CQT is no better than chance in the real world and the CQT has a discontinuous non-linear relationship with motivation that is invisible in the peer-reviewed literature because all of the real-world studies are inaccurate and were published only by dishonesty and incompetence on the part of the scientific journals involved. Alternatively, the CQT is an imperfect tool that makes some errors, the CQT has a positive linear continuous relationship with motivation, and the CQT is accurate enough to provide substantial information gain to decision makers who are only able to detect deception with 54% accuracy.
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ENDNOTE

1 The critics of the CQT have also often raised criticism of the venues where the research was published. In particular, the journal *Polygraph*, now known as *Polygraph & Forensic Credibility Assessment: A Journal of Science and Field Practice* (PFCA) was dismissed as not a valid scientific venue by Iacono and Ben-Shakhar (2019), “Polygraph is not currently edited by a scientist, nor has it been in the past; it is not a peer-reviewed scientific journal.” (p. 89). Most of Iacono and Ben-Shakhar’s (2019) assertions about PFCA are simply false. Scientific articles submitted to *Polygraph/PFCA* have been peer reviewed at least since 1983, as the current first author has personal knowledge that Honts and Hodes (1983) was peer reviewed and revisions were requested prior to publication. All articles published in *Polygraph/PFCA* have been peer reviewed since the early 2000’s. Since 2002, *Polygraph/PFCA* has been indexed by Criminal Justice Abstracts and Criminal Justice Abstracts With Full Text (EBSCO, 2019). While it is true that the current Editor of PFCA does not
have academic credentials, he has coauthored a number of published peer-reviewed papers and is a coauthor of this manuscript. Moreover, Iacono and Ben-Shakhar fail to mention that persons with academic credentials and academic appointments have consistently been associate editors of Polygraph/PFCA. Currently nine of the associate editors have academic credentials. The direct involvement of academics on the editorial board of Polygraph/PFCA has been true since at least 1988. Notwithstanding Iacono and Ben-Shakhar’s misrepresentation of the status of Polygraph/PFCA, we correctly coded it as a peer-reviewed journal.
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