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Abstract
Cement hydration kinetics, characterized by heat generation in early-age concrete, poses a modeling challenge. This work

proposes a physics-informed neural network (PINN) named PINN-CHK designed for cement hydration kinetics, to predict

early-age temperature rises in cement paste. PINN-CHK leverages data-driven solutions to craft a high-fidelity prediction

model, encompassing material properties and maturity functions in cement hydration. Trained on heated cement paste data,

it simultaneously fits experimental results and underlying physics, yielding a mesh-free simulation. Incorporating gov-

erning partial differential equations (PDEs), and initial and boundary conditions into its loss function, PINN-CHK

architecture undergoes rigorous benchmark testing, demonstrating unparalleled predictive accuracy compared to con-

ventional deep-learning methods. It excels in predicting complete temperature fields during spatial–temporal cement

hydration, achieving a remarkable relative L2 error as low as 0.00341. PINN-CHK achieves exceptional convergence and

accuracy with only 5% of the training data, ushering in a new era in this crucial field. This innovative approach bridges the

gap between theory and practice, offering an attractive alternative to conventional finite element solvers for enhanced

comprehension of cement hydration kinetics and concrete maturity and strength development in cement-based materials.

Keywords Physics-informed neural network � Deep learning � Cement hydration kinetics � Hydration temperature �
Cement-based materials

1 Introduction

Cement hydration is a chemical reaction between cement

and water, resulting in the formation of calcium silicate

hydrate (CSH) and calcium hydroxide (CH) in fresh con-

crete. This reaction involves two distinct types of water in

the cement paste: evaporable and non-evaporable fractions,

with the latter, known as chemically bound water, actively

participating in the reaction [1]. CSH acts as the main

binder, contributing to concrete strength, while CH pro-

vides early strength. The microstructure, characterized by a

CSH network, is crucial for concrete properties. Opti-

mization of hydration and consideration of curing condi-

tions like initial curing temperature enhance concrete

performance in applications.

The process of cement hydration is an exothermic

reaction, resulting in the generation of heat and tempera-

ture rise within the cement paste [1]. This temperature rise

is a critical factor in assessing the hydration process, where

the concept of maturity is introduced to quantify the level

of hydration progress [2]. This concept is intimately linked

to temperature’s influence on the rate of heat release,

resulting in the development of an equivalent age concept

[2]. Thus, intricate nonlinear physical interactions charac-

terize the kinetics of cement hydration. Initially, the reac-

tion generates heat rapidly, but the rate diminishes over

time until heat generation stabilizes. Most of the heat is

produced in the early ages, and the chemical composition

remains relatively constant from 14 to 182 days [3]. At an
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early age, heat capacity impacts heat generation, the heat of

vaporization manages water phase changes, and thermal

conductivity influences efficient heat transfer and hydration

progress, manipulating the temperature-dependent charac-

teristics of cement-based materials. These properties

influence the degree of hydration, setting time, and strength

development in concrete. Consequently, significant tem-

perature fluctuations within the first few hours can lead to

concrete domain shrinkage, reducing its strength [4]. High

ambient temperatures can also accelerate evaporation and

increase water demand, resulting in rapid hydration, faster

setting, and reduced long-term strength [5–7]. The reduc-

tion in strength affects both concrete stiffness and fracture

energy, leading to the formation of cracks [8, 9]. Therefore,

it is crucial to develop tools for predicting and monitoring

cement hydration kinetics to mitigate these issues. Inac-

curate predictions of cement hydration temperature can

lead to issues like variable strength, setting delays, crack-

ing, and durability concerns in the construction industry.

Unpredictable hydration may also result in workability

challenges and temperature-related problems. Some real-

world examples of such issues stemming from inaccurate

cement hydration predictions include concrete cracks

caused by drying shrinkage and settlement [10–16], typi-

cally initiating within 3 to 56 days after concrete place-

ment. A comprehensive modeling framework can offer a

promising avenue to gain deeper insights into the cement

hydration kinetics in this regard.

Numerous researchers have employed numerical and

physics-based modeling to simulate cement hydration

kinetics and microstructure [17–19]. These models often

rely on solving mathematical equations describing reaction

and diffusion mechanisms [17–19]. Some modeling

approaches incorporate physical phenomena such as dif-

fusion, heat transfer, and water–binder ratios, solving PDEs

to evaluate temperature distribution and hydration rates in

cement paste [19–23]. However, constructing such pre-

dictive models involves dealing with computational chal-

lenges due to intricate mesh structures, complex

mathematical derivations, and the reliance on precise phase

composition and micro-scale geometry in traditional finite

element solvers. Existing finite element cement hydration

models exhibit limitations in accurately predicting tem-

perature changes due to oversimplified assumptions,

homogeneous material property representations, and chal-

lenges in capturing reliable hydration kinetics variability.

Issues related to realistic thermal boundary conditions such

as curing methods, scale dependency, and inadequate

experimental validation further contribute to inaccuracies.

Conversely, machine learning approaches in artificial

intelligence (AI) provide an alternative perspective com-

pared to the finite element method and have gained atten-

tion in recent decades. Leveraging a random forests (RF)

model allows high-fidelity predictions of the time-depen-

dent hydration kinetics in ordinary Portland cement (OPC)-

based systems [24]. While capable of predicting without

knowledge of the underlying kinetic mechanisms, it

encounters difficulties in capturing intricate nonlinear

relationships and interpreting results due to the black-box

nature of RF. Deep learning has gained prominence for

solving complex nonlinear problems using extensive data.

It has been utilized to tackle temperature-related concerns

since the 1990s, starting with the use of artificial neural

networks to learn about the convective heat transfer coef-

ficient [25]. Subsequently, various neural network archi-

tectures, including convolutional neural networks (CNNs),

have been employed to address heat transfer challenges

[26–31]. However, these models often rely on supervised

learning and require large labeled datasets for effective

training, creating challenges in data acquisition and limit-

ing their practical use in scenarios where obtaining such

data is difficult or costly. In addition, some unsupervised

deep-learning techniques have been applied to heat transfer

problems, focusing on thermal systems like heat conduc-

tion and convection [29–31]. These models, however, lack

physical guidance for temperature predictions and face

challenges, including the absence of labeled data, making

evaluation difficult without a ground truth. The complex

and abstract representations learned by these models pose

interpretability issues, and selecting appropriate hyperpa-

rameters can be challenging. Overfitting, scalability issues,

and sensitivity to initialization further contribute to the

difficulties. Recent advancements in deep learning center

on accurately estimating the remaining useful life (RUL)

for engineered systems, enhancing prognostics to predict

potential fatal failures due to aging or unexpected incidents

[32–35]. The synergy between reinforcement learning and

neural networks enhances the accuracy and adaptability of

such systems [32]. High prognostic accuracy on the RUL

estimation is achieved by using deep convolution neural

networks [33] and hybrid deep long short-term memory

networks [34]. Nevertheless, challenges such as limited

labeled data, interpretability, real-time constraints, trans-

ferability concerns, and the necessity for continuous

learning persist. Incorporating domain knowledge,

addressing imbalanced data, and managing resource-in-

tensive models are pivotal for effective applications in

complex OPC-based system kinetics. This necessitates an

essential multitask learning approach aligned with the

cement hydration physics in OPC. A novel deep-learning

framework, known as a physics-informed neural network,

emerges as a promising solution in this regard [36]. PINN

is a data-driven approach that integrates relevant physics

into the learning process [36]. It solves PDEs by mini-

mizing the residuals of these equations through a loss

function, making it effective with a relatively small amount
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of training data [36]. PINN has shown success in solving

PDEs and has been applied to various temperature prob-

lems, including multi-physics scenarios and natural con-

vection [37–42].

Within the above context, the research gap in cement

hydration predictions stems from the intersection of tradi-

tional finite element models, machine learning, and the

development of physics-informed neural networks. While

finite element models lack accuracy for complex processes

like cement hydration, machine learning models lack pre-

cision. As such, this work develops the PINN-CHK model,

a physics-informed neural network for cement hydration

kinetics that bridges the research gap by combining deep

learning with physical constraints. The industry demands

highly accurate and adaptable models capable of predicting

cement properties under diverse conditions, making this

integrated approach crucial for meeting industry needs.

PINN-CHK predicts early-age adiabatic temperature rise in

OPC-based cement hydration by leveraging experimental

data for training [43, 44]. The adiabatic condition signifies

a thermodynamic process occurring without the transfer of

temperature or mass between the system and its environ-

ment. The fully connected neural network (FC-NN) is

designed to capture cement hydration data and PDE-based

governing equations under specified initial and boundary

conditions. This achieves mesh-free simulation by

embedding physical laws into the model’s loss function,

reducing data requirements. A feed-forward network

(FNN) is trained to enable temperature prediction accom-

modating various initial curing temperatures. Xavier ini-

tialization and the limited-memory quasi-Newton method,

L-BFGS optimizer are employed for model optimization.

Applying the Xavier initialization method determines ini-

tial weights and biases, leading to improved convergence

speed. The efficiency of the established model is explored

by applying a hyperbolic tangent activation function Tanh.

Gradients are calculated using the auto-differential tech-

nique. The model’s differentiability concerning input

coordinates and free parameters enables the capture of

temperature evolution at various spatiotemporal scales.

The trade-off between data and physics is a pivotal

consideration in the PINN-CHK model development con-

text. This work highlights the trade-off between data-dri-

ven and physics-based approaches and emphasizes the

importance of incorporating a priori knowledge to reduce

data requirements. It is worth noting that the training set of

the PINN-CHK model comprises only 5% of the complete

dataset. This is achieved by introducing learning biases

through a judicious selection of loss function, constraints,

and inference algorithms that can modulate the training

phase of a PINN-CHK model to explicitly favor conver-

gence toward solutions aligned with the underlying cement

hydration physics. This approach employs temperature

PDEs, thermal conductivity, equivalent age, and concrete

maturity equations, along with data, to train a deep neural

network (DNN) representing space–time-dependent

hydration temperature fields. The proposed PINN-CHK

model’s performance is then rigorously assessed through a

comparative analysis, wherein it is juxtaposed against data-

centric methods, notably a naı̈ve DNN without any con-

sideration of physics. A series of ablation analyses are

undertaken to delve into the efficiency of PINN-CHK

architectures and the influence of training data on the

model’s performance. The model monitors optimization

complexity and visualizes weight hyperparameters, thereby

emphasizing the success of using reduced training data. A

robust validation against experimental data justifies the

model’s performance in a one-dimensional mesh-free

domain. Finally, this work presents hydration temperature

results under three different initial curing temperatures and

subsequently defines the space–time development of con-

crete maturity and strength.

In summary, this work proposes the PINN-CHK model

as an innovative and efficient simulation platform for

understanding cement hydration kinetics and early-age

temperature evolution with limited training data and

without complex numerical techniques. This innovation

provides a learning algorithm for concrete maturity and

strength, which can be integrated into a wide range of

hybrid approaches tailored to physics-informed learning

systems in cement-concrete research, attaining resilient and

high-fidelity predictions across diverse scientific and

engineering domains.

2 Modeling and computational methods

This work develops the PINN-CHK prediction model

concerning the governing equations of cement hydration

kinetics. The mathematical notations used in the PINN-

CHK development are summarized in Table 1.

2.1 Cement hydration kinetics

Cement hydration kinetics is a multifaceted process by

which Portland cement gains its strength through chemical

reactions with water. These reactions can be described by

Eq. (1) [45–49], which represents the pertinent chemical

transformations of the mineral constituents in Portland

cement during the hydration process.

2C3Sþ 6H ! C3S2H3 þ 3CH

2C2Sþ 4H ! C3S2H3 þ CH

C3Aþ CSH2 þ 10H ! C4ASH12

C4AF þ 2CH þ 10H ! C6AFH12

ð1Þ
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where the major compounds of cement, i.e., tricalcium

silicate C3S, dicalcium silicate C2S, tricalcium aluminate

C3A, tetracalcium aluminoferrite C4AF, and gypsum CSH2,

go through some series of reactions to produce calcium

hydroxide CH, ettringites, and heat release in the system.

Calcium hydroxide is generated in substantial quantities

during cement hydration. CH is water-soluble and can

leach out, resulting in increased porosity, particularly in

hydraulic structures. It also reacts with sulfates present in

soil or water to form calcium sulfate, initiating a detri-

mental process known as sulfate attack. Mitigating the

adverse impacts of CH by reducing its content in concrete

and converting it into cement-based products represents a

significant advancement in cement-concrete technology.

The amount of CH produced during the hydration of

cement paste is directly proportional to the degree of

cement hydration [50, 51]. By quantifying the degree of

hydration using Eq. (1), it is possible to measure both the

CH content and the associated heat production. Addition-

ally, the maturity concept hinges on the understanding that

the progress of hydration reactions is influenced by tem-

perature. By recording temperature and time data at various

locations within a concrete structure, it becomes feasible to

calculate a maturity value that accounts for the cumulative

temperature effect on hydration. Consequently, this work

formulates a thermal equation based on the maturity

equation, which incorporates the degree of cement hydra-

tion. This governing equation proves instrumental in pre-

dicting the time-dependent kinetics of cement hydration.

2.2 Governing equations

This work employs one-dimensional heat transfer princi-

ples to model the temperature rise during cement hydra-

tion. This implies that the cross-sectional area of the

cement paste domain remains consistent in the direction of

heat flow, and there is no heat dissipation from the sides of

the simulation domain. Based on the energy conservation

theory, the heat transfer equation in cement hydration can

be defined by Fourier’s law as follows:

qcp _T ¼ r � krTð Þ þ Q ð2Þ

where q is the density (kg/m3), cp is the heat capacity (J/kg-

K), T denotes temperature (K), k is the thermal conduc-

tivity (W/m–K), and Q is the heat of hydration or heat

generation rate (W/m3). Heat capacity at constant pressure

is calculated from the sum of the individual components of

cement paste, i.e., cement, sand, water, and chemically

bound water [1, 22].

The rise in temperature during the hydration process can

be represented by Eq. (3), defining the concept of equiva-

lent age [52, 53]. With each alteration in temperature, a

corresponding new equivalent age or time is determined

[52].

_te ¼ exp
E

R

1

Tr
� 1

T

� �� �
ð3Þ

where te stands for the equivalent age at the initial curing

temperature, E is the activation energy (J/mole), R is the

universal gas constant (8.314 J/mole-K), and Tr is a ref-

erence temperature (K).

The maturity equation establishes a relationship between

the equivalent age and the degree of hydration a [52, 54]. It

is presented in Eq. (4), facilitating the monitoring of the

advancement of the chemical reaction between water and

cement.

Table 1 Symbolic lexicon for PINN-CHK development

Variables

x Spatial coordinate

y Spatial coordinate

t Temporal coordinate

T Temperature

a Degree of hydration

T(x, t) Approximate solution

T̂ðx; tÞ Predicted temperature

Parameters

q Concrete density

k Concrete thermal conductivity

cp Heat capacity at constant pressure

w/c Water–binder ratio

Q Heat of hydration or heat generation rate

E Activation energy

R Universal gas constant

T(x, 0) Initial temperature

Tr Reference temperature

au Ultimate degree of hydration

b Hydration shape parameter

s Age parameter

te Equivalent age

Hu Ultimate heat of hydration

C Total amount of cement

t1 Time parameter

M Concrete maturity

S Compressive strength

S! The ultimate strength of concrete

M0 Offset maturity

A Regression coefficient

W Weight matrix

b Bias vector

13668 Neural Computing and Applications (2024) 36:13665–13687

123



_a ¼ exp
E

R

1

Tr
� 1

T

� �� �
aub
te

s
te

� �b

:exp � s
te

� �b
" #

ð4Þ

where au is the ultimate degree of hydration, b denotes the

hydration shape parameter, and s is the age parameter or

the hydration time (hours). From here, the heat generation

rate Q can be calculated through the following relationship

as in Eq. (5).

Q ¼ HuC _a ð5Þ

where Hu is the ultimate heat of hydration (J/kg) and C is

the total amount of cement (kg/m3).

The ultimate degree of hydration au can be calculated

based on the water–binder ratio w/c as in Eq. (6) [55].

au ¼
1:031w=c

0:194þ w=c
ð6Þ

The hydration time s can be calculated from the

equivalent age te, and time parameter t1 as shown in Eq. (7)

[56].

s ¼ 1þ te
t1

ð7Þ

Starting here, concrete maturity serves as an indicator of

the progress of curing. It reflects the interplay of concrete

temperature, time, and the gain in strength. These maturity

values can be determined through the application of the

Nurse-Saul equation [57]:

M ¼
Xt

0

T � Trð Þ:Dt ð8Þ

where M represents the concrete maturity at age t ( �C-
hours), and Dt is the time interval (hours). The reciprocal

formulation can establish the relationship between strength

and maturity, as shown in Eq. (9) [58].

1

S tð Þ ¼
1

S1
þ 1

A
:

1

M �M0ð Þ ð9Þ

where S is the compressive strength at time t (MPa), and

S! denotes the ultimate strength, i.e., compressive strength

after 28 days of curing (MPa). The offset maturity M0

implies that the strength of concrete does not begin to

develop until a certain amount of maturity is reached.

2.3 Data preparation

PINN-CHK attempts to model cement hydration tempera-

ture from an initial curing temperature of 10 �C (283.15 K)

and a surface temperature of 70 �C (343.15 K), learning

from the experimental data [43, 44]. The data is partitioned

into training and testing sets for the development of the

model. Various data points, representing 1%, 5%, 10%, and

20% of the training data, are selected at different locations

and times. They are randomly sampled to avoid over-rep-

resentation of any specific conditions. Table 2 presents the

statistical distribution of these data points to identify the

significance of dataset selection and their representative-

ness compared to the experimental data.

Both train and test data share similar statistical charac-

teristics with the experimental data in terms of statistical

measures such as minimum, maximum, and standard

deviation. This indicates that the training dataset is com-

prehensive and not biased, covering a wide range of con-

ditions and temperature values relevant to experimental

cement hydration. The selected train and test datasets are

drawn from the same distribution as the experimental data

and can be representative of diverse real-world scenarios. It

is important to highlight that a model trained on a dataset

that closely matches the statistical characteristics of the

original data is more likely to generalize well to new,

unseen data. This supports the choice of dataset selection in

the PINN-CHK model development. The trained model

will be validated further in later sections to justify these

selections.

During network training, a total of 10,000 collocation

points is utilized. Collocation points in PINN-CHK act as

anchor points where the neural network learns to approx-

imate the solution while respecting the cement hydration

physics encoded in the governing equations. To facilitate

the effective training of the model, the preprocessing step

of this work involves min–max scaling as expressed in

Eq. (10).

X ¼ X � lb
ub � lb

ð10Þ

Table 2 Descriptive statistics of the dataset

Variables Min Max Mean Std

Experimental data 1.0 180.0 90.5 52.11

t(hours) Train data 1.0 180.0 60.77 53.81

1% train data 1.0 162.0 54.0 63.33

5% train data 1.0 176.0 70.07 57.41

10% train data 1.0 176.0 70.45 55.88

20% train data 1.0 179.0 59.51 53.50

Test data 1.0 180.0 70.5 46.55

T(�C) Experimental data 10 70.25 59.68 17.18

Train data 10 70.25 48.88 25.54

1% train data 10 69.88 46.64 26.08

5% train data 10 70.18 51.08 25.70

10% train data 10 70.18 52.44 24.02

20% train data 10 70.25 47.90 25.69

Test data 10 70.25 59.68 17.18
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where X represents feature values, lb is the lower bound,

and ub is the upper bound of the feature. This operation

normalizes temperature as well as spatial and temporal

values to a range between 0 and 1. It is important to ensure

that the bounds are appropriately chosen based on the

characteristics of the original data. In this case, they are

chosen based on the minimum and maximum values of the

dataset. This ensures that all values are on a similar scale,

addressing issues of sensitivity to feature magnitudes in the

PINN-CHK network. It will help the optimization algo-

rithm to find the minimum of the loss function more effi-

ciently. It can lead to faster convergence during the training

of PINN-CHK. The discussion on model convergence and

weight distributions in each layer of the neural network, as

outlined in Sect. 3, can underscore the importance of the

preprocessing step in this work.

2.4 Physics-informed neural network

In this work, PINN is programmed to initiate data-driven

solutions of partial differential equations. PINN-CHK is

being designed to connect hydration physics to the deep

neural network. In the context of PINN, a nonlinear PDE

can be represented in a general form, as shown in Eq. (11).

T x; tð ÞtþN T x; tð Þ½ � ¼ 0; x 2 X; t 2 0; T½ � ð11Þ

where T(x, t) is the latent solution of the system, which is

expressed as a function of space x, for some time t, within a

given period [0, T]; x and t are the spatial and temporal

coordinates, respectively; X and qX denote the computa-

tional domain and the boundary, respectively; T(x, t)t
denotes the derivative of T(x, t) concerning time t; N is

called as a nonlinear differential operator. Here, x is an

independent variable defined over the domain, X.
The data-driven solution of the above PDE can be done

by defining a physics-informed neural network f(x, t) as

shown in Eq. (12).

f x; tð Þ ¼ T x; tð ÞtþN T x; tð Þ½ � ¼ 0 ð12Þ

In this approach, the function T(x, t) is approximated

using a deep neural network, denoted as f(x, t), creating a

PINN. Automatic differentiation is applied to compute the

derivatives of the network. Subsequently, the parameters

associated with both T(x, t) and f(x, t) are learned through

the minimization of a loss function. The developed PINN-

CHK takes into account various factors such as the water–

binder ratio, cement paste mixing properties, chemical

components of cement, and the initial curing temperature

to analyze their effects on the hydration reaction.

2.4.1 PINN-CHK architecture

PINN-CHK attempts to capture the early-age temperature

evolution during cement hydration, in a deep-learning

framework. The successful PINN architecture requires

achieving a perfect structure of the deep neural network,

including the number of layers, the number of neurons in

each layer, etc. The construction utilizes neural networks to

incorporate cement hydration knowledge, experimental

data, and physical constraints from a system of ordinary

and partial differential equations. The FC-NN fosters

interconnections between neurons in different layers while

training the network for predicting cement hydration tem-

peratures. In essence, the PINN-CHK architecture com-

prises two core components: a deep neural network and a

physics-informed neural network. A schematic diagram of

the developed PINN-CHK for solving the cement hydration

temperature is presented in Fig. 1. A one-dimensional

cement paste domain representing one arm (100 lm) of the

domain cross-Sect. (100 9 100 lm2) is considered, to

model the cement hydration temperature.

PINN-CHK employs a 3-layer neural network with 24

neurons in each layer for supervised learning using

experimental cement hydration data, adopting an FNN

based on the PINN framework [36]. Here, FC-NN is used

for solving cement hydration temperature by building up

inputs (x) and output (y) relations. The neural network can

be composed of multiple hidden layers, where the inputs

(X = [x1, x2,…, xi]) in each hidden layer produce some

outputs (Y = [y1, y2, …, yj]), through the FC-NN network.

The process can be demonstrated as follows:

yj ¼ r wi;jxi þ bj
� �

ð13Þ

where wi,j, and bj are the trainable weight matrix and bias

vector, respectively; r(.) is the activation function which

enables the nonlinear transformation of information

through the neurons in each hidden layer. This work adopts

a hyperbolic activation function, as illustrated in Eq. (14).

Tanh xð Þ ¼ ex � e�x

ex þ e�x
ð14Þ

Here, the hyperbolic tangent Tanh is a nonlinear acti-

vation function, which is taken to prevent linearity [59].

This enables nonlinear temperature data to pass through the

nodes and layers of the network. It is needed to initialize

the model parameters at first, for this four-layer network.

The Xavier initialization method is applied to decide the

initial weights and biases in the network [60]. This method

helps to set the output variance of each layer close enough,

which will enhance the convergence process and better

information flow through the network. Thus, a network

with L layers has to process the Linear to Tanh forward

function L-1 time for the layers 1 through L-1. The identity
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function, a linear activation function is added at the end for

the output layer L. The identity function helps to predict

temperature as a continuous variable. Thus, it enables an L-

model forward function. The following equation set

describes the design of the forward propagation module in

PINN-CHK.

z 1½ � ið Þ ¼ W 1½ �xðiÞ þ b 1½ �

a 1½ � ið Þ ¼ tanh z 1½ � ið Þ
� 	

z 2½ � ið Þ ¼ W 2½ �a 1½ � ið Þ þ b 2½ �

a½2� ið Þ ¼ tanh z 2½ � ið Þ
� 	

:::::::::::::::::

z 5½ � ið Þ ¼ W 5½ �a 4½ � ið Þ þ b 5½ �

a 5½ � ið Þ ¼ I z½5�ðiÞ
� 	

T
ið Þ

prediction ¼ a 5½ � ið Þ

ð15Þ

where the superscript [L] denotes a quantity associated

with the Lth layer, superscript (i) denotes a quantity asso-

ciated with the ith example. a[L] is the Lth layer activation,

and W[L] and b[L] are the Lth layer parameters. Here,

example x(i) represents the training set at the input layer. In

Fig. 1, the FC-NN is used to approximate the solution of

T(x, t), where fully connected layers take the coordinates

(x, t) as inputs, and then produce outputs T̂ðx; tÞ through the
neural network. Here, the information corresponding to the

cement hydration temperature has been passed through this

neural network. The hydration temperature experimental

data is fed into the network as the initial and boundary

conditions. These initial and boundary temperature values

are applied to the network at different space x and time t,

which are the input vectors at the input layer of the net-

work. The corresponding vector is then multiplied by the

weight matrix W[L] and added to the intercept b[L]. The

result is called the linear unit which carries some infor-

mation from the input. Next, Tanh activation of the linear

unit enables the hidden layers, to have the nonlinear

transfer of the hydration temperature information from one

layer to the next. The process is repeated several times for

each W[L] and b[L] until it reaches the [L-1] layer. Finally,

the identity function of the final linear unit is taken at the

Lth layer. Hydration temperature is a continuous variable,

and thus, the output layer predicts the temperature values

T̂ðx; tÞ through this regression network.

The second part of PINN-CHK architecture is to initiate

a solution to the hydration physics. In this part, the model

attempts to estimate the temperature–time effects in

cement hydration kinetics. The hydration temperature

shown in Eq. (2) can be rearranged and expressed in terms

of initial and boundary conditions, in this regard:

Fig. 1 Schematic of the PINN-CHK architecture developed for the cement hydration kinetics prediction
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qcp T
�
�r � ðkrTÞ � Q ¼ 0

Tðx; 0Þ ¼ 10

Tð0; tÞ ¼ Tð�1; tÞ ¼ TðtÞ
ð16Þ

where the approximate solution T(x, t) has its derivative as

T(x, t)t = T
:
= oT

ot . T(x, 0) denotes the initial curing tem-

perature of 10 �C at time t = 0, at all locations x. The

temperature increases gradually with the progression of

time t within a period [0, T].

Thus, the physics-informed neural network f(x, t) is

defined by hydration temperature as in Eq. (17), which can

further be expressed as Eq. (18) by coupling Eq. (3) and

Eq. (4).

f x; tð Þ ¼ qcp _T �r � krTð Þ � Q ð17Þ

f ðx; tÞ ¼ qcp _T �r � ðkrTÞ

� HuC : exp
E

R

1

Tr
� 1

T

� �� �
aub
te

s
te

� �b

:exp � s
te

� �b
" #

ð18Þ

te ¼ ODE _te; te0ð Þ ð19Þ

where te0 is the equivalent age at time 0 and te is the

equivalent age at time t.

To solve the hydration PDEs, it is necessary to calculate

the network output derivatives concerning the network

input. Here, the differential operators involved in the

hydration PDEs are evaluated by leveraging the automatic

differentiation method [61]. Automatic differentiation

applies the chain rule to compute the derivatives of the

DNN output. This will help to compute the physics-based

loss function without any discretization errors while

training the network. Thus, the derivatives of hydration

temperature T̂ x; tð Þ are calculated concerning space x and

time t. The temperature derivatives are then used to solve

the hydration PDEs. The equivalent age is quantified

through a function that solves the ordinary differential

equation. Thus, PINN-CHK approximates the hydration

temperature T(x, t) by the hydration PDEs, at different

space x and time t coordinates.

In the model development, the initial curing temperature

is kept equal to the reference temperature, to confirm that

no temperature gradient exists at the beginning. In this

work, it is believed that the degree of hydration can vary

between 0 and 1 depending on the progress of the hydra-

tion. This will identify the beginning of the hydration

process and its journey until it can achieve the ultimate

degree of hydration. Thus, the values of the equivalent age

and the degree of hydration are considered zero initially.

The PINN-CHK is trained based on the mean-squared

error (MSE) loss. The MSE loss function creates a criterion

that measures the mean-squared error between each

element available in the input (x, t) and target (y). The

prediction is done with training data points Nu and collo-

cation points Nf, chosen randomly at the boundary and

within the one-dimensional enclosure, respectively. Here,

collocation points are several points in the cement paste

domain, where predicted temperature which satisfies the

relevant hydration physics at those points is justified as

accurate.

The model utilizes L-BFGS Optimizer to minimize the

MSE loss function [62]. PINN-CHK is integrated into

Python utilizing a popular machine learning package

PyTorch [59]. It initializes the neural network, i.e. the

layers, as a list using a container, ModuleList [59].

MSE loss is considered as a combination of the loss

from the DNN and loss from the hydration PDEs. Loss

from the deep neural includes the losses from both initial

and boundary conditions. Thus, total loss L can be shown

as in Eq. (20).

L ¼ MSEDNN þMSEPDE ð20Þ

The neural network is trained by the given set of initial

and boundary conditions, which contribute to the loss

function through Eq. (21). This accounts for the losses

generated from the DNN.

MSEDNN ¼ 1

Nu

XNu

i¼1
u xiu; t

i
u

� �
� ui



 

2 ð21Þ

where xu
i, tu

i, ui represent the training data from initial and

boundary conditions.

On the other hand, the physics-informed neural network

f(x, t) contributes to the loss function through Eqs. (22–23).

This accounts for the losses generated from the hydration

PDEs.

MSEPDE ¼ 1

Nf

XNf

i¼1
f xif ; t

i
f

� 	


 


2 ð22Þ

MSEPDE ¼ 1

Nf

XNf

i¼1
qcp _T �r � krTð Þ




�HuC:exp
E

R

1

Tr
� 1

T

� �� �
aub
te

s
te

� �b

:exp � s
te

� �b
" #






2

ð23Þ

where xf
i, tf

i represent the collocation points within the

simulated domain.

It is noteworthy that MSE loss shares the same param-

eters between both DNN and PDE losses, which allows the

neural network to learn by minimizing both losses in par-

allel. Thus, the structure imposed by the cement hydration

equation enables physical interpretability within the deep-

learning framework.

PINN-CHK is trained to fit the nonlinear cement

hydration data. As such, the model is trained to find the

best hyperparameters. A reasonable choice of learning rate

13672 Neural Computing and Applications (2024) 36:13665–13687

123



is the crucial hyperparameter of neural networks [63]. The

model has been meticulously fine-tuned for a learning rate

of 1 9 10-3 throughout 10,000 training steps.

The parameters of the fully connected network are

trained using gradient descent and back-propagation of the

loss function. The model updates these parameters based

on the gradients derived from the back-propagation pro-

cess. The trained parameters are then used to make pre-

dictions. This iterative process continues until the losses

reach a minimum, and the model’s predictions align with

the experimental data. Consequently, once trained, PINN-

CHK can effectively generate physically informed fore-

casts of cement hydration temperature at the output layer.

The anticipated temperature can also be leveraged to

determine the progression of concrete maturity and

strength.

2.4.2 PINN-CHK model validation

PINN-CHK is designed to validate against the experi-

mental data of early-age temperature rise [43, 44]. The

mixing properties of cement paste must be aligned with the

experimental setup. To do so, an OPC400 specimen con-

taining 400 kg/m3 of cement content and a water–binder

ratio of 0.392 are taken into consideration [1]. The model

learns from an initial curing temperature of 10 �C and then

extrapolates the predicted hydration temperature for other

initial curing temperatures in the input. The details of the

model parameters and the relevant material properties are

presented in Table 3. The model prediction continues over

180 h to evaluate the early-age temperature rise in cement

paste.

To evaluate the performance of the developed PINN-

CHK in inferring the hydration temperature, the results

from PINN-CHK are compared to the experimental results.

The spatial assessment relied on performance metrics

including root mean square error (RMSE) as follows:

RMSE ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

N

XN
i¼1

yi � pið Þ2
vuut ð24Þ

where, N is the number of data, and yi and pi represent the

observed and predicted values, respectively. RMSE is a

statistical measure that quantifies the average magnitude of

the errors. Typically, lower RMSE values correspond to

reduced discrepancies between the experimental and pre-

dicted values, signifying the accuracy of the models.

The average of the space–time prediction of temperature

T̂ðx; tÞ from the trained PINN-CHK is plotted against the

experimental data. This work uses absolute errors in many

cases to highlight the model performance:

eT ¼ T � Texp


 

 ð25Þ

where eT is the absolute error between the predicted tem-

perature T and experimental temperature Texp. Incorporat-

ing experimental data into the network enables a

supervised learning task. Calculated as the absolute dif-

ference between predicted and experimental values, abso-

lute errors provide insights into how well the model

adheres to physics-driven constraints. Their interpretabil-

ity, robustness against outliers, and scale independence

make them suitable for communicating performance to

stakeholders.

Moreover, this work uses relative L2 error as the metric

in model validation:

eT ¼
T � Texp

�� ��
2

Texp
�� ��

2

ð26Þ

where eT is the relative L2 norm of the error, T � Texp
�� ��

2
is

the L2 norm of the prediction deviation of temperature at a

certain time, and Texp
�� ��

2
denotes the L2 norm of the

experimental data at that time. This metric will provide a

good quantification of the prediction accuracy at any cer-

tain time.

3 Results and discussion

This work delves into the temporal changes in temperature

during the early ages of cement paste hydration. This is to

reconstruct the cement hydration temperature from the

experimental data, for an initial curing temperature of

10 �C. Obtaining data at fixed locations makes it relatively

straightforward to measure physical parameters. As such,

continuous time data at fixed spatial points are fed into the

developed PINN-CHK network. Figure 2 illustrates these

points for 1%, 5%, 10%, and 20% training data at different

spaces and times. The selection of these training sets is

based on the calibration in training the network. Here,

Table 3 Material properties and the model parameters

Values Source

Concrete density, q 2349 [kg/m3] Calibrated

Concrete thermal conductivity, k 2.6 [W/m–K] Calibrated

Heat capacity at constant pressure, cp 9020[J/Kg-K] [1]

Activation energy, E/R 5000[K] [1]

Hydration shape parameter, b 1.52 [56]

Total heat of hydration, Hu 385,000 [J/Kg] [56]

Time parameter, t1 13 [56]

The ultimate strength of concrete, S! 27.4 [MPa] Calibrated
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x denotes the space where the location ranges from 0 to the

domain size of 100 lm, and t is the time in hours which

ranges from 0 to the model prediction period of 180 h. Red

colored dots denote the training temperature data chosen

randomly at the boundary. Blue colored dots are the col-

location points chosen randomly inside the domain.

It is required to train the network effectively to make

reasonable predictions from the developed PINN-CHK. As

such, the tuned model has been employed to generate

temperature predictions across various locations corre-

sponding to different training data points within the cement

paste domain. Figure 3 assesses PINN-CHK’s performance

in solving cement hydration temperature by displaying the

spatial distribution for the aforementioned collocation

points. It is being compared to the naı̈ve DNN model with

an identical neural network architecture as PINN-CHK.

Ground truth is defined as the experimental findings, which

are used to guide the training process in the PINN-CHK

through a suitable set of initial and boundary conditions.

The ground-truth temperature values collected from the

one-dimensional heat transfer experiment data are uniform

across all positions for any specific time [43, 44]. Here,

cement hydration starts with an initial curing temperature

of 10 �C, which should reach to a maximum temperature

of * 70 �C at the end of 180 h, based on the experimental

data. The difference between the ground truth and the

model prediction is quantified by the absolute error (|-

ground truth-prediction|), which evaluates the model

performance.

The two-dimensional visualization plot as shown in

Fig. 3 compares the performance of PINN-CHK and naı̈ve

DNN models in predicting cement hydration temperature

across varying training data percentages, ranging from 1 to

20%. This analysis unveils several crucial insights into

model performance across various spatial and temporal

locations. As the training dataset expands, the naı̈ve DNN

model gradually catches up with an RMSE of 5.33 for 20%

train data, reflecting its data-driven strength. With

decreasing RMSE values, the naı̈ve DNN model signifi-

cantly narrows the performance gap beyond a certain point

(5% training data). These insights highlight the interplay

between model architecture, data availability, and predic-

tive capabilities. However, the naı̈ve DNN model lacks

precision in predicting cement hydration kinetics and

physical patterns, exhibiting absolute errors as high as

40–50 �C. Conversely, the PINN-CHK model displays

remarkable robustness when the training dataset is limited,

offering more reliable predictions with scarce data. Look-

ing at the RMSE values, this work identifies the existence

of a ‘threshold effect’ in terms of training data, where

beyond a certain percentage, further data acquisition yields

no improvements in PINN-CHK model performance. In

this scenario, PINN-CHK demonstrates optimal behavior

with just 5% of training data having an RMSE as low as

0.88. Hence, on average, PINN-CHK predictions deviate

by approximately 0.88 �C from the experimental data,

which is very low compared to the mean temperature of

59.68 �C as described in Sect. 2.3. This leads to a negli-

gible absolute error (|ground truth—prediction|* 0), indi-

cating enhanced accuracy for the model trained with 5% of

the data. The outcomes reveal a gradual decrease in the

adiabatic temperature rise as the hydration process pro-

gresses over time. Nevertheless, once this threshold effect

is surpassed, PINN-CHK fails to enhance its performance

with additional training data. The RMSE values have

increased to 18.79 and 20.92 for 10% and 20% of the

training data, showing absolute error as high as 35–40 �C.
This implies that there exists a trade-off between the

Fig. 2 Training points: a 1% train data, b 5% train data, c 10% train data, and d 20% train data
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volume of data and the comprehension of the underlying

physics. The trade-off underscores the importance of

balancing data efficiency and model complexity in the

context of physics-informed modeling, suggesting that

Fig. 3 Visualization of the PINN-CHK prediction for different training points: a 1% train data, b 5% train data, c 10% train data, and d 20% train

data
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PINN-CHK may reach a saturation point in performance

with additional data beyond that threshold, while naive

DNN continues to leverage more data for improved

generalization.

Fig. 3 continued
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Fig. 4 Absolute errors in PINN-CHK prediction: a at space x = 0 lm, b at space x = 50 lm, c at space x = 100 lm, d at time t = 0 h, e at time

t = 90 h, and f at time t = 180 h
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Additional examination of the absolute errors is depicted

in Fig. 4, with box plots providing a statistical represen-

tation of prediction errors in various spatial slices (x) and

time instances (t).

The statistical distribution of absolute errors is visually

represented through box plots as shown in Fig. 4. In these

plots, the bottom of the box represents the 25th percentile,

and the top of the box corresponds to the 75th percentile of

the absolute error values. In this case, the median, or sec-

ond quartile, is denoted by a line inside the box, while the

mean value is indicated by a green triangle within the plots.

Accurate predictions with minimal errors are primarily

achieved with only 5% of the training data. When con-

sidering spatial slices at x = 0 lm, 50 lm, and 100 lm,

both the mean and median closely align for predictions

generated with 5% and 10% of the training data. In the case

of 5% training data, a few outliers are observed, whereas

10% training data show more outliers. However, the model

trained with 1% and 20% of the data exhibits numerous

outliers that deviate significantly from the mean and

median. On the other hand, when examining temporal sli-

ces at t = 0 h, 90 h, and 180 h, the mean and median

values of absolute errors intersect for all predictions,

whether using 1%, 5%, 10%, or 20% of the training data.

However, predictions with 1%, 10%, and 20% training data

exhibit larger absolute error values, while predictions

generated with 5% training data display a more stable dis-

tribution of absolute errors, with values approaching zero.

This suggests that predictions with 1%, 10%, and 20%

training data do not align well with experimental findings

and exhibit substantial variance over time. The average

temperature prediction across the entire domain, as depic-

ted in Fig. 5a, clearly demonstrates this stark contrast in

performance. For an initial curing temperature of 10 �C,
predictions with 1%, 10%, and 20% of the training data

perform poorly, except for the 5% dataset. In contrast,

predictions derived from the 5% training data exhibit

strong consistency with the experimental data, as illustrated

in Fig. 5b.

Figure 6 provides a more detailed representation of the

comparison between PINN-CHK predictions and experi-

mental data. This comparison specifically pertains to an

initial curing temperature of 10 �C and employs a training

dataset that comprises only 5% of the available data. It

focuses on the adiabatic temperature test conducted on

OPC400 concrete. As time progresses, the hydration tem-

perature experiences a consistent increase, with the rate of

temperature rise gradually stabilizing after 60 h. This sta-

bilization is primarily attributed to the depletion of the

chemical species involved in the hydration reaction pro-

cess. In Fig. 6a, the error bars visually represent the vari-

ability in temperature data, conveying the level of

uncertainty or error in the measurements. Notably, the

predicted temperature values closely match the experi-

mental data within a 5% variance, with the most significant

disparities occurring during the time interval between 25

and 35 h. This time range corresponds to a critical phase of

rapid cement hydration, characterized by complex physical

processes. The scarcity of experimental data during this

initial age makes accurate predictions challenging. How-

ever, the prediction accuracy gets significantly better

beyond this critical range, with absolute error values

approaching zero with the progression of time, as demon-

strated in Fig. 6b.

Therefore, PINN-CHK can achieve accurate predictions

with a minimal dataset, requiring as little as 5% of the

Fig. 5 PINN-CHK prediction comparison: a prediction results for different training sets, and b a comprehensive comparison with the

experimental data
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training data. It is possible to consider the weight distri-

butions of this trained network to provide valuable insights

into how neural networks are learning and processing

information for cement hydration temperature prediction.

Figure 7 describes the weight distribution and heat map of

the trained network. A neural network with three hidden

layers has four sets of weight distributions when plotting

histograms of weight values. The weights are connecting

one layer of neurons to the next layer. Figure 7a shows the

weight distributions for each connection between layers in

the neural network. This allows us to analyze how infor-

mation flows and is processed through the network during

training, providing insights into the network’s behavior and

learning process. The sparse distributions in the weights of

the first layer might suggest that the neurons in the first

hidden layer are not all equally active for every input

feature. Some neurons may be selectively responding to

specific input features or patterns. This can be a desirable

characteristic because it indicates that the network is

learning to extract relevant features from the input data.

Sparse activations can also reduce the risk of overfitting, as

the network is not over-relying on every feature. Normal

distributions in the weights of the intermediate layers (2nd

and 3rd) indicate that neurons in these layers are interacting

with a balanced mix of inputs from the previous layer. This

can be a positive sign, as it suggests that the network is

maintaining a balanced flow of information through these

layers. The normal distribution shape often implies that

weights are symmetrically distributed around zero, which

can lead to stable learning. Sparse distributions in the

weights of the final layer (4th layer) suggest that not all

neurons in the output layer are equally involved in gener-

ating predictions. Some output neurons may be more spe-

cialized in capturing specific patterns or features in the

data. Similar to the first layer, this can be a desirable

characteristic as it indicates that the network is not wasting

capacity on irrelevant output neurons. However, the

symmetric distributions indicate that the network is learn-

ing balanced representations.

The observed weight distributions in each layer of the

neural network can be interpreted with a heat map as

shown in Fig. 7b. Sparse distributions in the first and last

layers suggest that the network is focusing on relevant

features and patterns of the cement hydration kinetics for

the input and output data, respectively. Normal distribu-

tions in intermediate layers indicate balanced information

processing. Moreover, weight values are consistently

bounded within reasonable ranges. These attributes are in

harmony with PINN-CHK’s gradual learning of the cement

hydration kinetics process, as demonstrated in the valida-

tion plot presented in Fig. 6. The preprocessing step in this

model development helps to achieve such improved sta-

bility while training. Understanding the contribution of

each layer’s weights in influencing the model’s predictions

not only enhances transparency but also provides a com-

prehensive view of how the model processes information at

different levels, reinforcing the claim that the PINN-CHK

model is unbiased and its decisions are based on a clear and

interpretable rationale. This can be indicative of a well-

trained network and good convergence toward the solution.

Hence, the architecture of PINN-CHK has been designed

with 3 hidden layers, each containing 24 neurons. The

well-optimized PINN-CHK design, operating at a learning

rate of 1 9 10-3 and trained with just 5% of the data,

exhibits a minimal reliance on the data quantity.

Table 4 outlines computation times for parameter vari-

ations on the test data. Experiments on an NVIDIA RTX

Laptop GPU show minimal time for temperature prediction

aligned with trained model parameters. Deviations increase

computation time, indicating a correlation between model

parameters and speed. More training data proportionally

impacts processing time. This indicates a potential corre-

lation between the size of the training dataset and the

computational demands of the physics-informed network

PINN-CHK. The computation time of PINN-CHK is also

Fig. 6 PINN-CHK validation for OPC400 concrete: a comparison between the predicted and experimental data, and b absolute error
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compared with a naı̈ve DNN. PINN-CHK surpasses the

naı̈ve DNN in computation time, highlighting the effi-

ciency gains from integrating physics-informed constraints.

Performing sensitivity analyses on the parameters con-

cerning computation time reveals the model’s performance

across diverse design environments, providing insights into

its transferability and indicating a non-biased model. Thus,

the developed PINN-CHK model with 5% train data is

computationally efficient and can predict accurately with-

out compromising the speed. Consequently, the developed

PINN-CHK utilizes a 5% training dataset for subsequent

analysis, predictions, and extrapolations, encompassing

various initial conditions and boundary conditions.

The convergence of the PINN-CHK architecture during

the prediction of cement hydration temperature is illus-

trated in Fig. 8 for initial curing temperatures of 10 �C,

Fig. 7 Weight distributions of PINN-CHK neural network: a histograms and b heat maps
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20 �C, and 30 �C. The model initiates with an initial loss

and progressively reduces this loss with each iteration until

it reaches a minimum value as shown in Fig. 8a. After

5000 iterations, the training loss diminishes to 0.0873,

0.4415, and 0.0884 for initial curing temperatures of 10 �C,
20 �C, and 30 �C, respectively. This achievement attests to

the successful training process of the developed PINN-

CHK architecture. The convergence speed and accuracy

are assessed by examining the relative L2 norm of the error

vector. The L2 error serves as an indicator of the model’s

performance. In Fig. 8b, the L2 errors measure 0.00255,

0.03579, and 0.06548 in the trained PINN-CHK models for

initial curing temperatures of 10 �C, 20 �C, and 30 �C,
respectively. This demonstrates a faster convergence rate,

characterized by the gradual reduction in relative L2 values

during each iteration. Consequently, it ensures efficient

computations and higher predictive accuracy.

Figure 9 depicts the data-driven solution to the cement

hydration problems for initial curing temperatures of

10 �C, 20 �C, and 30 �C. An initial curing temperature of

10 �C shows a maximum temperature of * 70 �C, an

initial curing temperature of 20 �C comes up with a max-

imum temperature of * 80 �C, and an initial curing tem-

perature of 30 �C comes up with a maximum temperature

Table 4 Computational cost

and running time analysis for

PINN-CHK model

Parameters Values Time (s)

PINN-CHK Naı̈ve DNN

5% data 10% data 20% data 5% data 10% data 20% data

q 2349 [kg/m3] 0.031 0.048 0.085 0.068 0.093 0.105

3000 [kg/m3] 0.039

3200 [kg/m3] 0.04

C 300 [kg/m3] 0.031

400 [kg/m3] 0.031 0.048 0.085 0.068 0.093 0.105

450 [kg/m3] 0.043

w/b 0.3 0.033

0.392 0.031 0.048 0.085 0.068 0.093 0.105

0.4 0.034

T(x, 0) 10 �C 0.031 0.048 0.085 0.068 0.093 0.105

20 �C 0.034

30 �C 0.036

Hu 350,000 [J/Kg] 0.054

385,000 [J/Kg] 0.031 0.048 0.085 0.068 0.093 0.105

400,000 [J/Kg] 0.037

au 0.626 0.033

0.689 0.031 0.048 0.085 0.068 0.093 0.105

0.694 0.034

Fig. 8 Cement hydration temperature prediction: a training loss and b L2 norm of the error vector
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of * 90 �C, at the end of 180 h. As depicted in Fig. 9a,

the developed PINN-CHK initially assimilates knowledge

from the training data and the hydration PDEs for an initial

curing temperature of 10 �C. Subsequently, it applies this
acquired knowledge to make temperature predictions for

other initial curing temperatures, namely 20 �C and 30 �C.
These findings align with the experimental data on early-

age temperature rise [43, 44]. Upon comparing the pre-

dicted temperatures with the experimental data at time

points t = 1 h, 90 h, and 180 h, it becomes evident that the

results align consistently with the experimental data for

different initial and boundary conditions.

The descriptive statistics as shown in Table 5 also finds

predictions closely aligning with experimental data across

initial curing temperatures of 10 �C, 20 �C, and 30 �C. The

minimum, maximum, and mean values of the PINN-CHK

model in predicting cement hydration temperatures

demonstrate a high level of accuracy and precision. The

small standard deviation variations within 2% indicate the

model’s reliability and consistency in capturing the

underlying patterns in the data. This suggests practical

applicability, making the model a robust tool for estimating

temperatures during the curing process in construction. The

fact that the model performs well across a range of initial

curing temperatures suggests that it has successfully gen-

eralized from the training data to new, unseen conditions.

This is a positive sign for the model’s applicability to real-

world situations with varying curing temperatures.

Thus, the developed PINN-CHK exhibits a close fit to

the training data, indicating its proficiency in capturing the

Fig. 9 PINN-CHK predictions on an adiabatic temperature test of ordinary Portland cement: a average cement hydration temperature, b at time

t = 1 h, c at time t = 90 h, and d at time t = 180 h
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underlying patterns within the dataset. Furthermore, the

model’s superior generalization performance on unseen

physics-informed constraints such as different initial con-

ditions is a key indicator that there is no overfitting.

Overall, these characteristics collectively contribute to the

assertion that your PINN-CHK model is unbiased and well-

suited for real-world applications. However, not properly

incorporating external factors, material properties, or

environmental conditions may lead to biased model pre-

dictions. The PINN-CHK model undergoes training using

material properties and parameters outlined in Sect. 2.4.2.

Influences like humidity, ambient temperature, and other

environmental conditions can affect cement hydration and

properties, requiring careful consideration when incorpo-

rating them into the model.

Finally, the cement hydration temperature values pre-

dicted by PINN-CHK can be employed to determine the

evolution of concrete maturity and strength over time.

While temperature influences the kinetics of hydration, it

may not have a substantial effect on the development of

maturity and strength as shown in Fig. 10. Figure 10a

shows the concrete maturity which is consistent with the

temperature rise pattern as shown in Fig. 9a. Strength

increases with the increase in maturity, as shown in

Fig. 10b. It is confirmed that concrete with different curing

temperatures can reach the ultimate strength (27.4 MPa)

within 7 days of curing in this analysis. The phenomenon

where cement hydration temperature varies with different

initial curing temperatures while maintaining similar

maturity and strength profiles can be attributed to the

intricate interplay of chemical and physical processes

during cement hydration. Cement hydration is highly

temperature-dependent, with elevated temperatures accel-

erating the reaction kinetics, resulting in higher early-age

temperature peaks. Nonetheless, even in the presence of

temperature fluctuations, if the reference temperature

matches the initial curing temperature, and there’s initially

no temperature gradient, the formation of hydration prod-

ucts can exhibit a consistent pattern, resulting in similar

maturity and strength development. This behavior can be

understood through the Arrhenius-like temperature depen-

dence of cement hydration kinetics, where increased tem-

perature accelerates the reaction rate. As a result, while the

temperature profiles differ, the cumulative effect on

Table 5 Descriptive statistics of

the cement hydration

temperature

Temperature (�C)

Variable Min Max Mean Std Std. (? / -)

Initial Temp. 10 �C Experiment 10 70.25 59.68 17.18 –

Prediction 9.94 69.89 59.48 17.38 1.16%

Initial Temp. 20 �C Experiment 20 80.50 68.88 17.07 –

Prediction 19.78 79.50 69.88 17.17 0.59%

Initial Temp. 30 �C Experiment 30 90.60 78.54 17.13 –

Prediction 30.14 89.62 79.58 17.32 1.11%

Fig. 10 PINN-CHK predictions: a concrete maturity, b compressive strength
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maturity and strength is similar due to compensatory

changes in the reaction rates. This highlights the complex

and finely balanced nature of cement hydration, where the

interplay of temperature, time, and reaction kinetics ulti-

mately influences material properties.

Thus, by harnessing the capabilities of PINN-CHK, it is

possible to effectively reconstruct the intricate cement

hydration kinetics, even with a limited volume of training

data. The trained network exhibits a high level of relia-

bility, enabling it to confidently generate predictions and

extrapolate solutions for various model inputs. Therefore, it

excels not only in temperature prediction but also in

comprehensively capturing the broader aspects of concrete

maturity, strength development, and the fundamental

physical phenomena linked to cement hydration kinetics, in

contrast to the preceding cement hydration kinetics neural

network model [64]. Predicting early-age cement hydration

temperature with the PINN-CHK model has significant

implications for the construction industry. It optimizes

concrete mixtures, facilitating the design of structures with

desired properties, strength, and durability. The predictive

capability enhances construction scheduling, ensuring

quality control and mitigating risks of issues or delays. It

contributes to quality control during construction by

monitoring and controlling temperatures to prevent issues

like cracking. The findings contribute to informed material

selection, allowing engineers to tailor concrete composi-

tions for specific real-world applications. Ultimately, the

implications extend across improved construction prac-

tices, resource utilization, and advancements in the field of

cement-based materials. This represents a significant

technological advancement and underscores the innovation

in PINN model development.

4 Conclusion

This work develops a physics-informed neural network

approach for assessing the cement hydration kinetics in

fresh cement paste. The technical depth of the developed

PINN-CHK model is exemplified by its intricate handling

of computational complexity. Integrating physics-informed

constraints with neural networks necessitates solving

complex PDE-based governing equations of cement

hydration while optimizing the neural network concur-

rently. Achieving scalability involves optimizing the

architecture and parallelization strategies to handle

increased computational demands and available data effi-

ciently. The success of the developed PINN-CHK model in

predicting critical aspects of cement hydration, such as

temperature, maturity, and strength, is attributed to its

remarkable capacity to reconstruct these intricate processes

with limited training data. The network’s flexibility and

capacity to comprehend complex data patterns empower it

to offer precise predictions and extrapolate solutions for

diverse inputs within its model.

PINN-CHK accurately captures the temperature devel-

opment in one-dimensional cement paste domains. The

governing equation accounts for time-dependent coupling

among the heat transfer, equivalent age, and maturity

equations. The neural network is trained with appropriate

initial and boundary conditions based on the experimental

data, minimizing the loss function. The in-depth analysis

provides essential guidance for model selection based on

the quantity of training data, shedding light on the nuanced

interplay between data, model architecture, and predictive

accuracy in the context of cement hydration temperature

prediction. The fidelity of the PINN-CHK is determined by

three primary hyperparameters: the number of neurons, the

number of hidden layers, and the learning rate. Optimal

hyperparameter combinations for the PINN-CHK have

been determined by considering the trade-off between

solution accuracy and computation time. PINN-CHK’s

success is due to its optimized architecture with three

layers of 24 neurons each, operating at a learning rate of

1 9 10-3 and trained on just 5% of the available data.

Weight distribution analysis reveals the performance

characteristics of individual layers. Statistical metrics,

including mean-squared error, reinforce these selections,

supporting the training process under specific conditions.

Box plots graphically show the numerical spread of the

PINN-CHK prediction errors through the quartiles. PINN-

CHK predicts the temperature rise during cement hydration

in OPC400 specimens under adiabatic conditions. For

instance, with an initial curing temperature of 10 �C,
20 �C, and 30 �C the trained PINN-CHK predicts a

hydration temperature of approximately 70 �C, 80 �C, and
90 �C at the end of 180 h. Notably, the PINN-CHK model

predictions yield satisfactory results, with absolute differ-

ences as low as 0.5–3.5 �C when compared to experimental

findings. This validation demonstrates the effectiveness of

this physics-informed model.

PINN-CHK leverages automatic differentiation for

mesh-free modeling which improves the convergence rate,

offering a data-driven alternative to finite element methods.

What stands out as particularly noteworthy is the com-

prehensive analysis of accuracy, generalization, and sus-

ceptibility, which extends beyond statistical comparisons to

encompass considerations of overfitting and underfitting.

PINN-CHK shines as a more appropriate choice when data

is limited. It outperforms conventional machine learning

methods by satisfying both data and governing equations of

the cement hydration kinetics. Conventional neural net-

work architectures may struggle in predicting early-age

cement hydration temperature due to their limited ability to

explicitly enforce physics-based constraints. In contrast,
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the unique design of PINN-CHK architecture excels in

integrating domain knowledge, ensuring accurate and

physically meaningful predictions of early-age cement

hydration. By seamlessly complementing laboratory

experiments and underlying physics, PINN-CHK enhances

the depth and breadth of knowledge surrounding cement

hydration kinetics. This comprehensive understanding

helps mitigate thermal cracking risks, informs material

selection for concrete mixes, and contributes to environ-

mental sustainability in the construction industry through

reduced energy consumption. The incorporation of PINN-

CHK as a physics-guided approach marks a significant

potential shift in industry practices related to cement-based

materials. This not only enhances the accuracy of predic-

tions but also showcases the potential of hybrid models that

blend domain-specific knowledge with data-driven

techniques.

In summary, PINN-CHK is designed to capture the

early-age cement hydration temperature, concrete maturity,

and strength in cement-based materials, presenting a novel

and high-fidelity prediction approach to representing

cement hydration phenomena across different spatial and

temporal scales. The novelty of this work lies in embed-

ding the cement hydration physics into the loss function to

produce results from any inputs. PINN-CHK excels in

generalization, especially when confronted with minimal

training data, possibly due to this physics-informed nature.

This sets the stage for improving model accuracy by

incorporating multi-physics coupling, leveraging data-dri-

ven approaches, and enhancing generalization capabilities.

Real-time monitoring, collaboration between computa-

tional and experimental studies, and exploring novel

cement-based materials or sustainable alternatives repre-

sent promising directions for further advancements. Over-

all, PINN-CHK offers valuable insights for optimizing

concrete curing, promoting resource efficiency and poten-

tially reducing associated costs. This knowledge will aid in

assessing the long-term performance of structures and drive

ongoing research and development, fostering innovations

in cement-concrete formulations and AI-based construction

methodologies. The ethical use of AI in construction

revolves around ensuring transparency, fairness, account-

ability for errors, regulatory compliance, worker impact,

and data security. PINN-CHK paves the way for making AI

models more interpretable, mitigating biases in training

data, establishing clear accountability mechanisms for

errors, and complying with industry regulations.
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