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ABSTRACT
Research into self-assembled semiconductor quantum dots (QDs) has helped advance numerous optoelectronic applications, ranging from solid-state lighting to photodetectors. By carefully controlling molecular beam epitaxy (MBE) growth parameters, we can readily tune QD light absorption and emission properties to access a broad portion of the electromagnetic spectrum. Although this field is now sufficiently mature that QDs are found in consumer electronics, research efforts continue to expand into new areas. By manipulating MBE growth conditions and exploring new combinations of materials, substrate orientations, and the sign of strain, a wealth of opportunities exist for synthesizing novel QD nanostructures with hitherto unavailable properties. As such, QDs are uniquely well positioned to make critical contributions to the development of future quantum technologies. In this tutorial, we summarize the history of self-assembled QDs, outline some examples of quantum optics applications based on QDs, discuss the science that explains the spontaneous formation of QDs, and provide recipes for successful QD growth by MBE for some of the most commonly used semiconductor materials systems. We hope that compiling this information in one place will be useful both for those new to QD self-assembly and for experienced researchers, ideally supporting the community’s efforts to continue pushing the boundaries of knowledge in this important field.

Published under license by AIP Publishing. https://doi.org/10.1063/5.0012066

I. INTRODUCTION AND BACKGROUND
For the last 30 years, epitaxial quantum dots (QDs) have been the subject of intense research interest across physics, materials science, and electrical engineering. QDs represent a highly tunable platform for research driven by fundamental scientific questions and technological applications alike. We can think of a QD as a quantum well that confines charge carriers in all three spatial dimensions. When the size of the QD approaches the electron’s de Broglie wavelength, the resulting energy quantization produces a density of states that approximates a series of discrete delta functions. Viewed from this perspective, the quantum states of an individual QD are very similar to the electron orbitals of an atom. The key difference is that an atom’s position in the periodic table dictates the specific energies of its electron orbitals. In contrast, the confined energy states of a QD are inherently tunable. By controlling their size, we can design and create QDs that emit or absorb light at very specific wavelengths.

In the 1970s, researchers used a new technology, molecular beam epitaxy (MBE), to synthesize the first quantum wells with one-dimensional quantum confinement. However, going further, to produce nanostructures that offered two-dimensional or three-dimensional quantum confinement was, at the time, a huge technological challenge. By the early 1990s, researchers had developed two techniques for achieving three-dimensional confinement, both based on the initial growth of a quantum well.

The first approach used top-down processing to fabricate narrow pillars with diameters of a few tens of nanometers. Each pillar contained a small disc of the quantum well, with in-plane confinement offered by the pillar’s sidewalls [Fig. 1(a)]. Indeed, this was the approach used in the paper that coined the term “quantum dots” to describe nanostructures with three-dimensional confinement.

The second approach grew out of quantum point contact research, where electrostatic gates on the sample surface lower
the Fermi level to deplete carriers from specific regions of the underlying quantum well. In this way, researchers produced small, discrete disks or “puddles” within the quantum well, each of which offered three-dimensional confinement.11–13

These two approaches both permit the synthesis of arrays of QDs at precise locations, making it easy to subsequently build devices around them. One can also tune the diameter of gate-defined QDs after fabrication, simply by controlling the gate voltage applied. These approaches do, however, share some disadvantages. Both require extensive post-growth processing, which can be expensive and time-consuming. What is more, the maximum areal QD density that can be practically achieved with these approaches is \( \sim 10^8 \text{ cm}^{-2} \), which is lower than the \( > 10^{10} \text{ cm}^{-2} \) needed for efficient QD-based light emitters.

The discovery of self-assembled QDs around 1990 presented researchers with a straightforward synthesis approach for QDs that required no post-growth processing and could easily provide areal densities \( > 10^{10} \text{ cm}^{-2} \) [Fig. 1(b)]. The development of self-assembled QDs came about almost by accident. Since the early 1980s, researchers had known that certain combinations of materials began growth in a smooth, layer-by-layer growth mode. However, once some critical thickness was reached, a spontaneous transition to 3D island formation occurred, consistent with the Stranski–Krastanov (SK) growth mode.\(^5\) Island growth was typically associated with materials systems such as Ge on Si(001) and \( \text{InGaAs} \) on GaAs(001) that have large differences in lattice constants and/or surface energies.\(^15\)–17 Considerable efforts were invested in understanding and suppressing the self-assembly of these undesirable 3D islands.\(^18\)–22

The breakthrough came when researchers recognized first that during the initial stages of growth, these 3D islands are actually dislocation-free,\(^22\)–25 and second that their heights and diameters are close to the electron de Broglie wavelength in these semiconductors.\(^26\),27 When islands consisting of a narrow bandgap semiconductor were embedded within a wider bandgap semiconductor, they behaved as optically active QDs.\(^14\)–27,31 Carrier confinement in quantized energy states was confirmed using photoluminescence (PL) spectroscopy.\(^32\)–35

Once these facts were established, the floodgates opened, and self-assembled QDs became the subject of intense research activity. Self-assembled QDs have since been demonstrated in a range of materials systems, including Ge/Si, \( \text{InGaAs/GaAs} \), \( \text{InGaSb/GaAs} \), \( \text{InAs/P/GaAs} \), \( \text{InAs/GaP} \), \( \text{GaAs/GaP} \), \( \text{InAs/GaAs} \), \( \text{InAs/InP} \), \( \text{InGaAs/GaP} \), \( \text{InGaAs/AlN} \), \( \text{InGaAs/GaN} \), \( \text{CdSe/InSb} \), and \( \text{CdTe/ZnTe} \). The features that unite all of these materials systems are growth on a (001)-oriented substrate and the presence of compressive strain.

More recently, QDs on (110)- and (111)-oriented surfaces have also been achieved using tensile rather than compressive strain to drive the self-assembly process.\(^34\)–40 Tensile-strained self-assembly has now been demonstrated in the GaP/GaAs, GaAs/InAs/GaP, GaAs/InGaAs/GaP, and Ge/InGaAs/GaP materials systems on both (110) and (111) substrates.

Compressive strain increases a semiconductor’s bandgap, while tensile strain reduces it.\(^38\) In conjunction with the size of the bulk bandgap and quantum size effects, we can, therefore, use the sign and magnitude of strain in a QD to achieve exquisite control over the transition energy between electron and hole ground states. Together with their discrete density of states, these characteristics mean that laser diodes built around QDs exhibit exceptionally low-threshold currents and excellent temperature stability.\(^62\)–64 QDs will continue to drive innovations in optoelectronic research.

**II. QUANTUM DOTS FOR QUANTUM TECHNOLOGIES**

It is the unique properties of QDs for quantum information and communication applications that is of most relevance to this special topic collection.\(^65\)–68 QDs are ideally suited for use as single-photon emitters, as single-photon detectors, and as sources for...
of entangled photons, all of which are key components in various quantum information systems.65,67–72

A. QD single-photon emitters

An electron and a hole confined within a single QD will experience electrostatic attraction and can form a bound state known as an exciton. When the electron recombines with the hole, a photon is emitted whose energy corresponds to the transition between the electron and hole ground states of the QD. We can create excitons in a QD device structure by either optical or electrical means. Since one exciton can only produce one photon, we can, therefore, use a QD to generate single photons on demand.73 A QD placed within an optical cavity, such as a photonic crystal, can hence be used as an efficient single-photon emitter.

We use photon correlation measurements to verify that a QD is indeed behaving as a quantum emitter of single photons. Quantum emitters exhibit a property known as photon antibunching, which means that the probability of more than one photon being emitted within some time window is essentially zero.74–76 In other words, a QD that is truly a quantum light source can only emit a single photon at a time. To check for photon antibunching, we use a Hanbury Brown and Twiss (HBT) setup.79 Using a monochromator, we spectrally filter the QD emission and then pass it through a non-polarizing 50:50 beam splitter. Each arm goes to a high-sensitivity, low-noise single-photon detector. These two detectors are connected to a timer whose resolution is typically a few 100s of picoseconds. This timer provides the delay time (τ) between successive photon detection events, allowing one to plot the second-order autocorrelation function g(2)(0).80 Photon antibunching, and hence single-photon emission from a QD, is characterized by a dip in the second-order autocorrelation function at zero time delay, where g(2)(0) < 0.5 (Fig. 2). Using pulsed laser excitation, we can use this approach to demonstrate triggered single-photon emission.73,76,78

High-quality single-photon emitters are in great demand for various quantum technologies,71 including quantum key distribution (QKD),65,80 true random number generation,71 and quantum metrology for sensing below the shot-noise limit.82

B. QD single-photon detectors

The ability to detect single photons is clearly central to the HBT setup described above for confirming single-photon emission. However, single-photon detection is also critical in its own right to the success of various quantum technologies, perhaps most notably for QKD applications.65,66

Although single-photon detectors based on Si avalanche photodiodes (APDs) and superconducting nanowires are in widespread use,84–86 QD-based single-photon detectors offer several advantages.5,87–92 These include a III–V semiconductor device architecture compatible with QD single-photon emitters, infrared detection beyond the band edge of Si (for example, at fiber-optic wavelengths), very low dark count rates, and the lack of problems with afterpulse noise seen in InGaAs APDs that result from the avalanche process.85,87–92

For single-photon detection, QDs are placed close to the channel of a field-effect transistor88,89,91 or the double barriers of a resonant tunneling diode.90,92,93 The capture of a single photon by a QD generates an electron–hole pair, which in turn produces a measurable change in the device current, and the single photon is detected.

C. QD entangled photon sources

According to quantum mechanics, a pair of quantum entangled photons exhibits a superposition of all polarization states and can be described by a single wavefunction. These entangled photons exhibit the counterintuitive property that even if some arbitrarily large distance separates them, their polarizations remain physically linked. Measuring the polarization of one photon instantaneously causes its counterpart to assume the opposite polarization. Entangled photons are essential for various quantum communication technologies.67,85,94–96 As a result, research groups have explored various means to create entangled photons, including non-linear optical effects, single atoms or atomic ensembles, and nitrogen color vacancies in diamond.98–100 However, the generation of entangled photon pairs in semiconductor QDs has some distinct advantages. As we have seen, QDs are compact, tunable, and we can electrically trigger them to emit photons on-demand.73,101,102

We can use a QD to generate entangled photons via the biexciton–exciton cascade (Fig. 3).103–105 Two electrons and two holes within a QD form a bound biexciton state (XX). For the biexciton to decay to the ground state |0⟩, the two electron–hole pairs must recombine, releasing two photons in the process. The key is that the first exciton recombination event puts the remaining exciton in one of two states, |XX⟩ or |XH⟩, which are orthogonally polarized. If we cannot say which of the two intermediate exciton states the cascade passed through, then the polarization of the two photons emitted will be entangled.
An alternative approach is to choose a QD system that has an intrinsically low fine-structure splitting. Self-assembled QDs grown on (111)-oriented substrates exhibit vanishingly small values of $|s|$ due to the high symmetry of this surface.66 QD formation on (111) surfaces can be achieved with either droplet epitaxy (see Sec. III) or tensile-strained self-assembly (see Sec. VI), with both methods showing promise for future quantum technology applications.112

In the remainder of this tutorial, we seek to provide an overview of the fundamental principles and techniques relating to the growth of self-assembled QDs by MBE. Clearly, an exhaustive review of every study of self-assembled QDs is beyond the scope of this tutorial. Rather, we have aimed to summarize the typical MBE parameters widely used to grow QDs in some of the more commonly encountered QD materials systems. It is our hope that this information will be sufficient for someone unfamiliar with QD self-assembly to get started and to begin growing optically active QDs by MBE for quantum information applications.

III. APPROACHES TO QD GROWTH BY MBE

The technological potential of QDs quickly pushed research toward the phenomenological design of processes that produce uniform, high-density, defect-free QD arrays. For device applications, the ability to reliably tailor QD size, shape, and spacing was essential. QD self-assembly meets these requirements without the need for pre-growth substrate patterning and can be accomplished in two ways: via induced nucleation through droplet epitaxy115 or through strain-driven processes, which are the focus of this tutorial.114 These techniques rely on stochastic nucleation events so that the resulting self-assembled QDs are distributed randomly across the substrate. For an excellent review of efforts to engineer QD arrays with specific placement, see Ref. 115.

Droplet epitaxy (DE) enables the growth of QDs, even in unstrained materials systems.116–118 DE growth of III–V QDs is a three-step process. (1) Grow a smooth III–V buffer surface and close the group V source(s) and wait for the background pressure to become negligibly low. (2) Open the group III source(s) to deposit a few monolayers of pure metal to form liquid nanodroplets. (3) Reopen the group V source(s), crystallizing the liquid nanodroplets into III–V semiconductor QDs. By removing the requirement for strain, this method increases the possible combinations of materials from which we can synthesize QDs.118 Researchers have also grown QD molecules, quantum rings, and quantum holes by DE.119–120 References 121 and 122 provide more information on DE. The rest of this tutorial concentrates solely on the self-assembly of strained QDs.

IV. STRAIN-DRIVEN QD SELF-ASSEMBLY

A. Thermodynamics and kinetics in MBE

As with other epitaxial growth techniques, MBE depends on thermodynamic and kinetic contributions. The rates of various processes, the strain in a given material system, and the relative magnitudes of the surface energies are all critical factors in determining the outcome of a given growth. Researchers use thermodynamic wetting arguments to explain and predict the growth mode.
for a given material system.123-125 The three relevant parameters are the surface free energies of the epilayer–vacuum interface \( \gamma_e \), the epilayer–substrate interface \( \gamma_i \), and the substrate–vacuum interface \( \gamma_s \). In addition, if the epilayer’s lattice constant is larger (smaller) than that of the substrate, the epilayer will experience compressive (tensile) strain due to the Poisson effect.126

Classifying growth modes based solely on surface energy and strain considerations is valid only if we assume the system is close to thermodynamic equilibrium. MBE is a far-from-equilibrium growth technique,124 although annealing can provide sufficient time for effects such as Ostwald ripening to occur, where larger QDs grow at the expense of smaller QDs.127 Whether growth occurs or not is also a function of the relevant rates of various processes including atomic arrival, desorption, diffusion, and bonding. There are numerous interactions between adatoms and terraces, steps, kinks, and surface defects (Fig. 4). At typical atomic fluxes and substrate temperatures, growth by MBE is, therefore, limited by kinetics rather than thermodynamics.

During MBE, the interplay between thermodynamics and kinetics gives rise to three growth modes. First is the Frank–van der Merwe (FM) growth mode, which proceeds either via 2D layer-by-layer [Fig. 4(a)] or step-flow crystal growth [Fig. 4(b)]. On surfaces where the average adatom diffusion length is less than the distance between neighboring step-edges, crystal growth will tend to proceed via layer-by-layer growth. On surfaces where the average adatom diffusion length is greater than the distance between neighboring step-edges, crystal growth will tend to proceed via step-flow growth.

During layer-by-layer growth, low mobility adatoms will locally nucleate into 2D islands that eventually merge to form complete single-crystal layers [Fig. 4(a)].128 If adatom diffusion is very low (for example, if the substrate temperature is too low), multi-layer growth (i.e., roughening) can occur. Adatoms landing on top of existing 2D islands have insufficient energy to overcome the Ehrlich–Schwoebel (ES) barrier and descend to the main epitaxial layer growth (i.e., roughening) can occur. Adatoms landing on top of existing 2D islands have insufficient energy to overcome the Ehrlich–Schwoebel (ES) barrier and descend to the main epitaxial surface. ES potential barriers exist at the top of step-edges and prevent low energy adatoms from moving down to the terrace below.129 The ES barrier occurs because as the adatom passes over the top of the step-edge, it sees a “missing” atom and so it has fewer bonding sites (has lower coordination) than an adatom on the smooth terrace. The result of the ES barrier is that low energy adatoms may coalesce to form a new island on top of an existing island before the full 2D layer is completed.125

In contrast, for high mobility adatoms whose diffusion lengths exceed the average terrace width, step-flow growth may occur instead [Fig. 4(b)]. An adatom on the lower terrace that is able to reach the bottom of a step-edge will encounter a potential well.129 This potential well occurs because of the increase in adatom coordination due to the opportunity for bonding with step-edge atoms as well as those on the terrace itself. The result of this potential well is that most adatoms will join the growing crystal at the step-edges [Fig. 4(b)]. The step-edges grow out at the same rate and the surface morphology is essentially preserved.

For more detail on ES barriers, and crystal growth kinetics in general, we direct the reader to Refs. 130 and 131.

FM growth typically occurs in materials systems where strain is low. When \( \gamma_e + \gamma_i > \gamma_s \), it is energetically favorable for the epilayer to completely wet the substrate surface, giving rise to the FM growth mode [Fig. 5(a)]. It follows that the spontaneous formation of 3D QDs does not arise naturally from this growth mode.

**B. Volmer-Weber growth**

The second growth mode we must consider is the Volmer–Weber (VW) growth mode, which produces discrete, 3D islands [Fig. 5(b)]. For VW growth, the condition \( \gamma_e + \gamma_i > \gamma_s \) must be met, resulting in dewetting of the epilayer so that 3D islanding occurs. In situations close to thermodynamic equilibrium, the contact angle between the VW islands and the substrate surface is given by \( \cos \theta = (\gamma_e - \gamma_s)/\gamma_i \).123 In practice, the VW growth mode is rarely encountered among the semiconductors of interest for QD-based optoelectronics. Typically, only very thin layers of materials under extremely high strains (>10%) self-assemble via the VW growth mode, for example, in the InPSb/InP, GaPSb/GaP, and InN/GaN QD systems.132-134

That being said, QD self-assembly by the VW mode does occur under lower strains in some hybrid group V/III–V semiconductor systems.135-140 VW-based self-assembly has also been reported for tensile-strained systems such as GaP/GaAs(110) and
Ge/InAlAs(111)A, where QD formation is mediated by step-edges on the substrate surface. If the potential well associated with the ES barrier is sufficiently deep, adatoms will not cross from one terrace to another but instead preferentially accumulate at the bottom of the step-edges. This means that locally, the adatom density can quickly become high enough to trigger island nucleation, even when the total amount of material deposited is less than 1 monolayer. The result is the preferential self-assembly of QDs at the step-edges [Fig. 6], in contrast to the randomly distributed QDs we typically see during strain-driven self-assembly.

**C. Stranski-Krastanov growth**

The third growth mode we must consider is the Stranski-Krastanov (SK) growth mode, where initial 2D growth transitions into the self-assembly of 3D islands [Fig. 5(c)]. SK growth typically occurs for intermediate levels of compressive or tensile strain, say 2.5%–10%. During the initial stages of SK growth, the various surface free energies are such that the epilayer wets the substrate surface. The group III adatom diffusion length is sufficiently high that we initially obtain layer-by-layer growth of a 2D wetting layer. However, as the wetting layer gets thicker, the strain energy builds up, and a competition between plastic and elastic strain relief mechanisms comes into play. Depending on the specific combination of sign of strain and substrate orientation, this strain energy will be relieved either plastically by dislocation nucleation and glide, or elastically by surface roughening. For compressive strain on a (001) substrate or tensile strain on a (110) or (111) substrate, elastic strain relief is energetically favorable, and a morphological change can occur from 2D to 3D growth. This transition is the hallmark of the SK growth mode.

Due to its propensity to surface segregate, the presence of indium in certain QD systems can further complicate the picture. The archetypal example of this is in the self-assembly of InGaAs/GaAs(001) QDs. In–Ga intermixing at the epilayer–substrate interface dilutes the indium composition of the InGaAs epilayer below its nominal value (Fig. 10). However, indium also undergoes strain-driven vertical segregation, which enriches indium content at the InGaAs surface. Once this surface indium concentration reaches 80%–85%, the strain is large enough for the SK transition from 2D to 3D growth to occur. As we reduce the nominal indium composition of the deposited InGaAs, we lower the strain, but we also lower the amount of indium available. This means that the wetting layer will grow thicker before this critical surface indium concentration is achieved, and self-assembly begins.

It is interesting to note that reversing the situation, so that indium is present in the matrix material but not in the QDs, can lead to some unusual effects such as SK growth with a tunable wetting layer thickness (see Sec. VI A).
Once the critical thickness has been reached, SK growth proceeds via the formation of discrete 3D islands on top of the 2D wetting layer. As discussed above, either compressive or tensile strain can be used to drive SK growth as long as a substrate with the correct crystallographic orientation is used: [compressive + (001); tensile + (111)or (110)].\(^{55,59,60,142}\)

For these specific combinations, the resulting 3D islands will be elastically strained and free from dislocations, provided the total amount of material deposited is less than some maximum amount, typically a few monolayers (ML). Exceeding this maximum will allow the accumulated strain energy in the wetting layer and QDs to overcome the energy barrier to dislocation nucleation, and plastic strain relief will take place.

Although the SK growth mode is much more frequently encountered, we can take advantage of both the SK and VW growth modes to produce 3D self-assembled QDs with high areal densities.\(^{147}\) Indeed, for Ge QDs grown on InAlAs(111)A (Fig. 6), Sautter et al. showed that it may be possible to move between the VW and SK growth modes through careful choice of MBE parameters.\(^{139}\)

As we have seen, the resulting characteristics of these self-assembled QDs depend on both thermodynamic and kinetic factors, with atomic deposition rate, adsorption, and adatom surface diffusion of particular importance. In the remainder of this tutorial, we look at systems where compressive and tensile strain are the driving forces for the formation of QD self-assembly. Given their much earlier discovery, the body of literature concerning compressively strained QD systems is more extensive and covers a wider variety of materials. In contrast, tensile-strained QDs are still in the comparatively early stages of research but represent a fertile area for the development of novel QD systems.

V. COMPRESSIVELY STRAINED QUANTUM DOTS

Research into epitaxial QDs began with materials systems under compressive strain. Compressive strain occurs when the lattice constant of the QD material is larger than that of the surrounding matrix. Since the lattice constant of most semiconductors relates inversely to their bandgap (Fig. 7), this situation lends itself well to producing quantum confinement of carriers in the QD.

The critical thickness for the SK transition from 2D to 3D growth is dictated by the accumulated compressive strain in the wetting layer. For materials systems under high strain, the critical thickness will, therefore, tend to be lower. For example, InAs/InP QDs (3.2% strain) have a critical thickness of 2.5 ML,\(^{146,149}\) while InAs/GaAs QDs (7.2% strain) and GaSb/GaAs QDs (7.8% strain) have critical thicknesses of 1.6 ML and 1.2 ML, respectively.\(^{150}\) As well as driving the self-assembly process, compressive strain has the effect of increasing the semiconductor bandgap [Fig. 8(a)] and hence blue-shifting the light the QDs emit or absorb. In addition, we see that compressive strain breaks the valence band degeneracy, pushing the heavy-hole band above the light-hole band. We can control the strain by changing the composition and hence the lattice constant of the QD and/or the surrounding matrix. In doing so, we can fine-tune the QD band structure, for example, to select light absorption or emission at a specific wavelength. Further tunability is possible by manipulating QD size, shape, and areal density, all of which one can tailor during self-assembled growth by MBE.

The compressively strained materials systems we discuss below represent some of the most widely studied self-assembled QDs, providing an excellent starting point for understanding the newer field of tensile-strained QD self-assembly in Sec. VI.

A. Ge or Ge\(_{x}\)Si\(_{1-x}\) on Si(001)

Due to the dominance of Si in the electronics industry, Ge\(_{x}\)Si\(_{1-x}\) on Si(001) is one of the most heavily studied diamond-cubic heteroepitaxial systems. By combining the elemental semiconductors Si and Ge, researchers created alloys whose composition allowed them to manipulate both the band structure and, via...
lattice constant, the strain (Fig. 7). There is a ~4.2% lattice mismatch between Si and Ge (see Fig. 7).\textsuperscript{154,157,162} Not only did strain-relaxed 2D buffers of Ge\(_{1-x}\)Si\(_x\) alloys lead to important developments in electronic device design,\textsuperscript{155,156} they also helped researchers better understand homo- and heteroepitaxy from a kinetic and thermodynamic perspective.

In general, compressively strained Ge\(_{1-x}\)Si\(_x\) self-assembles into rectangular-based "huts" on Si(001) with \{105\} facets under typical MBE growth conditions.\textsuperscript{52,153,157-159} For further information, several detailed studies of Ge\(_{1-x}\)Si\(_x\) QD shapes/facets exist.\textsuperscript{152,153,157-159} While researchers have explored Ge\(_{1-x}\)Si\(_x\) self-assembly on Si(001) substrates with a 0°-8° miscut toward the [110] direction,\textsuperscript{153,160,161} most studies focus on miscuts of ~2°.\textsuperscript{153,160,161} Interestingly, exceeding a 4° miscut angle can change the growth mode from SK to VW.\textsuperscript{163}

To remove the native oxide before MBE, Si substrates are typically heated to a "flash-clean" temperature of 1050–1255 °C and held there for 40 s to 15 min to remove the oxide, or may be first annealed at 900 °C for 3 min before flash-cleaning the Si substrate.\textsuperscript{162} The substrate is then cooled to 500–700 °C for Si deposition.\textsuperscript{152,154,161-163} At this growth temperature, Si(001) grows with a (2 \times 1) surface reconstruction in a step-flow growth mode.\textsuperscript{152} Typical growth rates for Si homoepitaxy are from 0.005 to 0.74 ML/s, with 0.044–0.405 ML/s the most common.\textsuperscript{154,161-163} A Si buffer layer of \(\geq 100\) nm is grown to act as a bottom potential barrier for the Ge\(_{1-x}\)Si\(_x\) QDs. The sample may be annealed at 1100 °C for 10 min and then cooled to the desired temperature for Ge\(_{1-x}\)Si\(_x\) QD growth.\textsuperscript{163}

Researchers have demonstrated Ge\(_{1-x}\)Si\(_x\) self-assembly at substrate temperatures from 300 to 750 °C, but 450–600 °C is typical.\textsuperscript{24,152-154,157,161-163} The Ge\(_{1-x}\)Si\(_x\) growth rate can range from 0.0008 to 0.707 ML/s, but we recommend 0.001–0.083 ML/s based on the most common rates in the literature.\textsuperscript{24,152,153,157,162,163}

For deposition of pure Ge (i.e., \(x = 1\)) on Si(001), the wetting layer initially grows via the step-flow mode, with Si/Ge intermixing at substrate temperatures \(\geq 500\) °C.\textsuperscript{152,162,163} After 3 ML Ge deposition, the reflection high-energy electron diffraction (RHEED) pattern changes from streaky to spotty, indicative of the SK growth mode transition from 2D growth to 3D island self-assembly.\textsuperscript{152,154,157,162,163} For Ge\(_{1-x}\)Si\(_x\)/Si(001) studies, typical QD deposition amounts are 3–8 ML.\textsuperscript{24,152-154,163} Individual layers of Ge\(_{1-x}\)Si\(_x\) QDs are separated by at least 10 nm of Si and finally capped with \(\sim 100\) nm of Si to act as the top potential barrier and provide confinement.\textsuperscript{154,164}

Surfactants can help delay the SK transition to 3D islanding, thus increasing the critical thickness and red-shifting the energy of the quantum confined states in the wetting layer.\textsuperscript{154} Example surfactants are As\(_4\) and Sb\(_4\), with As providing a more stable (i.e., thicker) Ge wetting layer than Sb.\textsuperscript{165}

**B. In\(_{x}\)Ga\(_{1-x}\)As on GaAs(001)**

As the earliest optically active QD system, self-assembled In\(_{x}\)Ga\(_{1-x}\)As/GaAs(001) QDs are the most extensively studied in the literature. Together with Ge\(_{1-x}\)Si\(_x\)/Si(001), In\(_{x}\)Ga\(_{1-x}\)As/GaAs(001) QDs gave researchers an opportunity to study MBE growth kinetics and thermodynamics in great detail and opened the door to materials design through strain-engineering. In\(_{x}\)Ga\(_{1-x}\)As/GaAs QD self-assembly is driven by a compressive lattice mismatch of \(\sim 7\)% between InAs and GaAs, but despite this large strain, the QDs are free from dislocations.\textsuperscript{15,164-167} A direct bandgap (Fig. 8) and strong type-I carrier confinement (Fig. 9), mean that In\(_{x}\)Ga\(_{1-x}\)As/GaAs(001) QDs are well suited to a range of optoelectronic devices.\textsuperscript{14}

Here, we describe the MBE conditions most widely used to grow self-assembled In\(_{x}\)Ga\(_{1-x}\)As/GaAs QDs. The native oxide is thermally removed from GaAs(001) substrates under a flux of As\(_2\) or As\(_4\) at anywhere from 580 to 650 °C.\textsuperscript{15,166-169} A homoepitaxial GaAs(001) buffer of several hundred nanometers is then grown.
at a substrate temperature of 550–600 °C (typically closer to 600 °C).14,26,36,119,164,166,168–172 The GaAs growth rate for the buffer is 0.3–1.0 μm/h (often at the higher end of this range).14,26,36,119,164,166,168–172 GaAs(001) growth typically occurs on the (2 × 4) As-stabilized surface reconstruction, in part because this surface comprises the largest part of the GaAs(001) flux–temperature phase diagram for a given As flux.26,169,171

For the growth of binary InAs QDs, the substrate temperature is typically reduced to 400–490 °C.14,164,166,168,169,173,174 Unless care is taken to reduce the As overpressure during cooling, the GaAs(001) surface will undergo a phase change to the c(4 × 4) surface reconstruction at around 520 °C.166,171 As a result, most InₓGa₁₋ₓAs/GaAs(001) QDs undergo self-assembly on this c(4 × 4) surface. The InₓGa₁₋ₓAs is deposited at 0.018–0.3 ML/s, and typical deposition amounts range from 1.4 to 2.7 ML.14,166–169,171,173

Once the InAs critical wetting layer thickness of 1.6–1.7 ML is reached, the RHEED pattern rapidly changes. Consistent with the SK transition from 2D to 3D growth, the streaky c(4 × 4) pattern of the wetting layer gives way to a spotty pattern, with spots and chevrons forming along the [110] and [1T10] azimuths, respectively.14,166,168,171 The result of this step is the self-assembly of InAs QDs. Cation intermixing naturally occurs at the InAs–GaAs interface to form an InₓGa₁₋ₓAs alloy.26,144,171 This alloy extends up into the QDs and generally becomes more In-rich with increased deposition (Fig. 10).26,144,171 The concentration of In in both the wetting layer and the QDs increases with a decrease in the InAs growth rate.171

Some studies suggest adding an anneal step of 5 min at 580 °C before and/or after depositing the InₓGa₁₋ₓAs.26,168 The use of a surfactant, such as Te, can increase the critical wetting layer thickness up to 6 ML.172 Houzay et al. were also able to obtain a critical

FIG. 9. (a) Room-temperature PL spectra for InAs/GaAs(001) QDs, GaSb/GaAs(001) QDs, and an InAs–GaSb hybrid QD structure. (b) These same spectra normalized to the maximum intensity. (c) The band diagram for this hybrid structure explains the origin of the three peaks and shows the type-I and type-II band alignments of the InAs and GaSb QDs, respectively. Reprinted with permission from Ji et al., Appl. Phys. Lett. 106, 103104 (2015). Copyright 2015 AIP Publishing LLC.168

FIG. 10. Experimental results for the InAs/GaAs QD system. (a) Deviation of the lateral lattice parameter due to compositional variation in a QD compared to GaAs. (b) Ga-content of the InₓGa₁₋ₓAs alloy in a QD as a function of vertical position. Reprinted with permission from Kegel et al., Phys. Rev. Lett. 85, 1694 (2000). Copyright 2000 American Physical Society.167
wetting layer thickness of 6 ML by depositing 0.5–1 ML InAs, pausing “several” minutes, and continuing the deposition at 0.05 ML/s. The authors also show that it is possible to increase the wetting layer critical thickness to 3 ML by increasing the As overpressure during InAs growth.

Ternary In$_{x}$Ga$_{1-x}$As QDs (i.e., $x < 1$) are often grown at slightly higher substrate temperatures of 505–530 °C. Note that above approximately 530–540 °C, the sticking coefficient of indium falls rapidly to zero, placing an upper limit on the substrate temperature for QD growth. For $x = 0.5$, the critical wetting layer thickness for In$_{x}$Ga$_{1-x}$As QD self-assembly increases to 4–5 ML. An increase in the critical thickness is consistent both with the lower strain and the reduced availability of indium, meaning that it takes longer to reach the critical surface concentration for the transition to 3D growth (see Sec. IV C).

When capping In$_{x}$Ga$_{1-x}$As QDs with GaAs to create the top barrier, it only takes ~5 nm for the streaky RHEED pattern to recover, indicating planar growth. Typically, at least the first ~5–10 nm of the GaAs cap is grown at the QD growth temperature. This prevents indium-desorption when the sample is heated to the optimal substrate temperature for growth of the GaAs cap. We recommend growing a total GaAs cap thickness of at least 25 nm. However, if multiple layers of QDs are to be stacked in a given structure, tuning the spacer layer thickness may be required to prevent carrier tunneling or vertical alignment of QDs (if these effects are undesirable). For further reading, the paper by Joyce and Vvedensky offers a comprehensive discussion of both GaAs homoepitaxy and InAs/GaAs heteroepitaxy. The authors present information on surface reconstructions and demonstrate how substrate orientation impacts homo- and heteroepitaxy. In addition, the study by Jacobi provides a thorough discussion of InAs/GaAs QD facets and QD sizes.

C. GaSb on GaAs(001)

GaSb QDs embedded within a GaAs matrix experience 7.8% lattice mismatch and exhibit a type-II band alignment offering hole confinement (Fig. 9). QDs with type-II band alignments are preferable for applications where low carrier recombination rates/long radiative lifetimes are required. What is more, unlike type-I QDs, the emission energy from type-II QDs is tunable, blue-shifting as the cube root of the laser excitation density.

We summarize our recommendations for growing GaAs(001) homoepitaxial buffers in Sec. V B. Once the GaAs buffer layer is complete, the substrate is cooled to 450–530 °C (we recommend 450–490 °C) while closing off the As flux (or dramatically reducing it). We recommend exposing the GaAs buffer to a beam equivalent pressure (BEP) Sb$_2$ flux of ~1 × 10$^{-7}$ Torr for 60 s prior to opening the Ga shutter.

To grow the QDs, deposit 1.4–5 ML GaSb at a rate of 0.2–0.73 ML/s with a V/III flux ratio of 1–2. Once the critical wetting layer thickness of ~1.2 ML is reached, the RHEED pattern transforms from streaky to spotty, indicating a transition to 3D self-assembly. The result is defect-free GaSb (001) QDs.

Sun et al. show that to maintain GaSb QD quality, care during growth of the top barrier, or cap, is critical. After QD growth, increasing the substrate temperature above 500 °C results in an immediate disappearance of the spotty RHEED pattern. The authors show that for GaSb QDs grown above 460 °C, the spotty RHEED pattern is maintained only if the substrate temperature is reduced to 460 °C under an Sb flux. Once at 460 °C, the Sb valve can be closed, and the As valve opened.

Growth of a 50–100 nm GaAs cap can then take place. It is common to deposit the first 10–15 nm GaAs at the GaSb QD growth temperature, before interrupting the growth and finishing the cap at standard GaAs growth temperatures close to 600 °C.

For a droplet epitaxy method for growing GaSb/GaAs(001) QDs by MBE, see Liang et al.

D. InAs on In$_{0.52}$Al$_{0.48}$As, In$_{0.53}$Ga$_{0.47}$As, or InP(001)

The compressive lattice mismatch of 3.2% between InAs and InP(001) (and its lattice-matched alloys In$_{x}$Al$_{1-x}$As and In$_{x}$Ga$_{1-x}$As) is considerably lower than the 7.2% mismatch InAs experiences on GaAs(001) (see Fig. 7). Because compressive strain serves to increase the semiconductor bandgap energy (Fig. 8), the lower strain in InAs/InP-based QDs means that their light emission/absorption is significantly red-shifted compared with similar QDs grown on GaAs. This red-shift means that InAs/InP-based QDs allow us to access the telecom-relevant “O” and “C” bands, centered at wavelengths of 1.3 μm and 1.55 μm, respectively.

These wavelengths correspond to minima in the absorption spectrum of standard silica optical fibers, where light transmission is more efficient. As a result, considerable research efforts have gone into obtaining room-temperature light emission from InAs QDs in these materials systems.

An unusual feature of InAs self-assembly in these InP-based systems is the ability to synthesize either discrete QDs or elongated quantum wires (QWrs) depending on the MBE conditions, specific choice of buffer materials, or substrate offset. The InAs QWrs tend to line up parallel to the [110] direction due to the anisotropic relaxation of strain (Fig. 11). García et al. show that the group V stabilized (2 × 4) surface reconstruction gives rise to QWR formation in heteroepitaxial systems involving different group V elements. Similar QWR formation effects have been reported in other mixed-group V systems, including InAs/AlAsSb (001). In all cases, the QWRs form parallel to the dimer rows of the (2 × 4) reconstruction, which are aligned along [110].

Differences in QWR (or QD) morphology and light emission characteristics are observed when InAs is deposited on InP, In$_{x}$Al$_{1-x}$As, or In$_{x}$Ga$_{1-x}$As.

To grow self-assembled InAs QWRs or QDs, the InP(001) substrate oxide is desorbed at 500 °C for 10 min. Regardless of the buffer material used, a 200–400 nm smoothing layer suffices for QD growth.

For an InP buffer, we recommend growing at 1 μm/h and 400 °C under a $P_2$/In flux ratio of 20. For In$_{0.53}$Ga$_{0.47}$As or In$_{0.52}$Al$_{0.48}$As buffers, a growth temperature of 460–525 °C is more common. We recommend annealing the buffer at its growth temperature for 10 min under either an As or P flux depending on the buffer’s group V element.
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The InAs QD growth temperature is typically 400–495 °C on InP \(^{184–186,193}\) and 460–525 °C on In\(_{0.52}\)Al\(_{0.48}\)As or In\(_{0.53}\)Ga\(_{0.47}\)As. \(^{149,183,184,187}\) Typical InAs growth rates are 0.1–0.5 ML/s under an As-rich overpressure where the V/III ratio is 30–35. \(^{149,183,187,193}\) The critical thickness for the SK growth mode transition is \(\sim2.5\) ML, \(^{149,183,187}\) which is a result of the lower strain in this system compared to InAs/GaAs QDs (see Sec. IV C).

To tune QD size and areal density, some authors recommend annealing the self-assembled InAs after deposition for 30–120 s under the same substrate temperature and As flux. \(^{183–187,193}\)

If growing more than one layer of self-assembled InAs, we recommend using 25–50 nm spacer layers grown under the same conditions as the bottom barrier. \(^{184,187}\) Depending on requirements, a surface capping layer of 50–300 nm is sufficient to form a top potential barrier. \(^{183–187,193}\)

### E. InP on In\(_x\)Ga\(_{1-x}\)P/GaAs(001)

InP QDs on In\(_x\)Ga\(_{1-x}\)P/GaAs(001), with a maximum lattice mismatch of 7.2\%, present an interesting opportunity to achieve highly organized, 2D arrays of QDs without substrate pre-patterning. \(^{195–198}\) For \(x = 0.51\), In\(_x\)Ga\(_{1-x}\)P is lattice-matched to GaAs, resulting in a 3.7\% compressive lattice mismatch in the InP QDs. InP deposited onto lattice-matched In\(_x\)Ga\(_{1-x}\)P/GaAs(001) can self-assemble into quantum rings. \(^{199}\) Slightly straining the In\(_x\)Ga\(_{1-x}\)P with respect to the GaAs substrate can produce QDs with spatial alignment along the [100] and [010] directions (Fig. 12). \(^{196,197}\) Many studies of this material system investigate the effect of the buffer composition on SK growth, QD elongation, and QD shape. \(^{195–198,200}\) There is evidence that the 2D wetting layer in this system is unstable. Corrosion of the wetting layer likely increases QD size. \(^{195}\)

The initial steps for QD growth in this system involve the native oxide removal and the initial buffer growth of GaAs(001), which is described in Sec. V B. Typically, a 200–300 nm GaAs buffer is grown to smooth the surface, followed by the In\(_x\)Ga\(_{1-x}\)P bottom barrier. \(^{25,195–200}\) At a substrate temperature of 415–550 °C, under a P/III flux ratio of 10–32, \(^{25,195–200}\) Smooth In\(_x\)Ga\(_{1-x}\)P buffers exhibit a streaky (2 \(\times\) 1) RHEED pattern. \(^{196–198}\)

Once the In\(_x\)Ga\(_{1-x}\)P growth is complete, the substrate temperature is adjusted for growth of the InP QDs, typically 410–450 °C. \(^{25,195–198,200}\) InP QDs are deposited at 0.16–1.6 ML/s, usually at the lower end of that range. \(^{195–200}\) The critical wetting layer thickness of the QDs is 1.5–3 ML, depending on the In\(_x\)Ga\(_{1-x}\)P buffer composition, and hence the amount of compressive strain in the InP. The 2D-to-3D SK transition is identifiable in RHEED from the telltale change from a streaky to spotty pattern. \(^{195,196,200}\) The QDs are then capped with 10–100 nm of In\(_x\)Ga\(_{1-x}\)P to form the top barrier. Usually, the same MBE conditions are used in the top barrier as for the bottom barrier, although some groups suggest using migration-enhanced epitaxy for the first 10 nm of the In\(_x\)Ga\(_{1-x}\)P cap. \(^{195}\)
F. \text{In}_x\text{Ga}_{1-x}\text{As} and \text{In}_x\text{Ga}_{1-x}\text{P} on \text{GaP}(001)

The growth of self-assembled QDs on GaP is of particular relevance to the integration of III–V semiconductors with Si. The ability to grow light emitters on a CMOS-silicon platform would have far-reaching technological implications. GaP is almost lattice-matched to Si and so is the natural substrate choice for developing suitable III–V semiconductor QDs such as In\text{Ga}_{1-x}\text{As} and In\text{Ga}_{1-x}\text{P}.\text{\textsuperscript{38,44,201,202}}

Although researchers struggled for many years to develop anti-phase domain-free GaP on Si, recent advances have minimized this deleterious effect.\text{\textsuperscript{201,202}} In fact, high-quality GaP/Si substrates are now commercially available.\text{\textsuperscript{201,202}}

Here, we provide recommendations for In\text{Ga}_{1-x}\text{As} and In\text{Ga}_{1-x}\text{P} QDs grown on GaP(001) nominally on-axis substrates.\text{\textsuperscript{38,39,44}} These two materials systems boast maximum lattice mismatches of 7.7% for InP/GaP and 11.1% for InAs/GaP.\text{\textsuperscript{38,40,44}} Both QD systems can emit light in the visible spectrum, in the range of 1.8–2.1 eV at \text{\~{a}}80 K.\text{\textsuperscript{39,40,44}} The lower bandgaps of In\text{Ga}_{1-x}\text{As} compared with In\text{Ga}_{1-x}\text{P} mean that InGaAs QDs embedded within GaP will have stronger carrier confinement, an advantage for reliable operation at room temperature.\text{\textsuperscript{44}} In addition, for \textit{x} < 0.3, In\text{Ga}_{1-x}\text{P} is an indirect bandgap semiconductor rendering it incapable of light emission for these compositions (see Fig. 7).\text{\textsuperscript{39,44}}

As for the previous examples of QDs made from ternary alloys, lattice mismatch in the In\text{Ga}_{1-x}\text{(As,P)}/GaP systems is tunable by controlling the composition. For example, In\text{Ga}_{1-x}\text{As}/GaP QDs with 0.07 \leq \textit{x} \leq 0.5 correspond to lattice mismatch in the range of 4%–7%. Since we can use compressive strain to widen the bandgap (Fig. 8), composition enables precise tuning of QD emission wavelength.\text{\textsuperscript{39,44}}

For GaP(001) substrates, native oxide desorption occurs at 650 °C.\text{\textsuperscript{38,44}} The GaP(001) substrate reveals a streaky, (2 \times 4) RHEED pattern (Fig. 13).\text{\textsuperscript{38,40,44}} To grow smooth GaP buffers, the substrate temperature is reduced to 560–620 °C.\text{\textsuperscript{38–40,44}} The \text{P\textsubscript{2}}/Ga flux ratio is \textasciitilde 10,\text{\textsuperscript{44}} and the growth rate is 0.4–0.7 ML/s.\text{\textsuperscript{39,44}} We recommend a buffer thickness of at least 150–250 nm.\text{\textsuperscript{39,40,44}}

To grow the In\text{Ga}_{1-x}\text{(As,P)}/GaP QDs, one cools the substrate to 490–510 °C, and either As\text{\textsubscript{2}} or P\text{\textsubscript{2}} is used for the QD deposition.\text{\textsuperscript{38,40,44,202}} At a V/III flux ratio of \textasciitilde 40,\text{\textsuperscript{39,44}} QD growth rates of 0.013–0.2 ML/s are typical.\text{\textsuperscript{39,44}}

For In\text{Ga}_{1-x}\text{As}/GaP QDs self-assembly via the SK growth mode, the critical wetting layer thickness is 1.9 ML.\text{\textsuperscript{44}} For In\text{As}/GaP QDs, however, there is evidence that the very high compressive strain leads to a VV growth mode.\text{\textsuperscript{38}} For InP on GaP, the critical wetting layer thickness is 1.8–2.9 ML.\text{\textsuperscript{39,40}} In all cases, the onset of 3D growth is accompanied by the transition from a streaky to a spotty RHEED pattern (Fig. 13).\text{\textsuperscript{39,40,44}} The GaP cap should be grown under the buffer growth conditions.\text{\textsuperscript{39}}

G. (Al)\text{GaN} on \text{AlN}

The In\text{N}, Ga\text{N}, and Al\text{N} semiconductor family offers a wide range of bandgaps and lattice constants (Fig. 7), allowing researchers to engineer devices that can emit light from the visible to the ultraviolet parts of the spectrum. In the III–As materials system, the compounds GaAs and AlAs have almost identical lattice constants ruling out strain-driven GaAs QD self-assembly. In contrast, there is a 2.5% lattice mismatch between GaN and AlN, which is just sufficient to enable the self-assembly of compressively strained GaN QDs on AlN via the SK growth mode.

For many years, the lack of free-standing III–N substrates meant that the majority of nitride growth was carried out on sapphire (α-Al\text{O}_{3}), 6H-SiC(0001), and 3C-SiC(0001).\text{\textsuperscript{45}} Researchers have used SiC substrates to integrate III–N LED technology with current Si electronics.\text{\textsuperscript{45,46}} Growth on 3C-SiC(0001) permits the growth of zinc-blende GaN.\text{\textsuperscript{47}}

Damiano \textit{et al.} showed the growth of GaN QDs on Si(111) substrates.\text{\textsuperscript{203}} The lack of a native substrate meant that III–N samples suffered from very high threading dislocation densities. Thick buffer layers were hence needed to achieve high-quality epitaxy without effects from the substrate.\text{\textsuperscript{45,204}} Low-defect, free-standing, and template III–N substrates are now commercially available, however, which has allowed researchers to achieve significantly improved epitaxial quality.\text{\textsuperscript{204}}

Depending on the substrate material and the nitrogen source being used (e.g., N plasma or NH\textsubscript{3} gas), certain cleaning, annealing, and nitridation steps will be required.\text{\textsuperscript{45,47}} For example, in the case of an rf source, some groups expose sapphire substrates to the N plasma for 1 h at 870 °C to form a reactive Al\text{N}_{1-x}\text{O}_{x} surface layer.\text{\textsuperscript{45}} Plasma powers are typically around 300 W, with N flow rates of \textasciitilde 1 sccm.\text{\textsuperscript{133}} After this process, a 10–30 nm layer of AlN is grown at 650–730 °C, with an optional step of growing 2 μm of GaN. Following this step, a further 0.2–1.5 μm of AlN can be grown at 500–550 °C.\text{\textsuperscript{45,47}} The GaN QDs can then be grown on top of this buffer.
Depositing the GaN at substrate temperatures below 620 °C results in the smooth, FM growth mode; it is only at higher temperatures that we see the transition to self-assembly of GaN QDs via the SK growth mode. GaN/AlN QDs are, therefore, grown at substrate temperatures of 680–730 °C by depositing 2–4 ML of GaN. Gačevec et al. used a growth rate of 0.3 ML/s at a substrate temperature of 720 °C. The 2.5% lattice mismatch between GaN and AlN means that the critical thickness of the 2D wetting layer is 2–2.5 ML.

Schupp et al. grew GaN on a 3C-SiC(001) substrate by depositing a 30 nm AlN buffer at 730 °C. Depositing GaN onto the AlN, they report a critical thickness for the 2D-to-3D growth transition of 2 ML. The resulting QDs present an areal density of $5 \times 10^{11} \text{cm}^{-2}$, with average heights and diameters of 3 nm and 15 nm, respectively.

As et al. reported the self-assembly of GaN QDs on a 3C-SiC(001) substrate that had first been chemically etched and then annealed for 10 h at 500 °C. They then deposited the GaN at 720 °C directly on the SiC substrate. More recently, Bürger et al. used a Si substrate, on which they grew a 10 μm 3C-SiC(001) buffer layer. Using a N plasma source, the team used Al flashes to clean the surface at 910 °C before cooling it to 760 °C to grow 30 nm of AlN. Upon completion of the AlN barrier layer, they deposited GaN in different amounts; using PL spectroscopy, they pinpointed the critical thickness for the SK transition at 1.95 ML. They also showed an increase in the average areal density of these QDs from $10^{10} \text{cm}^{-2}$ at 2 ML of deposition to $10^{11} \text{cm}^{-2}$ at 3 ML.

We recommend using these growth conditions established by Bürger et al. as they have also been used by Blumenthal et al. for a study of the optical characteristics of these GaN QDs.

There is currently considerable research interest in creating mercury-free light emitters operating at ultraviolet (UV) wavelengths. Recent studies propose to create UV-emitting LEDs based on wide-bandgap Al$_x$Ga$_{1-x}$N QDs grown on Al$_x$Ga$_{1-x}$N at various concentrations. Braut et al. grew a low-temperature GaN buffer on a sapphire (001) substrate followed by 100–150 nm of AlN grown at 950 °C. They then grew 0.8–1 μm of Al$_y$Ga$_{1-y}$N at 850–870 °C. This layer serves as the bottom barrier for QD nucleation. The researchers decreased the substrate temperature to 720–730 °C and deposited 8–10 ML Al$_x$Ga$_{1-x}$N with concentrations of $y = 0.1–0.4$. The V/III flux ratio was 0.7 with a growth rate of 0.1–0.4 ML/s. The critical thickness observed for the SK formation of QDs is between 3 and 4 ML. The QDs were then annealed in vacuum for 6 min and then heated to 820 °C to improve QD uniformity. A 30 nm top layer of Al$_y$Ga$_{1-y}$N was used to cap the sample. The authors used NH$_3$ for growing the GaN and AlGaN layers but switch to a N$_2$ plasma source for the QD layers. The resulting QDs have densities of $1.5–5.4 \times 10^{11} \text{cm}^{-2}$, heights between 1.5 and 3 nm, and diameters of 5–20 nm. Other groups have grown UV LED structures under similar conditions but containing multiple layers of QDs.

It is possible to tune GaN QD size, areal density, and morphology by growing them under either N-rich (N/III flux ratio >1) or Ga-rich growth (N/III flux ratio <1) conditions. Under N-rich conditions, adatom mobility is reduced, leading to small GaN QDs with high areal density (typically $10^{11–10^{12} \text{cm}^{-2}}$). Ga-rich conditions increase adatom mobility, resulting in larger GaN QDs whose areal density is 1–2 orders of magnitude lower.

Ostwald ripening provides a reliable way to control the areal density (Fig. 14). At a sufficiently high substrate temperature, annealing the GaN QDs under a N plasma for ~50 s decreases the

![FIG. 14. AFM scans of (a) a smooth AlN surface, (b) GaN QDs cooled rapidly after growth, and (c) GaN QDs annealed for 50 s in N plasma after growth. Reprinted with permission from Daudin et al., Phys. Rev. B 56, R7069 (1997). Copyright 1997 American Physical Society.]
areal density while increasing the average QD size.\textsuperscript{45} Due to the nucleation of QDs on threading dislocations, bimodal distributions of QD size have been reported.\textsuperscript{133} QD size uniformity was improved by growing multiple QD layers to form a superlattice.\textsuperscript{133} When stacking multiple layers of GaN QDs, a vertical correlation between adjacent QD layers was observed for AlN spacers ≤8 nm thick.\textsuperscript{45}

H. In\textsubscript{x}Ga\textsubscript{1−x}N on GaN

Similar to the GaN/AlN system, In\textsubscript{x}Ga\textsubscript{1−x}N on GaN offers the possibility of compressively strained QDs with high quantum efficiency for LED applications (Fig. 15).\textsuperscript{45,47} Again, using sapphire as the example substrate, researchers begin by growing a 2 \(\mu\)m GaN buffer.\textsuperscript{45} Adelmann \textit{et al.} then deposited an In\textsubscript{0.35}Ga\textsubscript{0.65}N layer (lattice mismatch of 3.9\%) at 580 °C and noted that the critical thickness for the 2D-to-3D SK transition occurred at 1.7 ML.\textsuperscript{48} As the In\textsubscript{0.35}Ga\textsubscript{0.65}N deposition amount is raised to 5 ML, the resulting QDs have an areal density of \(10^{11}\) cm\(^{-2}\), with an average diameter and a height of 27 nm and 2.9 nm, respectively.\textsuperscript{48} These QDs exhibit strong blue-violet PL, even at 300 K.\textsuperscript{48}

Indeed, Damilano \textit{et al.} show that the self-assembly of In\textsubscript{0.15}Ga\textsubscript{0.85}N/GaN QDs is possible with indium compositions as low as \(x = 0.12.\textsuperscript{203}\) As the strain is reduced, the critical thickness for the SK growth mode transition increases accordingly (see Sec. IV C). For example, for In\textsubscript{0.15}Ga\textsubscript{0.85}N/GaN QDs grown at 530–570 °C, the critical thickness is 5 ML for \(x = 0.15\), and the resulting QDs have an average areal density of \(5 \times 10^{11}\) cm\(^{-2}\), with an average diameter and a height of 35 nm and 4 nm, respectively.\textsuperscript{203}

Gačević \textit{et al.} grew In\textsubscript{0.35}Ga\textsubscript{0.65}N/GaN QDs at substrate temperatures of 520–580 °C. After completing 12 ML deposition, the researchers annealed the sample for 1 min before cooling. The average QD areal density for this growth is \(7 \times 10^{10}\) cm\(^{-2}\), with an average height and a diameter of 3 and 30 nm, respectively.\textsuperscript{205}

Binary InN/GaN QDs (\(x = 1\)) self-assemble via the VW growth mode (i.e., no wetting layer) due to the 11% lattice mismatch (see Sec. IV B).\textsuperscript{133} After the usual GaN buffer growth, the substrate was cooled to 425 °C. For example, for In\textsubscript{0.15}Ga\textsubscript{0.85}N/GaN QDs grown at 530–570 °C, the critical thickness is 5 ML for \(x = 0.15\), and the resulting QDs have an average areal density of \(5 \times 10^{11}\) cm\(^{-2}\), with an average diameter and a height of 35 nm and 4 nm, respectively.\textsuperscript{203}

When stacking multiple layers of GaN QDs, a vertical correlation of QD size has been reported.\textsuperscript{133} QD size uniformity was established. Indeed, several studies show that the SK growth mode transition has to be induced.\textsuperscript{50,216,217}

Xin \textit{et al.} synthesized CdSe QDs on ZnSe by first growing a 2 \(\mu\)m ZnSe buffer at 300 °C on a GaAs(001) substrate.\textsuperscript{59} At this point, the RHEED showed a streaky (2 \(\times\) 1) pattern. The team then increased the substrate temperature to 350 °C and deposited CdSe at a growth rate of 0.4 ML/s. The RHEED pattern became spotty, indicating a transformation from 2D to 3D growth.\textsuperscript{49} They buried the CdSe QDs with a 50 nm of ZnSe.\textsuperscript{59} The QD areal density in their samples was \(2.5 \times 10^{10}\) cm\(^{-2}\), with an average QD diameter of \(40 \pm 5\) nm and a height of \(10 \pm 3\) nm.

Robin \textit{et al.} developed a method to induce the 2D to 3D transition in smooth, strained CdSe layers.\textsuperscript{218} After the growth of 3 ML CdSe by atomic layer epitaxy, the sample is cooled below room temperature and an amorphous Se layer is deposited. The substrate temperature is then ramped up to 230 °C to desorb the amorphous Se and achieve a bright spotty RHEED pattern, consistent with 3D chemical species present in II–VI materials, we can study QD formation in these material systems to deconvolve the contributions to self-assembly from surface energy and strain.

The critical thickness for CdSe/ZnSe QDs is not well established. Indeed, several studies show that the SK growth mode transition has to be induced.\textsuperscript{50,216,217}

I. CdSe on ZnSe

Self-assembled QDs in the II–VI semiconductors combine all the advantages of QDs mentioned so far (bandgap tunability, enhanced quantum efficiency, limited post-growth processing) but with bandgap energies that correspond to the visible spectrum.\textsuperscript{19,50} Similar to the In\textsubscript{0.35}Ga\textsubscript{0.65}N/GaN system (see Sec. V B), the lattice mismatch values for the CdSe/ZnSe and CdTe/ZnTe systems are 6.3% and 5.8%, respectively.\textsuperscript{206,215}

The offset in the bandgap between CdSe and ZnSe is comparable to that in archetypal InAs/GaAs QDs, enabling similar strong quantum confinement of carriers. As a result of the
self-assembly.\textsuperscript{216} The critical thickness found by the researchers is 3 ML; depositions below that produce only undulations on the surface.\textsuperscript{216}

CdSe QDs grown on Zn$_{1-x}$Mn$_x$Se (with $x = 0.05$ and 0.10) have a higher areal density and a smaller average size than CdSe/ZnSe QDs due to the reduced compressive strain.\textsuperscript{49} Merz et al. studied the same system as Xin et al., but with a slightly higher substrate temperature and a lower growth rate (370°C and 0.025 ML/s, respectively). From RHEED, they show that QDs begin to appear after deposition of 3.0–3.5 ML of CdSe,\textsuperscript{114} consistent with other groups who place it in the range of 2.5–3.0 ML.\textsuperscript{220} These results rule out VW self-assembly.

Researchers capped some CdSe QDs with a 50 nm of ZnSe for PL while doing AFM on uncapped samples within 1 h of unloading to study their morphology.\textsuperscript{211} The QDs are relatively circular in shape, with an areal density of $2 \times 10^9$ cm$^{-2}$. AFM scans performed at 48 h intervals show that surface CdSe QDs undergo Ostwald ripening at room temperature, a phenomenon not observed on III–V QD systems (see Fig. 16). As a consequence, areal density decreases, and the average QD size distribution broadens. The rate of change in the areal density with time shows that the ripening occurs through interface-transfer-mediated growth.\textsuperscript{220} Extrapolation shows size uniformity at the moment of deposition. Daruka and Barabási refer to this transition from a wetting layer to islands that ripen as “Regime I.”\textsuperscript{221} Cooling the samples to 0°C prevented this ripening effect.\textsuperscript{219}

Rabe et al. grew 1 μm of ZnSe on GaAs(001) at 310°C.\textsuperscript{222} After growing the buffer, the sample is cooled down to 230°C under Se-rich conditions. They then deposit a few monolayers of CdSe, which grows in a layer-by-layer mode. Then, while keeping the Se shutter open, they heat the substrate to 310°C, at which point they observe a transition to 3D self-assembly in the RHEED pattern.\textsuperscript{214} Immediately after the CdSe deposition, samples are capped with 85 nm of ZnSe. Sample analysis using PL showed researchers that the QDs form on top of a 2 ML wetting layer.\textsuperscript{223}

Kratzert et al. studied the thermally activated transition of QDs more closely by growing a ZnSe buffer on GaAs(001) at 230°C, depositing 3 ML of CdSe at the same temperature, and then heating the sample to 310°C. Surface analysis with ultrahigh vacuum AFM showed reproducible and consistent QDs averaging 1.6 ± 0.3 nm in height and 10 nm in diameter.\textsuperscript{222} Mackowski et al. found that doping with Mn atoms affects the emission from these QDs by interacting with the magnetic ions provided as dopants.\textsuperscript{224} Kurtz et al. showed that when using a CdS source for Cd during the growth of these QDs, the S can act as a surfactant.\textsuperscript{225}

J. CdTe on ZnTe

CdTe/ZnTe QDs are an interesting system for the growth of diluted magnetic materials (DMS), with applications in quantum information technologies.\textsuperscript{51} Controlling CdTe QD growth of CdTe QDs is critical to enable the subsequent incorporation of magnetic ions.\textsuperscript{34}

Karczewski et al. began by growing a 4.5 μm CdTe buffer on GaAs(001) at 420°C, followed by 100 nm of ZnTe.\textsuperscript{52} They deposited 1.5, 2.0, and 2.5 ML CdTe to form thin, QD-like structures, with an average diameter of 3 nm and a density of $10^{13}$ cm$^{-2}$. Interestingly, they did not observe a 2D-to-3D transition in the RHEED pattern.\textsuperscript{52} After QD growth, they annealed the sample for 20 s and then grew a 100 ML ZnTe top barrier. The authors argue that the PL characteristics of the CdTe QDs suggest enhanced quantum efficiency.\textsuperscript{52}

Tinjod et al. demonstrate that both strain and surface energy are important factors in CdTe/ZnTe(001) QD formation.\textsuperscript{211} They grew CdTe on ZnTe in a layer-by-layer mode at 280°C. They then covered the samples with amorphous Te at room temperature, before heating the sample back up to 220°C to desorb the Te, at which point the RHEED pattern is spotty when it reappears.\textsuperscript{215} This thermal activation (TA) step promotes QD formation by changing the sample’s surface energy and was later adopted by other researchers.\textsuperscript{7,226,227} The ionic nature of a Te-rich II–VI surface increases the 2D surface energy, thus decreasing the cost for facet creation and favoring a 3D transition. Using this information, groups grew self-assembled CdTe QDs on a Zn$_{0.3}$Mg$_{0.7}$Te alloy with a lower lattice mismatch of 5%.\textsuperscript{215}

Wojnar et al. studied how to control the properties of CdTe/ZnTe QDs by in situ annealing of the QD ensemble before deposition of the cap layer. They showed that QDs and 0D quasi-islands form by potential fluctuations at the interfaces of the quasi-wetting layer.\textsuperscript{228} They grew 1 μm of ZnTe, followed by 6 ML of CdTe to form the QDs, and then applied the TA step. The researchers...
annealed the samples under a Te flux, before depositing a 100 nm ZnTe cap. Annealing below 380 °C results in Ostwald ripening of the QDs. Extended annealing at higher temperature can cause the RHEED to revert to a streaky 2D pattern.\textsuperscript{226}

Sorokin et al. demonstrated the growth of CdTe/Zn(Mg)(Se) Te QDs using the TA technique.\textsuperscript{227} They grew 200 nm of InAs on InAs(001) at 295–300 °C to obtain a (2 × 4) surface reconstruction. They then deposited 5 ML of ZnTe, followed by 10 nm of Zn0.5Mg0.5Te, 20 nm of ZnTe, 3.0–5.5 ML of CdTe, and finally capped the sample with 20 nm of ZnTe. After depositing the CdTe, they carried out the TA step, followed by 30–40 min at 300 °C with and without a Te overpressure. From PL, the authors estimate a QD areal density of 10\textsuperscript{10} cm\textsuperscript{-2}.

InAs(001) at 295 °C, they carried out the TA step, followed by 30 min at 300 °C with and without a Te overpressure. From PL, the authors estimate a QD areal density of 10\textsuperscript{10} cm\textsuperscript{-2}.

VI. TENSILE-STRAINED QUANTUM DOTS

Research interest in tensile-strained self-assembly has grown steadily since around 2005.\textsuperscript{33,230–232} Tensile strain occurs when the lattice constant of the QD material is smaller than that of the surrounding matrix. The lattice constant of most semiconductors is inversely related to their bandgap (Fig. 7). Correspondingly, the QD and matrix materials must be selected carefully to achieve quantum confinement. However, this constraint imposed by the limited number of suitable QD-matrix band alignments is relaxed somewhat by the fact that tensile strain has the opposite effect to quantum confinement. For example, under sufficient tensile strain, Ge on a (110) surface orientation should become a direct bandgap semiconductor useful for light-emitting infrared devices.\textsuperscript{33–35} (110)-oriented QDs are widely expected to exhibit low fine-structure splitting.\textsuperscript{38–40,44,66,235}

As we discuss in Sec. II C, low fine-structure splitting is essential if a QD is to be used as a source of entangled photons for quantum information applications.

That being said, the growth of high-quality buffers on (110) and (111) surfaces is notoriously difficult. Researchers have invested considerable effort to identify MBE conditions that produce smooth buffer surfaces required for subsequent growth of tensile-strained QDs.\textsuperscript{35–37,230,233–235} As a direct result of these efforts, research into tensile-strained QDs is growing quickly. The relative youth of this field means that there is a great deal still to discover.

A. GaAs on InAlAs(110) and (111)A

As noted above, self-assembled GaAs QDs with a (111)A orientation exhibit a low fine-structure splitting, suitable for entangled photon emission via the biexciton–exciton cascade.\textsuperscript{33} Because of the low bandgap, tensile strain, and type-I band alignment in this system, these QDs on both (111) and (110) substrate orientations could also be used for near-IR optoelectronics.\textsuperscript{35,232–234}

Additionally, the GaAs/InAlAs(111)A QD system presents an unusual opportunity to tune the wetting layer thickness beyond the critical thickness.\textsuperscript{36,236}

GaAs/(111)A QDs are grown on nominally on-axis InP(111) A substrates, where the tensile lattice mismatch is 3.7% (Fig. 17). The native oxide is removed by heating the InP substrate to 510 °C for 15 min under an As\textsubscript{4} flux.\textsuperscript{237} The substrate temperature is then slightly adjusted to 495–510 °C for the buffer growth.\textsuperscript{58–60,139,242} A 50 nm In0.53Ga0.47As (hereafter simply InGaAs) buffer is deposited, which promotes surface smoothing.\textsuperscript{241} This is followed by 200 nm In0.53Al0.47As (hereafter simply InAlAs) for the bottom barrier. Both the InGaAs and InAlAs are grown at a rate of ~170 nm/h with a high V/III flux ratio of ~160.\textsuperscript{38–40,139,242}

The substrate is then brought to the desired QD growth temperature, typically between 460 and 540 °C.\textsuperscript{58–60,242} The As valve is partially closed to reduce the V/III flux ratio to ~75, and GaAs is deposited at a rate of 0.025–0.125 ML/s.\textsuperscript{38–60,242} The critical thickness for the 2D-to-3D SK transition is 2.5 ML.\textsuperscript{38–40,242} This critical
thickness is determined by AFM since the streaky (2×2) RHEED pattern does not change during GaAs deposition.\textsuperscript{59,60} We believe that the combination of a low areal density (10\textsuperscript{8}–10\textsuperscript{9} cm\textsuperscript{-2}) and a small height (typically <2 nm) of the QDs means that the interaction between the electron beam and the GaAs in the QDs is insufficient to generate a spotty pattern. The streaky RHEED pattern of the smooth tensile-strained GaAs wetting layer between the QDs, therefore, dominates.\textsuperscript{59,60}

The QDs are covered by 10 nm of InAlAs, grown at the QD growth temperature.\textsuperscript{58–60,242} The growth is then interrupted and the substrate is heated back to 495–510°C to grow the rest of the InAlAs top barrier (another 30–40 nm).\textsuperscript{58–60,242} The sample is typically completed by growing another layer of GaAs QDs on the surface for morphology studies or with a 5–10 nm InGaAs cap to prevent oxidation of the InAlAs top barrier.\textsuperscript{58–60,242}

For tensile-strained GaAs(110) QDs, a nominally on-axis InP (110) substrate is degassed at 500°C for 30 min under an As\textsubscript{4} overpressure.\textsuperscript{56} The substrate temperature is decreased to 300°C, and 200 nm InAlAs is deposited at 0.5 μm/h, with a V/III flux ratio of 80.\textsuperscript{56} The substrate is then annealed at 500°C for 15 min.\textsuperscript{56} Once the buffer is annealed, GaAs is deposited at 0.1 ML/s, with a V/III flux ratio of 65.\textsuperscript{56} The critical thickness for the 2D-to-3D transition is 1.6 ML, which again is established with AFM since the streaky (1×1) RHEED pattern of the unreconstructed (110) surface does not change during GaAs deposition [see the discussion of GaAs (111)A QDs above].\textsuperscript{56} To cap the QDs, the substrate is cooled back to 300°C to grow the top InAlAs barrier under an As\textsubscript{4} flux.\textsuperscript{56} We recommend a cap thickness of >50 nm, and if not depositing surface QDs, the growth of a thin, 5–10 nm InGaAs cap is to prevent oxidation of the InAlAs top barrier.\textsuperscript{56}

### B. Ge on InAlAs(111)A

Recently, researchers have developed a method of growing tensile-strained Ge QDs within an In\textsubscript{0.52}Al\textsubscript{0.48}As(111)A matrix lattice-matched to InP (Fig. 18).\textsuperscript{139} For a (111) substrate orientation, the 3.7% tensile lattice mismatch between Ge and InP is expected to reduce Ge’s bandgap to zero, transforming this well-known semiconductor into a semimetal.\textsuperscript{243} Semimetallic Ge(111) QDs could be useful for high-efficiency solar cell tunnel junctions, thermoelectric materials, or even as a novel route to topological insulators.\textsuperscript{244–247} Unusually, researchers are able to select either SK or VW for tensile-strained Ge QD self-assembly, simply by controlling the substrate temperature.\textsuperscript{139}

After removing the InP(111)A oxide, an InGaAs smoothing layer is grown, followed by an InAlAs bottom barrier (see Sec. VI A).\textsuperscript{139} The substrate temperature is then adjusted to 435–560°C for Ge QD growth, before closing the As valve and shutter.\textsuperscript{139} After waiting 60 s for the As overpressure to reduce, they deposited 0.2–1.2 bilayers (BL) of Ge at 0.010–0.025 BL/s.\textsuperscript{139} Upon deposition, the RHEED pattern swiftly develops from streaky (2×2) to spotty, indicative of 3D self-assembly.\textsuperscript{139}

Ge QDs grown at substrate temperatures below 510°C self-assemble via the SK growth mode. An initial 2D wetting layer forms, with a critical thickness for the 2D to 3D transition of 0.6 BL at 435°C. The critical thickness decreases as the substrate temperature is raised, until at ≥510°C, the Ge QDs self-assemble via the VW growth mode (i.e., the critical thickness of 0 BL).\textsuperscript{139} After Ge QD growth, the substrate is heated to ~500°C to grow the top InAlAs barrier, followed by a 5 nm InGaAs cap (if not growing a surface layer of QDs for AFM).\textsuperscript{139} A follow-up study of Ge QD self-assembly on InAlAs(110) is under way, for which the InAlAs/InGaAs buffer conditions will be similar to those discussed in Sec. VI A.
C. Additional tensile-strained self-assembly systems

Although this section discusses self-assembly, not all of the resulting 3D nanostructures are optically active. Some are composed of indirect bandgap semiconductors. For others, the nanostructure bandgap is larger than that of the surrounding matrix, preventing carrier confinement and hence light emission. As a result, they cannot be considered true QDs; therefore, we instead describe them as "nanostructures."

We include this section for historical and practical reasons since the studies described below typically discuss not only how to grow the tensile-strained nanostructures but also the smooth buffer surfaces beneath. These buffers include materials such as Ge(111), GaAs(110), and GaAs(111). Interest in semiconductor systems with non-(001) orientations is growing.53 and these materials could represent useful starting points from which to investigate new tensile-strained QD systems.

Si on Ge(111) was one of the earliest tensile-strained systems investigated. Researchers demonstrated the self-assembly of tensile-strained defect-free Si nanostructures.53 They start with 40 nm Ge at 380 °C, followed by 40 nm Ge0.85Si0.15 at 500 °C. The substrate is heated to 450–650 °C for Si deposition. After deposition, the substrate is immediately cooled. The resulting defect-free Si(111) nanostructures form via the VW growth mode, with tunable size and areal density.

Building on that early report, Simmonds and Lee moved to III–V semiconductors to carry out a comprehensive investigation into the relationship between surface orientation and a sign of strain sign (Fig. 19).53–55 They showed that both factors must be considered to predict whether strain relief is elastic (i.e., via 3D nanostructure formation) or plastic (i.e., via dislocation nucleation and glide).53–55 The result of their study was to predict that defect-free, tensile-strained nanostructures would self-assemble, as long as they were grown on either (110) or (111)-oriented substrates.53–55

To test this prediction, they focused on the growth of GaP on GaAs, which experiences a tensile lattice mismatch of 3.7%.3–5 The GaP on GaAs(001) substrate is relieved plastically and self-assembly does not occur. However, when GaP is grown on GaAs(110) or (111) surfaces, the tensile strain is relieved elastically, and defect-free 3D GaP nanostructures self-assemble via the VW growth mode.53–55 Although optically inactive due to GaP’s indirect bandgap, the spontaneous formation of these tensile-strained nanostructures confirmed the model’s prediction. This result provides a deeper understanding of QD self-assembly; namely, that we can grow QDs with either compressive or tensile strain, provided we select the correct substrate orientation.

For GaP/GaAs(110) nanostructures, the GaAs(110) substrate is first degassed at 610 °C for 20 min under an As4 overpressure.53,55 For the GaAs(110) homoepitaxial buffer, the substrate temperature is reduced to 540 °C. The buffer is typically 60 nm thick and is grown at 0.45 μm/h with a relatively high V/III flux ratio of 75.53,55 The buffer is then annealed for 15 min at 600 °C to promote surface smoothing.53,55

For GaP/GaAs(111)A nanostructures, the GaAs(111)A substrate is first degassed at 630 °C for 30 min under an As4 overpressure, and then the substrate temperature is reduced to 540–600 °C for homoepitaxial buffer growth.54,55 The GaAs(111)A buffer is grown under a V/III flux ratio of 70 and a growth rate of 0.45 μm/h.54,55 After depositing ~60 nm GaAs(111)A, the substrate is annealed at 640 °C under an As4 overpressure for 15 min to promote surface smoothing.54,55

Both surface orientations use similar GaP growth conditions. After annealing the buffer surface, the substrate temperature is reduced to grow the GaP nanostructures, typically between 460 and 580 °C, under an As4 overpressure.53–55 Once at the desired QD growth temperature, the As valve is closed for 20 s to reduce anion mixing, before opening the Ga and P2 sources to deposit the GaP.53–55 0.2–6.4 ML of GaP is deposited at 0.014–0.142 ML/s, with a V/III flux ratio of 10–12.53–55 Since these nanostructures were mainly used for surface studies, the substrate was then immediately cooled under a P2 overpressure.53–55

A small number of other studies exist in which researchers have explored the use of tensile strain to drive nanostructure self-assembly by MBE. Toropov et al. and Meltser et al. demonstrate the growth of GaAs/GaSbAs(001) QWs with some signs of compositional inhomogeneities.529,230 Taliercio et al. demonstrated In0.2Ga0.8As/GaSb(001) quantum wells with some signs of QD formation.231 Lenz et al. studied GaAs/GaSb(001) tensile-strained nanostructures using cross-sectional scanning tunneling microscopy and showed that tunable, defect-free self-assembly is...
possible in that system (Fig. 20).\(^232\) Zhang et al. and Huo et al. demonstrated Ge(001) QDs grown on various III–V semiconductors, but either did not show if these QDs were defect-free\(^{194}\) or found that there was anti-phase disorder in the capping layer.\(^{248}\) Pachinger et al. demonstrated Si QDs grown on Ge(001), but these QDs were dislocated.\(^{249}\) All of these examples demonstrate the breadth of research into developing new, tensile-based QDs for a range of future technologies.

**VII. CONCLUSIONS**

In this tutorial, we have explored the mechanisms, materials, systems, and applications of semiconductor QDs grown by MBE using strain-driven self-assembly. We outlined the history of this field, from the earliest attempts at creating 3D QWs, right up to highly symmetric QDs designed specifically for future quantum information applications. There has been enormous progress made over the last 30 years, but new developments, such as the development of tensile-strained self-assembly, continue to push this important field forward. We hope that this tutorial will serve as an incomplete but useful guide. Perhaps collating some of the most frequently used MBE conditions for QD growth in one place will contribute to future efforts to create novel self-assembled QDs, with unique properties, for new applications.
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