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1.  Introduction
A defining feature of rivers is the transition in physical and chemical characteristics across the sediment-water 
interface (SWI). Downstream velocities, mixing rates, and available light decrease rapidly at the SWI to viscous 
flows and light limited conditions (Jones & Mulholland, 1999). This transition zone, called the benthic biolayer, 
contributes disproportionately to the biologically mediated transformation of solutes and fine particulate matter 
in the river corridor, including heterotrophic carbon respiration, nutrient cycling, and trace contaminant degrada-
tion (Battin et al., 2008; Kunkel & Radke, 2008; Marzadri et al., 2017). Fluvial ecosystems are highly sensitive to 
physical perturbations and elevated contaminant concentrations in the biolayer, since this region supplies refugia 
and energy (as microbial biomass) for freshwater vertebrates (Jones & Mulholland, 1999; Moran et al., 2017). 
Structural features of the biolayer, such as depth and reactivity, are therefore important predictors of whole-river 
reactivity and ecosystem health.

Dissolved oxygen depletes as aerated surface water propagates deeper into the hyporheic zone (HZ), leading 
to conditions that sustain microbial communities with higher tolerance for anoxia and slower metabolism. The 
stratification of chemical conditions and microbial biomass below the SWI creates sharp gradients in reaction 
rates, as well as regions of low reactivity below the biolayer (Harvey et al., 2013; Knapp et al., 2017; Kunkel & 
Radke, 2008). It is challenging to determine the vertical profile of reaction rates not only because steep concentra-
tion gradients are difficult to measure in pore waters, but also because various transport processes are simultane-
ously active (e.g., advective pumping, molecular and turbulent diffusion, mechanical dispersion). These processes 
are often grouped using scaling laws to estimate vertical solute fluxes across the SWI. Scaling predictions are 
related to subsurface concentrations by assuming that solutes diffuse vertically (Grant et al., 2012), which allows 

Abstract  Hyporheic zone reaction rates are highest just below the sediment-water interface, in a shallow 
region called the benthic biolayer. Vertical variability of hyporheic reaction rates leads to unexpected reaction 
kinetics for stream-borne solutes, compared to classical model predictions. We show that deeper, low-reactivity 
locations within the hyporheic zone retain solutes for extended periods, which delays reactions and causes 
solutes to persist at higher concentrations in the stream reach than would be predicted by classical approaches. 
These behaviors are captured by an upscaled model that reveals the fundamental physical and chemical 
processes in the hyporheic zone. We show how time scales of transport and reaction within the biolayer control 
solute retention and transformation at the stream scale, and we demonstrate that accurate assessment of stream-
scale reactivity requires methods that integrate over all travel times.

Plain Language Summary  Dissolved materials such as carbon, nutrients, and contaminants react 
as they move through the river network. Some locations in the river are far more reactive than others, and 
it is challenging to predict how this spatial variability of reaction rates controls the reactivity of the entire 
stream. One hotspot of high reactivity is the benthic biolayer, a thin region below the sediment-water interface 
with an abundance of microbial activity, and below which reactivity decreases to very low values. We use a 
mathematical model to quantify the benthic biolayer's contribution to whole river material transformation, 
based on the biolayer's thickness and reactivity. We show that thin or less reactive biolayers allow dissolved 
mass to become sequestered for long periods deep in the streambed, leading to low but persistent concentrations 
long after the mass is introduced to the river. These theoretical advances improve our understanding of how 
measurable features of the river—namely, the depth-dependent reaction rates within the streambed—are 
directly related to biogeochemical transformations and contaminant retention timescales in rivers.
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the reaction profile to be inferred from a diffusion-reaction or similar 1-D transport model (Harvey et al., 2013; 
Knapp et al., 2017; Schaper et al., 2019).

Recent modeling efforts strongly suggest that spatial variability of reaction rates in the biolayer controls the fate 
of reactive solutes at the stream scale. Numerical simulations show that whole-stream transformation is 5–25× 
greater when HZ reaction rates are highest near the SWI, compared to a stream with the same vertically averaged 
reactivity uniformly distributed in the HZ (Li et al., 2017). These differences arise because solutes entering the 
HZ most commonly propagate through shallow, high reactivity flowpaths before returning to the water column. 
Process-based models must therefore account for the correlation between residence time in the stream and resi-
dence time in reactive regions of the river bed. Travel time based approaches for advection-dominated hyporheic 
flows account for the variability of reaction rates along flow paths by assuming that fluid parcels move unmixed 
through the HZ (Azizian et  al.,  2015; Reeder et  al.,  2018). However, we currently lack an upscaling frame-
work that accounts for the joint impact of spatially varying reaction rates and diffusive mass transfer in the HZ. 
This knowledge gap limits our understanding of how measurable features of the HZ contribute to river corridor 
biogeochemistry, as well as how long streamborne contaminants are retained in low-reactivity regions below the 
biolayer that can act as a secondary source.

This work is motivated by the questions of how the size and reactivity of the benthic biolayer influence reach-
scale mass fate, and how these properties manifest in upscaled observations of reactive transport. We isolate the 
effects of depth-dependent HZ reaction rates on upscaled predictions of solute fate in a stream. Solute transport 
in the HZ is considered to be dominated by vertical diffusion, which aligns our analysis with existing scaling 
laws that predict hyporheic exchange fluxes from measurable parameters. We present streambed- and reach-scale 
simulations designed to mimic a pulse tracer injection, which is a common method for assessing the processes 
controlling reactive transport in rivers and whose results are extendable to other boundary conditions that more 
closely represent plateau injection experiments or time-variable contaminant loading from non-point sources. We 
compare numerical results to predictions from a classical mobile-immobile model with uniform reactions in the 
subsurface, as well as predictions from a novel mobile-immobile model that explicitly represents the vertically 
varying reaction profile in the HZ.

2.  Methods
2.1.  Transport Scenario

The model domain comprises the water column and HZ (Figure 1). The SWI is located at z = 0, the water column 
extends from z = 0 to z = d, and the HZ extends from z = −h to z = 0. The stream velocity is v(z) = vs + v0κ −1 ln 
(z/z0) for z > z0 and zero for z < z0 (Fischer et al., 1979). The length z0 is the width of a roughness layer at the SWI 
and represents the effect of the porous streambed on the stream velocity, κ ≈ 0.41 is the von Karman coefficient, 
v0 the shear velocity, and vs the slip velocity at the SWI. We set v (z) = 0 in the HZ, which assumes that streamwise 
velocity in the HZ is negligible compared to the stream. Vertical mixing is quantified by the dispersion coefficient 
D (z), which is set equal to D (z) = κv0z (1 − z/d) for z > z0 in the water column (Fischer et al., 1979) and equal to 
the constant effective diffusivity Dh in the HZ. We disregard streamwise dispersion and diffusion because advec-
tion in the water column dominates streamwise transport.

Solutes undergo first-order reactions in the HZ, which is a reasonable assumption when reactions are independ-
ent of the concentration of co-reactants, abundance of catalysts such as enzymes, or thermodynamic constraints 
(Dodds et al., 2002; Garayburu-Caruso et al., 2020). Water column reactions can be easily incorporated into the 
analytical and numerical models presented here (e.g., Roche et al., 2019); however, we set k (z > 0) = 0 to eluci-
date the biolayer's influence on stream-scale reactivity. The depth-dependent reaction rate k (z) can be an arbitrary 
function of streambed elevation, but typically decreases sharply with depth due to the presence of the benthic 
biolayer. We follow Li et al. (2017) and consider a biolayer structure consistent with field observations (Inwood 
et al., 2007; Knapp et al., 2017; Schaper et al., 2019). The reaction rate is set to k (z) = kb within a layer of thick-
ness b just below the SWI. It is set to k (z) = 0 in the non-reactive sublayer of thickness ℓ = h − b. Other profiles 
that decay on a characteristic length scale b are expected to show qualitatively similar behavior. The characteristic 
time scales in the HZ are given by the reaction time 𝐴𝐴 𝐴𝐴𝑟𝑟 = 𝑘𝑘

−1

𝑏𝑏
 , as well as the diffusion times τh = h 2/Dh across 

the HZ, τb = b 2/Dh across the biolayer, and τℓ = ℓ 2/Dh across the non-reactive sublayer. The Damköhler number 
Da = τbkb compares diffusion and reaction times in the biolayer. We consider the order of time scales τr ≤ τb < τℓ, 
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such that Da ≥ 1. This implies that reactions can occur before solute is transmitted to the sublayer. In contrast, if 
τr > τb (i.e., Da < 1), very little solute will react before reaching the sublayer. Reactive and conservative solutes 
behave similarly in this case. The evolution of solute concentration C (x, z, t) in the combined stream-HZ system 
is expressed by the advection-dispersion equation

𝜃𝜃(𝑧𝑧)
𝜕𝜕𝜕𝜕

𝜕𝜕𝜕𝜕
+ 𝑣𝑣(𝑧𝑧)

𝜕𝜕𝜕𝜕

𝜕𝜕𝜕𝜕
−

𝜕𝜕

𝜕𝜕𝜕𝜕

[

𝜃𝜃(𝑧𝑧)𝐷𝐷(𝑧𝑧)
𝜕𝜕𝜕𝜕

𝜕𝜕𝜕𝜕

]

= −𝜃𝜃(𝑧𝑧)𝑘𝑘(𝑧𝑧)𝐶𝐶𝐶� (1)

where porosity θ (z) equals 1 in the water column and θh in the HZ. The horizontal boundaries z = −h and z = d 
are impermeable. Consistent with the experimental design of field tracer studies, we assume the HZ is initially 
free of reactive mass, and solute is introduced as a line injection in the water column. We perform direct numer-
ical simulations to solve Equation 1 using a reactive time-domain random walk approach (TDRW), based on the 
implementation of Russian et al. (2016) for conservative solutes. The TDRW method is computationally efficient 
for media with spatially heterogeneous advection, diffusion and reaction properties. Details on the implementa-
tion, discretization, and parameterization of the TDRW simulations are given in Section SI-VI in the Supporting 
Information S1.

2.2.  Mobile-Immobile Biolayer (MIM-B) Model

We use a mobile-immobile approach to upscale the reactive transport problem (Haggerty et al., 2002). Equation 1 
is decomposed into an advection-dispersion equation for transport in the stream, a diffusion-reaction equation for 
the biolayer, and an equation for vertical diffusion in the sublayer. These equations are coupled through concen-
tration and flux continuity at their respective interfaces. By vertical averaging we obtain a temporally non-local 
equation for average stream concentration 𝐴𝐴

(

𝐶𝐶𝑠𝑠(𝑥𝑥𝑥 𝑥𝑥) =
1

𝑑𝑑
∫
𝑑𝑑

0
𝐶𝐶(𝑥𝑥𝑥 𝑥𝑥𝑥 𝑥𝑥)𝑑𝑑𝑑𝑑

)

 :

�
��
�� +

�ℎ
�

�
��

�

∫
0
��′�ℎ (� − �′)�� (�, �′)

+ ����

��
−�∗ �2��

��2
= −�ℎ��

�

�

∫
0
��′�� (� − �′)�� (�, �′) .

� (2)

The mean stream velocity 𝐴𝐴 𝑣𝑣 and the shear dispersion coefficient D* = 5.93v0d are determined directly through 
spatial averaging of the velocity and vertical mixing profiles in the water column (Fischer et  al.,  1979). The 
non-local term (second term on left side) denotes the time derivative of the concentration in the HZ and quantifies 
solute trapping, release, and degradation in the hyporheic zone. The right-hand-side term demonstrates that the 
upscaled reaction kinetics are temporally non-local, but nonetheless linear. The non-locality stems from the fact 
that solute first diffuses into the biolayer before it reacts. Thus, mass degraded at a given time t is proportional to 
the stream concentrations 𝐴𝐴 𝐶𝐶𝑠𝑠 (𝑥𝑥𝑥 𝑥𝑥

′
) at earlier times t′. The memory kernel φh (t) describes the evolution of mass 

Figure 1.  (Left to right) Spatial velocity, vertical mixing, and reaction profiles across the surface-subsurface continuum. The sediment-water interface is located at 
z = 0. Figures are truncated at z/b = −2 since all values are constant below this elevation.
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in the HZ in response to an instantaneous solute pulse at the SWI. It is decomposed into φh (t) = φb (t) + φ0 (t), 
where φb (t) and φ0 (t) encode the diffusive and reactive mass transfer mechanisms across the biolayer and the 
non-reactive sublayer, respectively. Explicit Laplace space expressions for φb (t) and φ0 (t) are given in Section 
SI-IIC in the Supporting Information S1. We present solutions to Equation 2 for initial condition 𝐴𝐴 𝐶𝐶𝑠𝑠(𝑥𝑥𝑥 0) = 0 
and the boundary condition, 𝐴𝐴 𝐶𝐶𝑠𝑠(0, 𝑡𝑡) = 𝛿𝛿(𝑡𝑡) , to analyze solute breakthrough curves in the upscaled model. The 
linearity of the model allows it to accommodate alternative boundary conditions, such as those representing a 
time-varying or constant loading of contaminant.

2.3.  Surrogate Models

To illustrate the benthic biolayer's impact on whole stream reactive transport, we contrast the MIM-B with two 
surrogate models, termed S1 and S2. Model S1 assumes the hyporheic zone is uniformly reactive over all depths. 
Model S2 assumes that water column and HZ are in equilibrium.

2.3.1.  Fully Reactive Hyporheic Zone (S1)

In agreement with classical assumptions (e.g., Haggerty et al., 2009; Runkel, 2007), S1 assumes that the HZ is 
fully reactive and characterized by an equivalent reaction rate ke. The evolution equation for 𝐴𝐴 𝐶𝐶𝑠𝑠 is obtained from 
Equation 2 by substituting kb with ke and setting φh(t) = φb(t) ≡ φe(t). The latter can be written in terms of the 
memory kernel ϕ (t) for a non-reactive solute as φe(t) = ϕ (t) exp (−ket) (Dentz et al., 2011). We define ke such 
that the total reacted mass in the HZ, in response to an instantaneous solute pulse at the SWI, is equal to the total 
reacted mass in the MIM-B. Using this definition, we derive the following transcendental equation for ke (see 
SI-IV in the Supporting Information S1)

√

𝑘𝑘𝑒𝑒

𝑘𝑘𝑏𝑏

tanh

(
√

𝑘𝑘𝑒𝑒𝜏𝜏ℎ

)

= tanh

(
√

𝐷𝐷𝐷𝐷

)

.� (3)

The solution of Equation 3 can be approximated by 𝐴𝐴 𝐴𝐴𝑒𝑒 = 𝑘𝑘𝑏𝑏tanh

(
√

𝐷𝐷𝐷𝐷

)2

 for keτh > 10. This implies that the 
equivalent streambed reactivity increases monotonically with Da and asymptotes toward kb as Da → ∞.

2.3.2.  Equilibrium Model for the Water Column (S2)

Model S2 assumes that the water column and the HZ are in equilibrium. The evolution equation for 𝐴𝐴 𝐶𝐶𝑠𝑠 in this limit 
is obtained from Equation 2 by localization of the memory kernels on the left and right sides. This gives (Section 
SI-V in the Supporting Information S1)

𝑅𝑅𝑎𝑎

𝜕𝜕

𝜕𝜕𝜕𝜕
𝐶𝐶𝑠𝑠 + 𝑣𝑣

𝜕𝜕𝐶𝐶𝑠𝑠

𝜕𝜕𝜕𝜕
−𝐷𝐷

∗ 𝜕𝜕
2
𝐶𝐶𝑠𝑠

𝜕𝜕𝜕𝜕2
= −𝑘𝑘𝑎𝑎𝐶𝐶𝑠𝑠

(

𝑥𝑥𝑥 𝑥𝑥
′
)

,� (4)

where the apparent retardation coefficient Ra and the apparent reaction rate ka are defined by

𝑅𝑅𝑎𝑎 = 1 +
𝜃𝜃ℎ

𝑑𝑑

∞

∫
0

𝑑𝑑𝑑𝑑
′
𝜑𝜑ℎ

(

𝑡𝑡
′
)

, 𝑘𝑘𝑎𝑎 =
𝜃𝜃ℎ𝑘𝑘𝑏𝑏

𝑑𝑑

∞

∫
0

𝑑𝑑𝑑𝑑
′
𝜑𝜑𝑏𝑏

(

𝑡𝑡
′
)

.� (5)

2.4.  Reach-Scale Reactivity

The two surrogate models S1 and S2 have the same downstream mass recovery as the MIM-B model. The fraction 
of mass recovered MR at a downstream location is obtained by integration of the solute breakthrough curves over 
all times. Thus, we obtain from S2:

𝑀𝑀𝑅𝑅(𝑥𝑥) = exp

[

−
𝑥𝑥𝑣𝑣

2𝐷𝐷∗

(√

1 +
4𝑘𝑘𝑎𝑎𝐷𝐷

∗

𝑣𝑣
2

− 1

)]

.� (6)

This predicted exponential decrease is commonly observed in field experiments. The reach scale reactivity Kr 
[L −1] has been defined in the literature as the slope of the logarithm of MR (x), that is, Kr ≡ − x −1 ln MR (x) (Tank 
et al., 2008). Reach scale reactivity Kr reads in terms of the apparent reaction rate ka as
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𝐾𝐾𝑟𝑟 =
𝑣𝑣

2𝐷𝐷∗

(√

1 +
4𝑘𝑘𝑎𝑎𝐷𝐷

∗

𝑣𝑣
2

− 1

)

.� (7)

Equation 7 simplifies to 𝐴𝐴 𝐴𝐴𝑟𝑟 = 𝑘𝑘𝑎𝑎𝑣𝑣
−1 in the limit D* → 0, meaning that Mr 

decays as exp (−τaka) in this limit, where 𝐴𝐴 𝐴𝐴𝑎𝑎 = 𝑥𝑥𝑣𝑣
−1 is the advective travel 

time. Note that Kr is not a reaction rate. It facilitates the estimation of reach-
scale mass removal integrated over all times. This is important to note because 
the time scales for reaction can be very large due to mass transfer limitation in 
the HZ, which has a dramatic impact on contaminant removal and secondary 
release as discussed below. Evaluation of Kr is one of several methods that 
are often inter-compared to determine reach-scale reactivity (e.g., Finkler 
et al., 2021). For ease of interpretation, we present reach-scale reactivity as 
uptake velocities, which are commonly used for comparison across rivers. 
The inverse of Kr denotes the nutrient spiraling length 𝐴𝐴 𝐴𝐴𝑤𝑤 = 𝐾𝐾

−1

𝑟𝑟  [L], which 
describes the characteristic distance solute travels downstream before react-
ing. The uptake velocity 𝐴𝐴 𝐴𝐴𝑓𝑓 = 𝐾𝐾𝑟𝑟𝑣𝑣𝑣𝑣 [L T −1] measures demand for reactants 
relative to in-stream concentration (Tank et al., 2008).

3.  Results and Discussion
3.1.  Interplay Between Biolayer Structure and Solute Fate in the HZ

Memory functions, which quantify the mass in the HZ resulting from an 
instantaneous solute pulse at the SWI, are shown in Figure  2 for (a) the 
sublayer, (b) the biolayer, and (c) the entire HZ, obtained from the direct 
numerical simulations and the analytical MIM-B. The sublayer memory 
function φ0 increases from 0 to a maximum on the time scale τb, which is the 
time for solute transmission across the biolayer. It then decreases as t −1/2, as 
for a conservative solute, due to diffusion back to the biolayer. Last, it tempers 
exponentially on the time scale τℓ as the sublayer depletes by diffusion.

The memory function φb for the biolayer decays as t −1/2 for times smaller than 
the reaction time, t < τR, due to diffusion across the SWI. For τR < t < τb mass 
is depleted from the biolayer by reaction, which manifests as an exponential 
decrease of φb (Figure 2b). For times t ≫ τb, the biolayer can be considered 
well mixed, and φb transitions to a t −3/2 decay because mass in the biolayer 
changes in a quasi-static fashion due to mass flux from the sublayer (see SI-II 
D in the Supporting Information S1),

𝜑𝜑𝑏𝑏(𝑡𝑡) = −
𝜏𝜏𝑏𝑏

1 +𝐷𝐷𝐷𝐷

𝑑𝑑𝑑𝑑0

𝑑𝑑𝑑𝑑
∝ 𝑡𝑡

−3∕2
.� (8)

The memory function φh integrates the diffusion-reaction process in the 
biolayer and retention in the sublayer (Figure 2c). For times t ≪ τR, mass 

removal in the streambed is primarily caused by diffusion upward across the SWI, and we observe the charac-
teristic t −1/2 decay of a conservative solute. As discussed above, solute is depleted by reaction in the biolayer for 
τR < t < τb, giving rise to an exponential decay of φh. For t < τb all remaining mass resides at shallow depth in 
the benthic biolayer, and the system behaves as a scenario of constant streambed reactivity. For t > τb, however, 
solute diffuses into the inert sublayer. Eventually, most mass remaining in the streambed is sequestered below 
the biolayer. The upward diffusion of mass from the inert sublayer into the biolayer results in a second regime of 
φh(t) ∼ t −1/2 (Figure 2c) because diffusion from the sublayer through the biolayer and to the stream is the dominant 
depletion process. Exponential tempering of φh (t) then occurs on the time scale τℓ (Figure 2c). For comparison, 
we show memory functions for the corresponding surrogate model S1 parameterized with ke (Figure 2c dotted 
line). It decays as t −1/2 for times smaller than the reaction time 𝐴𝐴 𝐴𝐴𝑒𝑒 = 𝑘𝑘

−1

𝑒𝑒  and exponentially fast for t > τe as solute 

Figure 2.  Modeled and simulated memory functions of varying biolayer Da. 
(a) Memory functions for the inert sublayer show all mass in −h ≤ z < b. (b) 
Memory functions for the benthic biolayer show all mass in −b ≤ z < 0. (c) 
Full memory functions for conservative (black) and reactive (colored) solutes. 
Model and simulations transition to t −1/2 tailing for t ≫ τb (1 + Da) −1. For all 
experiments, b = 0.05 m, Dh = 1.042 × 10 −6 m 2s −1, h = −2 m, and kb is varied. 
Note that �� ≈ �ℎ for all experiments.
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degrades throughout the HZ. Thus, S1 predicts much faster depletion of reac-
tant than the MIM-B because it does not account for long survival in the 
sublayer.

In summary, the interaction of reaction and diffusion processes in the HZ 
is governed by three distinct timescales: the characteristic reaction time 

𝐴𝐴 𝐴𝐴𝑅𝑅 = 𝑘𝑘
−1

𝑏𝑏
 , which sets the time for solute depletion from the biolayer by reac-

tion; the diffusion time τb, which sets the time for solute transmission through 
the biolayer to the inert sublayer; and τℓ, which sets the time for diffusive 
depletion of solute from the sublayer. The match between simulated and 
modeled memory functions shows that the MIM-B exactly captures the long 
survival times in the HZ and the spatial segregation of reactants between the 
biolayer and the non-reactive sublayer.

3.2.  Reach-Scale Observations and Model Predictions

3.2.1.  Breakthrough Curves

Figure 3 shows BTCs from numerical simulations and MIM-B model predic-
tions, as well as the MIM-B prediction for the biolayer concentration at a 
control plane 100 m downstream from the injection point. These results are 
compared to the prediction of surrogate model S1 for a fully reactive HZ. The 

conservative BTC decays as a power law with t −3/2 and is cut off at the characteristic diffusion time across the 
HZ. This behavior is characteristic of diffusive mass transfer and secondary release from the HZ. The BTC for 
the reactive solute shows the same tailing features as the conservative BTC, albeit at lower concentrations due to 
degradation in the biolayer. The strong tailing of contaminant concentration is caused by transmission of unreacted 
solute to the sublayer and release back into the stream through the biolayer. These behaviors are correctly quan-
tified by the MIM-B, which predicts a similar evolution of contaminant concentration in the biolayer (Figure 3 
red line), showing that both the stream and the biolayer are sourced by upward diffusion of solute sequestered in 
the sublayer. Results mirror results from memory function simulations (Figure 2), demonstrating that biolayer 
structure has a similar influence on degradation timescales at both the local scale and the whole-stream scale. In 
contrast, S1 predicts exponential decay of the BTC on the reaction timescale and thus severely under-predicts late 
time contaminant levels.

The exact match between simulated BTCs and MIM-B predictions demonstrates that the MIM-B fully captures 
the impact of long survival times in the HZ, as well as the spatial segregation of reactants in the HZ, on reach 
scale transport and degradation. Notably, the model predicts a power law decay of survival times for all Da. This 
indicates the potential of MIM-B to provide correct estimates of trace contaminants in benthic sediments and the 
stream over a range of different physical and chemical conditions in the HZ. Trace organic contaminants (TOCs) 
are now detected in most rivers (Bernhardt et al., 2017) and impair stream ecosystems at low levels, for example, 
endocrine disrupting compounds that alter fish physiology at nanomolar concentrations (Khanal et al., 2006). 
Degradation rates of TOCs decrease rapidly with depth in the HZ and span a range of half lives (Kunkel & 
Radke, 2008; Schaper et al., 2019). These characteristics allow TOCs to persist in sediments long after they enter 
the river network and act as a secondary source (Ciparis et al., 2012; Cozzarelli et al., 2017), indicating that their 
degradation timescales must be estimated by explicitly accounting for the vertically varying reaction rates in the 
HZ (see SI-VII in the Supporting Information S1).

3.2.2.  Reach-Scale Reactivity

The uptake velocity vf is a common measure of whole-stream reactivity that is based on integration of the simu-
lated BTC (Tank et al., 2008). Calculated vf agrees well with the analytical prediction from the MIM-B model 
(Equation 7, Figure 4). The plot also shows that vf approaches an asymptotic value for values b larger than the 
characteristic survival depth 𝐴𝐴 𝐴𝐴 = (𝐷𝐷ℎ∕𝑘𝑘𝑏𝑏)

1∕2 , which denotes the diffusion length during the reaction times τR. This 
implies that the spatial extent of the biolayer has little bearing on whole-stream reactivity when b ≫ s, and nearly 
all solute reacts before propagating below the biolayer. In contrast, a substantial amount of mass propagates 
through the biolayer unreacted when b < s, resulting in a lower effective reactivity of the HZ (see SI-VII in the 
Supporting Information S1) and a lower reach-scale reactivity.

Figure 3.  Simulated and MIM-B predicted BTCs for a pulse tracer injection 
with x = 100 m and b = 0.08 m, corresponding to Da = 1.2. See Section SI-VI 
in the Supporting Information S1 for other parameter values. 𝐴𝐴 𝐶𝐶max equals 
maximum concentration of the analytical solution for the conservative BTC.
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The MIM-B gives exact estimates of reach-scale reactivity under the assumed 
conditions of diffusion dominated transport and stratified reactivity in the 
HZ. It should be emphasized that these estimates are only valid when made 
at asymptotic times. Transient storage in the HZ delays transport through the 
reach, causing mass to arrive significantly later than the advective timescale 

𝐴𝐴 𝐴𝐴𝑎𝑎 = 𝑥𝑥 𝑣𝑣
−1 , upon which metrics such as vf are typically based. This delay can 

cause time-resolved methods for estimating reach-scale reactivity to devi-
ate systematically from the reactivity calculated from integrated mass trans-
formation. For example, results from pulse tracer injection experiments are 
commonly used to calculate a different effective reaction rate for each data 
point of the BTC, wherein the reaction time is set to the breakthrough time 
(Covino et  al., 2010). Effective reaction rates calculated from this method 
depend nonlinearly on reactant concentration even when reactions within the 
reach are linear, which may lead to the conclusion that reaction kinetics are 
nonlinear (Li et al., 2021). Integrated methods, such as integration of the BTC 
or constant rate injection experiments, account for the transport and reaction 
delays associated with non-local transport to the HZ and mass sequestration 
below the biolayer. Nevertheless, using these methods may require very long 
observation times in order to account for the power law decay of reactive 
mass released from the sublayer, and they provide no information about when 
concentrations may exceed critical thresholds. Finally, it is important to note 
that no integrated method gives information on local reaction kinetics or the 

time evolution of downstream contaminant concentration. The derived upscaled MIM-B shows that reaction 
kinetics are in fact non-local as expressed by the right side of Equation 2 and characterized by a power-law decay 
of contaminant survival times.

4.  Conclusion
Two fundamental challenges for providing mechanistic predictions of river corridor reactivity are to explicitly 
link local heterogeneity of the controlling physical processes to upscaled observations within a consistent mode-
ling framework, and to identify the relative importance of different structural features of the river corridor (Ward 
& Packman, 2019). We address these challenges by analyzing and upscaling reactive transport in a stream-stre-
ambed system characterized by a benthic biolayer. Isolating the dominant small scale features, we derive a novel 
upscaled model (MIM-B) that captures the dominant physical and chemical processes in the benthic biolayer, the 
HZ, and reach scale. The model predictions closely agree with direct numerical simulations of a pulse injection 
experiment in the river. Further, the linearity of the model allows it to flexibly accommodate alternative boundary 
conditions, such as those associated with non-point source contaminant inputs.

We find that biolayer structure strongly controls solute degradation in the HZ and at the reach scale. Accumulation 
in the sublayer leads to long survival times for reactive solute, characterized by a power-law decay of concentra-
tion and by the spatial segregation of mass in the HZ. This finding is in stark contrast to model predictions based 
on the classical assumption of a fully reactive HZ, for which exponentially fast decay of concentrations strongly 
under-predicts contaminant levels in the tail. The novel MIM-B captures all aspects of contaminant degradation 
on the HZ and reach scales. Specifically, it predicts tail concentrations and reach scale reactivity. Reach scale 
reactivity quantifies the reaction potential of the stream-streambed system; however, this potential can in princi-
ple only be observed at very long experimental times because the sublayer acts as a long-term secondary source.

Although we assume solutes diffuse vertically through the HZ to align our model with empirical scaling laws, 
we expect similar qualitative behavior in any streambed with vertically varying reaction rates and a multiscale 
residence time distribution (e.g., Elliott & Brooks, 1997). Furthermore, we conjecture that the sequestration of 
reactants in non-reactive or less reactive sublayers will dominate the system reactivity also for more complex 
biogeochemical reaction networks.

Figure 4.  Reach-scale reactivity reported as uptake velocity, for streambeds 
containing biolayers with varying b. The reaction rate is kb = 2.0 × 10 −4 s −1 
and corresponds to a characteristic survival depth of s = 0.07 m. See Section 
SI-VI in the Supporting Information S1 for all parameter values. Dark blue 
circle is result from the simulation shown in Figure 3.
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The characteristics of reactant fate identified within our model framework are critical for assessing contamina-
tion levels in streams and in shallow sediments, which are dramatically underestimated at late times by classical 
models that assume uniform reaction rates in the hyporheic zone.

Data Availability Statement
Scripts used for direct numerical simulation and figure generation are publicly available (Roche, 2022).
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