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Abstract: Zero-energy buildings have a critical role in reducing global energy use and greenhouse gas emissions. However, few studies have analyzed net-zero energy commercial buildings using measured energy use such as whole-building level and end-use level data. This paper presents an energy consumption analysis for the first net-zero energy commercial building in Idaho, U.S., in a cold and dry climate using measured end-use data from this building as well as measured whole-building energy use. Monthly bill data analysis, end-use data analysis, and Energy Use Intensity (EUI) analysis were conducted. The combined analysis of this study shows that the HVAC system was the most sensitive to the outside air temperature, showing different energy use percentages of 48.4%, 35.1% (the heating period), 21.6% (the weather-independent period), and 33.4% (the cooling period), respectively. Lighting had the highest percentage of 35.2% for the weather-independent period. The PV electricity generation was higher than the building electricity use, except from December 2017 to February 2018, and the building was net-positive from an energy perspective. The calculated EUI of the building was 34.2 kWh/m²·y, which can be compared to the EUIs of other net zero energy buildings. The approaches developed in this study can be useful for analyzing several net zero buildings by different weather profiles.
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1. Introduction

Net zero energy buildings (nZEBs) have a critical role in reducing energy use and greenhouse gas emissions [1,2]. Advanced technologies for energy consumption reductions, as well as indoor environmental quality improvements, have been applied to nZEBs [1]. Solar, geothermal, bioenergy, and/or wind (i.e., renewable energy) are also significant in meeting buildings’ energy demand from nZEBs. The U.S. has targeted to make all commercial buildings become nZEBs by 2050 [3,4]. The EU has required all new buildings to become zero-emission buildings from 2030 [5]. Thus, life cycle assessment and life cycle cost analysis are also important to implement advanced technologies for the nZEB design and to consider their overall environmental and economic impact [6,7]. Moreover, in order to provide a holistic approach to nZEBs, Torcellini et al. defined nZEBs using the four factors site energy, source energy, energy cost, and energy emissions [8]. Several nZEB projects were already conducted in various nations, and the projects were well-studied [9].

Thus, accordingly, there are several approaches [2] to analyze nZEBs, such as energy analysis (e.g., primary energy site energy, end-use energy, etc.), emission analysis, and cost analysis. Most of the previous studies have used simulation [7,10–17], measured data [18], and both simulation/measured data [19–22] analysis to analyze nZEBs.
Due to the attribute of simulations, the simulation-based studies focused on the design and/or estimation of various energy systems to achieve nZEBs. Kim et al. [7] analyzed the life-cycle cost of a zero energy office equipped with a grid-connected photovoltaic (PV) system and an air-source variable refrigerant flow (VRF) heat pump system. A prototype building model obtained from EnergyPlus was used for simulations in 15 US climate zones. The initial investment costs of PV and VRF systems, annual operation costs, maintenance costs, and PV investment incentives were considered for the simulation-based life-cycle cost analysis. Their results showed that the life-cycle costs for nZEBs were significantly lower in the hot and mild climate zones.

Aksamija [10] estimated the multiple designs of material selection, building envelope, HVAC and lighting systems, occupancy loads, and renewable energy applications for existing buildings to achieve zero energy goals. The researcher used a case-study commercial building located in Massachusetts, the U.S. Various simulations were conducted using eQuest modeling with adaptive reuse and retrofits from passive design strategies. The final results achieved net-zero energy use with effective design approaches and various renewable energy such as solar, wind, hydro, and biomass energy.

Fadejev et al. [11] investigated the performance of several ground heat exchangers and thermal storage options for a ground-source heat pump plant. The IDA-ICE simulation models were used to study a commercial hall-type nZEB, which was located in Hämeenlinna, Finland, in a cold climate. Energy piles, vertical boreholes, and solar thermal storage with/without exhaust air heat were specifically estimated to find advantageous options for the nZEB design using the simulations. Their results showed that the ground-source heat pump plant was more efficient at 15% than the district heating plant. In addition, the solar thermal storage with exhaust air heat reduced the energy piles field length by 2.6 times.

Simulation-based studies for nZEBs even covered smart buildings and smart grids. AlFaris et al. [12] studied the impact of intelligent systems such as the Internet of Things (IoTs), Home Energy Management System (HEMS), and Smart Meters (SM) in residential buildings. Using eQuest simulations, they evaluated a case study, a family villa smart home in Riyadh in Saudi Arabia, in the hot climate. An annual energy performance improvement (i.e., Energy Use Intensity (EUI)) was estimated at 37% using smart technologies.

Tumminia et al. [13] investigated an optimal grid interaction (i.e., smart grid) for minimum greenhouse gas emissions from nZEBs. They used a residential prototype of nZEB located in Messina, Italy. Using the TRNSYS simulation environment, a multidisciplinary design approach was proposed considering PV, fuel cell, and energy storage systems. They suggested a holistic approach considering various sustainable aspects to implement nZEBs into the smart grids.

Other simulation-based studies estimated an advanced renewable energy system [14], an energy storage system [15], electric vehicles [16], and even hydrogen vehicles [16,17] for nZEBs in the smart grid environment. Shaterabadi et al. [14] investigated a new advanced wind turbine, called INVELOX, for the nZEB design to achieve plus-ZEBs that lower cost and pollution. A solar water heater with PV systems, air-to-water heat pump, ventilation, micro-combined heat and power (CHP), and energy storage systems were also considered. Mixed-integer linear programming and the Epsilon constraint method with the fuzzy satisfying approach were used to suggest multi-objective energy management. The wind speed and solar radiation, which were measured in Kermanshah city, Iran, were used to make reliable simulation results. When the pollution priority was considered, the multi-objective energy management reduced the total cost and pollution by 28.7% and 54.7%, respectively, and reached almost a plus-ZEB with surplus power to the grid.

Luo et al. [15] developed a new concept of the PV-thermoelectric-battery wall system with the “double zero” approach. The “first zero” indicated zero heating and cooling loads through walls in buildings, and the “second zero” indicated net-zero energy use to achieve the “first zero”. Using the Model-based Predictive Control (MPC) approach to optimize the PV-thermoelectric-battery wall system, nZEBs were estimated in different climate zones, such as cold, mixed, and hot zones, in China. Based on the MPC simulation results, it
was found that the energy storage (i.e., battery) capacity and operation period for the new system was important. Cao [16] estimated electric and hydrogen vehicles for the integration into nZEBs. Wind and solar energy were also considered using the TRNSYS simulation for the Helsinki metropolitan region, Finland, in the humid continental climate. The results showed that the efficiency of electric vehicles was more helpful than the efficiency of hydrogen vehicles in meeting the balance for nZEBs. Cao et al. [17] investigated nZEBs with hydrogen vehicles in the Finnish and German climates using the TRNSYS simulation as well. Wind energy was more beneficial to nZEBs in the Finnish climate, but solar energy was preferred in the German climate.

While all the previous simulation-based studies were conducted to estimate various potential aspects of energy systems for nZEBs, one study was only found for measured data-based studies. Doherty and Trenbath [18] analyzed plug loads using device-level consumption obtained from a submeter of Ibis Intelisocket in a case-study office (research facility) located at the National Renewable Energy Laboratory (NREL) in Golden, Colorado in the U.S. They developed a disaggregated model using a device inventory and using few sub-metered data. They found that their model can represent plug load profiles using the data during three months, which can help occupants better understand their plug loads for energy efficiency. However, their model was not able to accurately identify the total amplitude of the sub-metered data.

The studies using both simulation-based and measured data-based approaches were also conducted for nZEBs [19–22]. Zhou et al. [19] compared measured operational energy use during two years with simulated design energy use to investigate the energy performance of nZEBs. To analyze measured energy use, they used a case-study office building located in Tianjin, China. The eQuest building energy model was used to estimate energy use at the design phase. They found that the actual building operation was different from the building operation intended at the design phase. The difference should be investigated in detail to achieve actual nZEB.

Wu et al. [20] estimated the HVAC options of ventilation, heat pump, and dehumidification for residential nZEBs. The case-study net-zero energy residential test facility (NZERTF) was located in Gaithersburg, Maryland, in the U.S. A validated model of TRNSYS, which was calibrated with monthly measured data, was used to calculate energy, comfort, and economics regarding the HVAC options. They found that practical payback periods were obtained when an air-source heat pump (ASHP) with an energy recovery ventilator and dedicated dehumidification was used for the residential nZEB.

Suh and Kim [21] analyzed nZEBs to observe the impact of passive and active design approaches with renewable energy such as PV, solar thermal, and geothermal heat pump systems. Monthly measured electricity and gas use from four community buildings located in Incheon, South Korea, were used to calibrate a building energy simulation model from DesignBuilder. After the calibration, the model was used to identify the best solution for nZEB. Even though the passive and active design approaches helped lower heating, cooling, and lighting energy use, domestic hot water energy use was large. The results from the calibrated simulation model suggested that the PV system using additional modules and the geothermal system was the best option.

Shin et al. [22] compared the results from measured energy savings and estimated energy savings using change-point linear regression and calibrated simulation models. Using a case-study office located in Texas, a side-by-side comparison was conducted between un-renovated and renovated spaces. They found that the renovated space with a VRF system, high-performance insulation, lighting with occupancy detection, and thermostats with occupancy detection achieved 37–40% energy savings compared to the un-renovated space.

In summary, the various studies based on simulation, measured data, and both simulation/measured data have been conducted for nZEBs in several climate conditions. However, even though the previous studies have covered many energy systems applied to nZEBs and their energy use, no studies have analyzed nZEBs using both measured
whole-building level and end-use level data. In addition, the previous studies did not conduct weather-sensitive analysis for their end-use level energy use data. They did not also provide effective data management for the big end-use data processing from HEMS or Building Energy Management System (BEMS) in nZEBs. Thus, in this paper, combined energy performance analysis using measured data was conducted with three different approaches: utility billing data analysis, end-use data analysis, and Energy Use Intensity (EUI) analysis. The purpose of this paper is to effectively use available measured energy use data for better analyzing the building energy performance. The combined energy analysis and results of this paper can provide the information to better identify energy use patterns by weather and by time. The first commercial nZEB located in a cold and dry climate [23] was used for the analysis using measured whole-building energy use and end-use data. The calculated EUI of the nZEB was 34.2 kWh/m²·y, which can be compared to the EUIs of other nZEBs in different climates.

In the second section, the nZEB used for this paper was introduced, and the three analysis approaches were explained. In the third section, results from the three analysis approaches were summarized and discussed. In the final sections, the findings and conclusions of this paper were described, respectively.

2. Materials and Methods

In this paper, three analysis approaches were conducted for the first net-zero energy commercial building in Idaho, the U.S, as shown in Figure 1. This Twenty Mile South Farm (TMSF) Administration and Maintenance Facility, operated by the City of Boise in Idaho, was built to help manage bio solids produced as part of the wastewater treatment process at the two treatment facilities [24]. Boise is categorized in the cold and dry climate as 6B [25]. Winters are not freezing cold, but summers are arid. It shows the lowest monthly average daily temperature of $-0.7 \degree C$ and the highest of 27.6 $\degree C$ during the period used in this study.

![Figure 1. Bird’s eye view of TMSF Administration and Maintenance Facility [24].](image)

The farm comprises 17.1 km² and is located approximately 32 km (20 miles) south of Boise. This facility was designed as Idaho’s first commercial net-zero energy building, and it received the LEED GOLD certification [26]. The final occupancy took place August 2016. This facility is one story building with a mezzanine floor, which consist of an office building (636 m²), mechanic shop (459 m²), and maintenance shop and parts warehouse (280 m²) with a total gross area of 1375 m². The building features a high-performance envelope,
ground source heat pumps (HPs), and a 24 kW(DC) PV array on the south-facing roof. The detailed information about the building is shown in Table 1. The parameters in the table were retrieved from the drawings. The following subsections summarize each analysis of the three approaches for the first nZEB in Idaho.

Table 1. Information for the nZEB in Idaho.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Above grade walls</td>
<td>R-5.3 (m²K/W) effective</td>
</tr>
<tr>
<td>Under slab</td>
<td>R-2.5 (m²K/W) continuous</td>
</tr>
<tr>
<td>Under structural footings</td>
<td>R-1.8 (m²K/W) continuous</td>
</tr>
<tr>
<td>Attic</td>
<td>R-2.5 (m²K/W) continuous and R-10.6 (m²K/W) blown</td>
</tr>
<tr>
<td>Windows</td>
<td>R-1.4 (m²K/W)</td>
</tr>
<tr>
<td>Doors</td>
<td>Thermal broken with insulated frames</td>
</tr>
<tr>
<td>Airtightness</td>
<td>Less than 0.40 ACH50</td>
</tr>
<tr>
<td>PV capacity</td>
<td>56 kW</td>
</tr>
<tr>
<td>HVAC system</td>
<td>Water Source Heat Pump (WSHP) with Energy Recovery Unit (ERU) and geothermal ground loop</td>
</tr>
<tr>
<td>All energy sources</td>
<td>Electricity</td>
</tr>
</tbody>
</table>

2.1. Monthly Bill Data Analysis

Figure 2 shows the procedures used for the monthly bill data analysis. First, monthly utility bill data from September 2017 to August 2018 and corresponding outside air temperature data from the National Oceanic and Atmospheric Administration (NOAA) site [27] at the Boise airport (approximately 12 miles NNW of the facility) were collected. The monthly utility bills included the electricity use of the facility and the electricity generation from the PV system by billing period. Second, the data were organized by monthly average daily period to normalize the different number of days for each month. Third, the time-series analysis was conducted to observe the energy trends of electricity use, electricity generation, and net electricity use. Finally, the change-point linear regression analysis [28,29] was conducted to find the building energy signature, which examines the sensitivity of the energy consumption to outside air temperature.

![Figure 2. Procedures for the monthly bill data analysis.](image)

In this paper, Equation (1) of the five-parameter (5P) change-point linear model was used for the change-point linear regression analysis [29–31]. The 5P model is typically appropriate because all the energy source of the nZEB facility is electricity.

\[
E_{\text{tot}} = E_{\text{w,i}} + HS(T_{OA} - T_{h,b})^- + CS(T_{OA} - T_{c,b})^+
\]  

(1)
where $E_{tot}$ is the whole-building energy use, $T_{OA}$ is the outside air temperature, $E_{w.i.}$ is the weather-independent energy use, $HS$ is the heating energy use against the outside air temperature, $T_{h.b.}$ is the heating balance-point temperature indicating the onset of heating-related energy use, $CS$ is the cooling energy use against the outside air temperature, $T_{c.b.}$ is the cooling balance-point temperature indicating the onset of cooling-related energy use, and $(\ )^-$ and $(\ )^+$ are the notations that the values of the parentheses shall be zero when they are positive and negative, respectively.

The coefficients of the 5P change-point linear model can be interpreted, especially when the coefficients are changed during two different periods. Basically, this statistical model is the black-box, data-driven method, but this model can be the gray-box method [32] because the coefficients are interpretable, and the interpretation was verified in the previous studies [28,33]. For example, $HS$ varies by heating load (i.e., conductive heat loss through building envelope and convective heat loss through infiltration and ventilation) and heating system efficiency. In addition, $T_{h.b.}$ is the heating balance-point temperature that begins heating space conditioning. This coefficient varies by heating setpoint, internal heat gain, and heating load [33]. In order to interpret the coefficients more specifically, the forward methods are required [34–37].

For the indices of the goodness-of-fit and accuracy for the 5P model, the coefficient of determination ($R^2$) and Coefficient of Variation of the Root-Mean-Square Error (CV-RMSE) were used (see Equations (2) and (3)). The 5P model can be evaluated using higher $R^2$ and lower CV-RMSE to see how well the model fits measured data. CV-RMSE was used in this study because the metric can show the performance of a model rather than the variability and difference of the data shown in RMSE [38].

$$R^2 = \frac{\sum_i (y_i - \bar{y})^2 - \sum_i (\hat{y}_i - \bar{y})^2}{\sum_i (y_i - \bar{y})^2}$$

$$CV - RMSE = \sqrt{\frac{\sum_i (y_i - \hat{y}_i)^2}{(n - p)}} \times 100 \text{ (\%)}$$

Here, $y_i$ is energy use from the monthly average daily bill data or energy use from the daily end-use data, $\hat{y}_i$ is energy use predicted by the change-point model, $\bar{y}$ is the average of energy use data from the monthly average daily bill data or the average of energy use from the daily end-use data, $n$ is the number of energy use data points, and $p$ is the number of parameters.

2.2. End-Use Data Analysis

Figure 3 shows the procedures for the end-use data analysis. Each individual circuit breaker in the building is equipped with a power logger that reports to a central server. A total of 254 circuits are logged, and the results for the first 10 months of 2018 were provided in the form of 254 CSV files. Each file contained a time log consisting of a time stamp and cumulative kWh for a period of time at 10 min intervals. In general, each log started and stopped at different times. In order to make use of the data, significant processing had to be performed.
First, to find a common time interval, a Python script was written to read each file and record the starting time, the ending time, and the delta kWh of each file. It was found that a large number of files had zero, or nearly zero ($\leq 0.001$), electricity consumption and were hence excluded from further analysis. There were 180 files with non-zero consumption measured. The longest common time span for those files started 12 February 2018 and ended 3 October 2018. Within that time frame, it was found that there was a gap in the data from 8 June to 20 June.

By using the second Python script, the electricity use data from the 180 circuits was validated by comparing the total to monthly utility bills. It was assumed that the data from the 180 circuits represented all the electricity use for the TMSF facility. The data gap from 8 June to 20 June spanned two billing periods, so those bills were not able to be verified. Table 2 below shows the results from the validation process. The results from the validation process showed close enough to capture much of the energy use of the facility within $\pm 2.0\%$ differences from the electricity bills.

Finally, to analyze breakdown of the end-use from the various circuits, the third Python script was used to create a master spreadsheet that cataloged each circuit and calculated the change in kWh over the bill periods. Then, building zones and end-use types of each circuit data were categorized based on the building plans and information from the building manager and occupants.

The following building zones were identified:

- Office
- Mechanic Shop
- Maintenance Shop and Parts Warehouse
- IT (mezzanine IT room)
- All (those circuits that span building zone areas or support the entire building)
- The following end-use types were also identified:
  - Systems (e.g., gates, control system dashboard, gates, irrigation, fire suppression)
  - HVAC

![Figure 3. Procedures for the end-use data analysis.](image-url)
• Lighting
• Plug Loads
• Appliances
• Machinery
• Domestic Hot Water (DHW) System

Table 3 shows an example of this process. For the zone categorization, the “All” tag was used if the circuit was deemed to support the entire facility or was outdoors (e.g., outdoor lighting, fire suppression, irrigation). Similarly, for the end-use categorization, the “Systems” code was used to capture miscellaneous loads such as the security gates, control system dashboard, irrigation, and fire suppression.

Table 3. Example of the categorization for the building zones and the end-use types.

<table>
<thead>
<tr>
<th>File Name</th>
<th>Delta kWh</th>
<th>Panel</th>
<th>Building Zone Type</th>
<th>End-Use Type</th>
</tr>
</thead>
<tbody>
<tr>
<td>KWH ERU-1.csv</td>
<td>1500.6167</td>
<td>Panel B1</td>
<td>All</td>
<td>HVAC</td>
</tr>
<tr>
<td>KWH HP-10.csv</td>
<td>1162.3859</td>
<td>Panel M2</td>
<td>Mechanic Shop</td>
<td>HVAC</td>
</tr>
<tr>
<td>KWH Building Exterior</td>
<td>1390.0356</td>
<td>Panel B1</td>
<td>All</td>
<td>Lighting</td>
</tr>
<tr>
<td>Lighting.csv</td>
<td>77.2855</td>
<td>Panel B2</td>
<td>Office</td>
<td>Appliances</td>
</tr>
<tr>
<td>KWH Dryer.csv</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>KWH Rec East end Data</td>
<td>1115.9972</td>
<td>Panel B1</td>
<td>Office</td>
<td>Plug Loads</td>
</tr>
<tr>
<td>Cabinet.csv</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

By using the process of the end-use data analysis, daily interval data were also managed. Using the daily interval data of the end-use type during the bill periods of March, April, May, and August, the change-point linear regression analysis (see Equation (1)) was conducted to observe the weather sensitivity for each end-use level energy use data. For some of the end use categories, the one parameter (1P) mean model [29] was found to be appropriate because there was no sensitivity to outside temperature (e.g., lighting, plug loads, appliances, machinery, DHW systems, etc.). Other categories (e.g., HVAC) showed strong sensitivity, so traditional change-point models were found to describe the dependency. To check the accuracy of the 1P model, Coefficient of Variation of the Standard Deviation (CV-SD) was used (see Equation (4) below). Lower CV-SD indicates how well the model fits the daily end-use data.

\[
CV - SD = \sqrt{\frac{\sum_{i} (y_i - \bar{y})^2}{(n - 1) \bar{y}}} \times 100 \\% \tag{4}
\]

Here, \( y_i \) is energy use from the daily end-use data, \( \bar{y} \) is the average of energy use data from the daily end-use data, and \( n \) is the number of energy use data points.

Finally, using the advanced quartile analysis [39], day of the week patterns were also identified. In this paper, high energy use above the 90th percentile on 2.0 °C bins were analyzed to find which day had the high energy use by each end-use type.

2.3. EUI Analysis

The EUI analysis was also conducted in this paper. The sum of the measured end-use level data from the 180 circuits was used. The data examined in the end-use data analysis covered the time span from 12 February through 3 October, a total of 234 days. In that time span, there was a gap of 13 days from 8 June to 20 June because of the network error of the BEMS, so the data represented 221 days, which was 60.6% of the year. In order to calculate the annual energy use for EUI, the total energy use was linearly extrapolated using the percentage of 60.6%. Then, the site EUI was calculated by dividing the extrapolated annual total energy use by the building gross area [40].

When end-use data were allocated to the “All” and “IT” categories, those were allocated using the ratio of the three areas: the office building of \( 636 \, m^2 \) (46.2%), mechanic
shop of 459 m² (33.4%), and maintenance shop and parts warehouse of 280 m² (20.3%). Thus, the individual EUI of the office, mechanic shop, and maintenance shop and parts warehouse was calculated by the estimated allocation, and they were compared with the predicted EUI of the three zones during the design phase of the TMSF facility aiming to nZEB. Finally, the overall calculated EUI was compared to the overall predicted EUI.

3. Results

This section describes the results from the three analysis approaches: monthly bill data analysis, end-use data analysis, and EUI analysis.

3.1. Results from Monthly Bill Data Analysis

Table 4 shows a summary of the results from the monthly utility bill data analysis using electricity use, electricity generation from the PV system on the roof, and corresponding outside air temperature during one year. Net-electricity use was calculated by subtracting the electricity use from the electricity generation. In addition, the load matching was calculated using the ratio of the PV generation to the building energy use. These may show how much the additional PV generation can contribute to the grid. The minimum and the maximum of the load matching were 49% in January and 323% in July, respectively. For this study, the load matching was not limited to 100%, which means the one-site generation met the energy consumption from the building [41]. Thus, in January, the building needed 51% of the additional one-site generation for the load, but in July, the exceeding 223% of the PV generation could provide electricity to the grid.

Table 4. Utility bill electricity use and corresponding outside air temperature.

<table>
<thead>
<tr>
<th>Billing Month-Year</th>
<th>From</th>
<th>To</th>
<th>No. of Days</th>
<th>Average OAT (°C)</th>
<th>Electricity Use (kWh/Day)</th>
<th>Electricity Generation (kWh/Day)/Load Matching (%)</th>
<th>Net-Electricity Use (kWh/Day)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sep-2017</td>
<td>18 Aug 2017</td>
<td>15 Sep 2017</td>
<td>29</td>
<td>24.5</td>
<td>118.6</td>
<td>277.2 (234%)</td>
<td>158.6</td>
</tr>
<tr>
<td>Oct-2017</td>
<td>16 Sep 2017</td>
<td>17 Oct 2017</td>
<td>32</td>
<td>11.0</td>
<td>110.0</td>
<td>252.5 (230%)</td>
<td>142.5</td>
</tr>
<tr>
<td>Nov-2017</td>
<td>18 Oct 2017</td>
<td>15 Nov 2017</td>
<td>29</td>
<td>8.2</td>
<td>115.9</td>
<td>176.6 (152%)</td>
<td>60.7</td>
</tr>
<tr>
<td>Dec-2017</td>
<td>16 Nov 2017</td>
<td>14 Dec 2017</td>
<td>29</td>
<td>2.6</td>
<td>146.2</td>
<td>99.3 (68%)</td>
<td>−46.9</td>
</tr>
<tr>
<td>Jan-2018</td>
<td>15 Dec 2017</td>
<td>12 Jan 2018</td>
<td>29</td>
<td>−0.7</td>
<td>168.3</td>
<td>82.8 (49%)</td>
<td>−85.5</td>
</tr>
<tr>
<td>Feb-2018</td>
<td>13 Jan 2018</td>
<td>14 Feb 2018</td>
<td>33</td>
<td>4.6</td>
<td>150.3</td>
<td>144.2 (96%)</td>
<td>−6.1</td>
</tr>
<tr>
<td>Mar-2018</td>
<td>15 Feb 2018</td>
<td>16 Mar 2018</td>
<td>30</td>
<td>2.2</td>
<td>170.7</td>
<td>198.7 (116%)</td>
<td>28.0</td>
</tr>
<tr>
<td>Apr-2018</td>
<td>17 Mar 2018</td>
<td>17 Apr 2018</td>
<td>32</td>
<td>8.4</td>
<td>125.0</td>
<td>238.8 (191%)</td>
<td>113.8</td>
</tr>
<tr>
<td>May-2018</td>
<td>18 Apr 2018</td>
<td>17 May 2018</td>
<td>30</td>
<td>14.9</td>
<td>112.0</td>
<td>328.0 (293%)</td>
<td>216.0</td>
</tr>
<tr>
<td>Jun-2018</td>
<td>18 May 2018</td>
<td>18 Jun 2018</td>
<td>32</td>
<td>19.1</td>
<td>105.0</td>
<td>318.8 (304%)</td>
<td>213.8</td>
</tr>
<tr>
<td>Jul-2018</td>
<td>19 Jun 2018</td>
<td>18 Jul 2018</td>
<td>30</td>
<td>24.4</td>
<td>112.0</td>
<td>361.3 (323%)</td>
<td>249.3</td>
</tr>
<tr>
<td>Aug-2018</td>
<td>19 Jul 2018</td>
<td>17 Aug 2018</td>
<td>30</td>
<td>27.6</td>
<td>120.0</td>
<td>325.3 (271%)</td>
<td>205.3</td>
</tr>
<tr>
<td>Total</td>
<td>365</td>
<td></td>
<td></td>
<td></td>
<td>1553.9</td>
<td>2803.4 (180%)</td>
<td>1249.5</td>
</tr>
</tbody>
</table>

Figure 4 shows a time series plot for the electricity use, electricity generation, and net-electricity use, as well as the weather data. The results showed that the billing period average, daily electricity generation was higher than the electricity use, except December to February (see the orange-color bars with the minus values in Figure 4). Thus, for the year analyzed, the building was net-positive. For the three months from December to February, to achieve net-positive ZEB, there is a need for an efficient heating operation because it was observed that the TMSF building used high heating energy when the electricity generation from the PV system was lower during the heating period. It should be noted that the power generation from the PV system tends to increase as the insolation according to solar elevation angle and daytime. This trend is clearly observed in this paper because the TMSF building is located in a dry climate with fewer clouds in the sky.
The regression analysis using the 5P model was conducted to better understand the electricity consumption in the nZEB in Idaho. Figure 5 shows the 5P model fits well with the whole-building electricity use against the corresponding outside air temperature. Table A1 in the Appendix A shows the numerical values from the 5P model. Discernable temperature sensitivity of the heating slope of 5.6 kWh/day·°C was observed for the heating period compared to the cooling slope of 1.5 kWh/day·°C for the cooling period. In other words, the heating electricity use of this building appears to be more sensitive to the outside air temperature when compared to the cooling demand. It was observed that the HVAC setpoint schedules of the TMSF building had a more aggressive setback schedule for the cooling rather than the heating, which could cause less cooling energy use. The building operation should be carefully determined to achieve nZEB during the heating period when the outside air temperature is lower than the heating balance-point temperature of 10.8 °C because the electricity generation from the PV system tends to be lower during the heating period.
3.2. Results from the End-Use Data Analysis

From 12 February 2018 to 3 October 2018, the end-use data obtained from the BEMS of the nZEB in Idaho were analyzed by building zone and end-use type. The results are shown in Figures 6 and 7, respectively. The highest end-use level of electricity use was from All zones at 35.2% (see Figure 6). Again, the “All” category indicates that those circuit data span all the building zone areas or support the entire building (e.g., backup boiler, geothermal ground loop pump, etc.) and/or outside systems (e.g., outdoor lighting, fire suppression, irrigation, etc.). The three individual zones of the office, mechanic shop, and maintenance shop and parts warehouse accounted for the energy use of 32.6%, 19.7%, and 6.0%, respectively.

![Figure 6. Summary of electricity use by building zone.](image)

The highest end-use type was HVAC at 31.6% (see Figure 7). The second and third highest end-use types were lighting at 28.7% and plug loads at 21.0%, respectively. The three end-use types accounted for 81.3%. It was also found that over 50% of the usage was attributable to only 12 of the 180 circuits from BEMS (see Figure 8). The top 12 end-use consumption accounted for 54.3% of the total energy use. The Energy Recovery Unit (ERU) accounted for 16.8% of 54.3% (9.1% of the total energy use), closely followed by the mechanic shop lights at 16.0% of 54.3% (8.7% of the total energy use). The DHW system accounted for 11.3% of 54.3% (6.1% of the total energy use). Interestingly, there was a total of 11 heat pumps (HPs) in the building, and it was found that the HP located in the mechanic shop accounted for the largest part of 7.6% (4.1% of the total energy use) among the 11 HPs. The geothermal ground loop pump used a similar amount of energy, which accounted for 7.4% (4.0% of the total energy use). This level of the specific analysis using the measured data provided how much energy use was occurring at the end-use level in the nZEB, which will be useful for the building operators to effectively manage BEMS in order to reduce the end-use level energy use. This analysis can be applied to other nZEBs in different weather conditions.
Figure 7. Summary of electricity use by end-use application type.

Figure 8. Top 12 end uses, accounting for 54.3% of the total energy use.
By using the process from the end-use data analysis, a detailed monthly utility bill data analysis was also conducted. In other words, Figure 5 from the monthly whole-building bill data analysis was improved with the stacked bar plots of the measured end-use data (see Figure 9). Even though the measured end-use data were available during the monthly billing periods of the four months only (i.e., March, April, May, and August), they belonged to each heating, weather-independent, and cooling period based on the heating balance-point temperature of 10.8 °C and the cooling balance-point temperature of 20.3 °C, as shown in Figure 9. This approach is very helpful for better understanding the end-use level energy signature against the whole-building level energy signature, which is sensitive to the outside air temperature. As expected, HVAC was the most sensitive to the outside air temperature, showing percentage changes of 48.4%, 35.1%, 21.6%, and 33.4%. Lighting had the highest percentage of 35.2% for the weather-independent period. Other end-use types proved to be insensitive to the outside air temperature. Furthermore, daily end-use data for the four months were used to better analyze the weather sensitivity using the 5P and 1P models. The daily end-use and the corresponding outside air temperature data of 86 days during the weekdays from the four months and 34 days during the weekends were used for the analysis because the commercial nZEB in Idaho showed discernible patterns between the weekdays and the weekends. Figures 10 and 11 show the results from the 5P and 1P models. It was found that only HVAC was sensitive to the outside air temperature. Tables A2 and A3 in the appendix show the numerical values from the 5P and 1P models. Noticeably, energy use from the weekends was much lower than on the weekdays. It should be noted that the energy use from the HVAC, lighting, and DHW systems was significantly reduced during the weekends, but the energy use from plug loads, appliances, machinery, and systems was similar between the weekdays and the weekends.

Figure 9. The 5P model with monthly average daily electricity use data against corresponding outside air temperature and stacked bar plots with measured end-use data.
Furthermore, the advanced quartile analysis [39] was conducted to better analyze the daily end-use data. The advanced quartile analysis can provide the frequency of time series for high-energy-use data. First, the quartiles of the energy use data on the 2.0 °C bins from the outside air temperature data were analyzed. Then, in this study, the high energy use over the 90th percentile was identified on the time series of the daily pattern (i.e., the day of the week). Figures 12 and 13 show the results from the advanced quartile analysis. The left-side plots in Figures 12 and 13 show the 5P and 1P models with the daily interval data points and the box and whisker plots on 2.0 °C interval bins. The right-side plots in the figures show the day of the week patterns by frequency and the amount of average high

![Figure 10](image1.png)

**Figure 10.** Regression models by measured, daily end-use data in March, April, May, and August for weekdays.

![Figure 11](image2.png)

**Figure 11.** Regression models by measured, daily end-use data in March, April, May, and August for weekends.
energy use. In order to better analyze the high energy use, the 90th percentile values above the 5P and 1P model lines were only considered. For example, on the upper-left plot in Figure 12, the high energy use above the 90th percentile on the 2.0 °C bin was removed for the analysis because the value was lower than the 5P model line. The day of the week patterns in the right-side plots show when the high energy use most occurred and what amount of the average high energy use was consumed each day. The three end-use types (i.e., HVAC, lighting, and plug loads) accounted for 81.3% of the total energy use in the building, so their patterns were important. When the days were only considered for the frequency of the high energy use from the three end-use types, HVAC and lighting on Tuesday, plug loads on Wednesday, and lighting on Thursday should be carefully observed to reduce the high energy use. When the days were only considered for the amount of the average high energy use from the three end-use types, HVAC on Monday and Friday and plug loads on Saturday should be carefully observed. It was interesting that the high energy use from the lighting, appliances, machinery, DHW system, and systems did not occur during the weekends (see the right-hand plots in Figures 12 and 13). This level of the specific time-series analysis using the historical data is useful for the building operators to efficiently manage the end-use level energy consumption by day to achieve nZEB.

Figure 12. Cont.
Figure 12. Quartile analysis and high energy use analysis by measured, daily end-use data of HVAC, lighting, and plug loads.

Figure 13. Cont.
3.3. Results from the EUI Analysis

Table 5 shows the site EUI results that were calculated using the end-use level circuit data, which were compared to those EUI values that were predicted during the design phase of the TMSF facility aiming at nZEB. The calculated EUI of the building was 34.2 kWh/m²·year compared to the design EUI of 47.6 kWh/m²·year. Note that the calculated EUI was linearly extrapolated for the year because the measured end-use data were obtained from 221 days. For the period from 12 February through 3 October, a total of 234 days, there was a gap of 13 days from 8 June to 20 June. Thus, the period used for the end-use data analysis represented 221 days.

Table 5. EUI results between measured and predicted (design) data.

<table>
<thead>
<tr>
<th>Zone</th>
<th>Area (m²)</th>
<th>Measured Use (kWh)</th>
<th>Measured, Allocated from ALL/IT (kWh)</th>
<th>Total (kWh)</th>
<th>Calculated EUI (kWh/m²·year)</th>
<th>Predicted (Design) EUI (kWh/m²·year)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Office</td>
<td>636</td>
<td>9216</td>
<td>5442</td>
<td>14,657</td>
<td>38.4</td>
<td>51.4</td>
</tr>
<tr>
<td>Mechanic shop</td>
<td>459</td>
<td>5575</td>
<td>3933</td>
<td>9507</td>
<td>34.5</td>
<td>58.7</td>
</tr>
<tr>
<td>Maintenance shop</td>
<td>280</td>
<td>1688</td>
<td>2395</td>
<td>4083</td>
<td>24.3</td>
<td>20.2</td>
</tr>
<tr>
<td>and parts Warehouse</td>
<td>280</td>
<td>1688</td>
<td>2395</td>
<td>4083</td>
<td>24.3</td>
<td>20.2</td>
</tr>
<tr>
<td>Total</td>
<td>1375</td>
<td></td>
<td></td>
<td>28,248</td>
<td>34.2</td>
<td>47.6</td>
</tr>
</tbody>
</table>

The overall calculated EUI for the facility was about 28% lower than the predicted (design) EUI, which indicated that the nZEB in Idaho was efficiently operated during the observed annual period compared to the designed building operation. However, the design (predicted) EUI values were estimated based on the mechanical drawings, not accounting for the weather conditions. In addition, the calculated EUI did not account for extreme and/or various weather conditions. The difference of 28% should be carefully checked while considering more weather conditions for a future study. The calculated EUI values from the office and mechanic shop were also lower, but the maintenance shop and parts warehouse was somewhat higher. This last discrepancy would be due to the way the facility-wide energy use from the All and IT zones was allocated among the three zones using the area ratios, even though the calculated EUI can be compared to the EUIs of other nZEBs in different weather conditions.

4. Discussion

This paper first used both measured whole-building and end-use level data to analyze nZEB. The monthly utility bill data were validated with the end-use level circuit data obtained from the BEMS of the building. Moreover, we combined the simple and reliable change-point linear regression analysis for the utility bill data with the specific analysis for the end-use level circuit data. This is remarkable because accurate and weather-sensitive analysis results are necessary to better understand the energy performance of nZEB as
more monitored data are available from BEMS. It was found that the most and least weather-sensitive energy use. The HVAC system was the most sensitive to the outside air temperature, showing energy use percentage changes of 48.4%, 35.1% (the heating period), 21.6% (the weather-independent period), and 33.4% (the cooling period). Lighting had the highest energy use percentage of 35.2% for the weather-independent period. Plug loads had the second-ranking percentage of 21.8% for the period. The HVAC operation should be carefully determined during the heating period when the outside air temperature is lower than the heating balance-point temperature of 10.8 °C. The lighting and plug loads operation should be carefully managed for the weather-independent period when the outside air temperature was between the heating balance-point temperature of 10.8 °C and the cooling balance-point temperature of 20.3 °C. In addition, using the advanced quartile analysis, the day of the week patterns for the end-use data were identified. Finally, the calculated EUI of the building was 34.2 kWh/m²·y. The approaches developed in this study and the corresponding results from nZEB in cold and dry climates can be useful to analyze several nZEBs in different weather conditions and to compare the results with each other respectively.

This combined, specific analysis using the outside air temperature data will be insightful for building operators to efficiently manage the weather-sensitive and/or non-weather sensitive end-use level energy consumption in order to achieve nZEB in similar and/or different climates. This new analysis can also be used to verify the calculated energy use from the design-level certification with the measured energy use from the BEMS or the metering system.

However, the black-box and/or the gray-box approach of the combined analysis developed in this paper was not able to provide detailed results when they were compared to the calculation methods (i.e., the forward (white-box) approach) [34–37]. In order to consider the detailed building physics of conductive, convective, and radiative heat transfer, including the utilization factors in the monthly method [35], the forward method may require necessary input data such as several thermal mass or thermal capacitance, set-point data, time constant, etc. Thus, other studies [42,43] showed simplified forward approaches with important parameters for building energy performance. A non-linear multivariate regression model was developed using a simulation program [42]. It was found that the inside air temperature was highly correlated with solar heat gains, outside air temperature, heating load, and air exchange rate. A simple building energy model was also developed for heat energy use when the impact from occupants and other internal heat gains were minimum [43]. The model required only outside air temperature, wind speed, and solar insolation data.

Alternatively, by matching the results from a statistical model using measured data (see Figure 5), an hourly or monthly simulation model (i.e., the forward method) can be created [33,44]. In other words, a calibrated building simulation model can be used to calculate building energy needs, considering the building physics with some assumptions for the input data [32]. For a future study, using calibrated building energy simulation models, we will enhance the current method to consider detailed building physics.

5. Conclusions

This paper analyzed the first nZEB in Idaho in the cold and dry climate using three different approaches monthly bill data analysis, end-use data analysis, and EUI analysis. Monthly bill data analysis showed that the TMSF building was net-positive due to the highly efficient building envelope and systems along with the operations and the electricity generation from the PV system, except from December to February. The building should be carefully operated to achieve nZEB during the heating period because the heating electricity use was higher than the cooling electricity use, and it was more sensitive to the outside air temperature, while the electricity generation from the PV system tends to be lower during the heating period.
End-use data analysis showed that the three end-use types (i.e., HVAC, lighting, and plug loads) accounted for 81.3% of the total energy use in the building. The largest single use was the ERU, which accounted for 9.1% of the total energy use. It was found that only HVAC among the end-use types was sensitive to the outside air temperature. The day of the week patterns was also found when the high energy use most occurred and what amount of the average high energy use was consumed each day. Finally, the EUI analysis showed that the calculated EUI of the building was 34.2 kWh/m²·yr compared to the design EUI of 47.6 kWh/m²·yr. This indicated that the first commercial nZEB in Idaho was being operated 28% more efficiently than the designed building operation.

However, in this paper, if a longer period of measured data and accurate zone allocation are obtained for the end-use level data analysis, the analysis will provide more reliable results. Extreme and/or much different weather profiles can affect the building system operation, so the results from this study can be changed. For example, the cooling slope and the cooling balance-point temperature will be significantly changed when the outside air temperature is extremely high because the cooling energy use from the HVAC system will be increased, even though the combined results from this study can be a baseline to compare with the results from other weather conditions in different years. This is the advantage of the methods developed in this study to compare and/or quantify the different results by the weather conditions.

The three different approaches and the combined analysis in this paper will be valuable for better analyzing the operational characteristics of nZEBs by weather and by time. For future work, we will analyze hourly measured data from the BEMS of the nZEB to better operate the building. In addition, we will compare the end-use data before and after the improved operation considering the PV system and the WSHP system with ERU and geothermal ground loop. Based on the analytical approaches used in this paper, the improved control procedure will be developed, and the data-driven machine learning models will be applied.
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**Appendix A**

Table A1 shows the numerical results from the 5P change-point linear regression model for the monthly average daily utility billing data. Tables A2 and A3 show the numerical results from the 5P change-point linear regression and the 1P (mean) models for the daily end-use data during the monthly billing periods of the four months (i.e., March, April, May, and August) considering the weekdays and weekends.
Table A1. Results from the monthly whole-building utility billing data.

<table>
<thead>
<tr>
<th>Category</th>
<th>Heating Balance-Point Temperature ($T_{h.b.}$) (°C)</th>
<th>Cooling Balance-Point Temperature ($T_{c.b.}$) (°C)</th>
<th>Heating Slope (HS) (kWh/day·°C)</th>
<th>Cooling Slope (CS) (kWh/day·°C)</th>
<th>Y-Axis Intercept ($E_{w.i.}$) (kWh/day)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Value</td>
<td>10.83</td>
<td>20.26</td>
<td>−5.64</td>
<td>1.53</td>
<td>108.85</td>
</tr>
<tr>
<td>Standard error</td>
<td>1.05</td>
<td>1.05</td>
<td>0.56</td>
<td>0.95</td>
<td>3.33</td>
</tr>
<tr>
<td>$R^2$ (%)</td>
<td>92.60</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CV-RMSE (%)</td>
<td>5.40</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table A2. Results from daily end-use HVAC data during the monthly utility billing periods.

<table>
<thead>
<tr>
<th>Category</th>
<th>Heating Balance-Point Temperature ($T_{h,b.}$) (°C)</th>
<th>Cooling Balance-Point Temperature ($T_{c,b.}$) (°C)</th>
<th>Heating Slope (HS) (kWh/day·°C)</th>
<th>Cooling Slope (CS) (kWh/day·°C)</th>
<th>Y-Axis Intercept ($E_{w,i.}$) (kWh/day)</th>
</tr>
</thead>
<tbody>
<tr>
<td>HVAC</td>
<td>10.80</td>
<td>19.60</td>
<td>−6.47</td>
<td>1.69</td>
<td>33.05</td>
</tr>
<tr>
<td>Weekdays</td>
<td>10.80</td>
<td>19.60</td>
<td>−6.47</td>
<td>1.69</td>
<td>33.05</td>
</tr>
<tr>
<td>Standard error</td>
<td>1.47</td>
<td>1.47</td>
<td>0.30</td>
<td>0.35</td>
<td>1.83</td>
</tr>
<tr>
<td>$R^2$ (%)</td>
<td>84.70</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CV-RMSE (%)</td>
<td>21.54</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Weekends</td>
<td>15.64</td>
<td>19.33</td>
<td>−3.21</td>
<td>1.10</td>
<td>6.52</td>
</tr>
<tr>
<td>Standard error</td>
<td>1.23</td>
<td>1.23</td>
<td>0.70</td>
<td>1.31</td>
<td>6.43</td>
</tr>
<tr>
<td>$R^2$ (%)</td>
<td>44.00</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CV-RMSE (%)</td>
<td>75.78</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table A3. Results from daily end-use data (except HVAC) during the monthly utility billing periods.

<table>
<thead>
<tr>
<th>Category</th>
<th>Period</th>
<th>Y-Axis Intercept ($E_{w,i.}$) (kWh/Day)</th>
<th>Standard Deviation (SD) (kWh/Day)</th>
<th>CV-SD (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lighting</td>
<td>Weekdays</td>
<td>41.29</td>
<td>7.38</td>
<td>17.87</td>
</tr>
<tr>
<td>Plug loads</td>
<td>Weekdays</td>
<td>26.74</td>
<td>5.21</td>
<td>19.50</td>
</tr>
<tr>
<td>Appliances</td>
<td>Weekdays</td>
<td>2.70</td>
<td>0.91</td>
<td>33.86</td>
</tr>
<tr>
<td>Machinery</td>
<td>Weekdays</td>
<td>5.04</td>
<td>1.03</td>
<td>20.40</td>
</tr>
<tr>
<td>DHW</td>
<td>Weekdays</td>
<td>9.91</td>
<td>2.26</td>
<td>22.78</td>
</tr>
<tr>
<td>Systems</td>
<td>Weekdays</td>
<td>8.69</td>
<td>0.59</td>
<td>6.79</td>
</tr>
<tr>
<td></td>
<td>Weekends</td>
<td>8.14</td>
<td>0.69</td>
<td>8.48</td>
</tr>
</tbody>
</table>
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