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ABSTRACT

Surface acoustic wave (SAW) technology has been utilized in numerous nesearc
and commercial devices since the practical implementation was enablesl by t
availability of suitable photolithographic techniques in the 1970s. With the traditional
approach to implementing these devices the frequency response is establistged dur
manufacture. This dissertation proposes a different approach to implementing a SAW
device. The SAW structure is added to the top of an integrated circuit so that the
frequency response can be digitally controlled and the peak resonant frequehey ca
varied. The approach is based on implementing a phase-controlled interfaeerbtite
SAW transducer fingers and the input and output signals. The methods described can be
applied to SAW resonators used for applications such as filters, oscillagoia, si
processing, and material sensing where frequency agility is atbenef

Two design architectures are proposed and verified with simulations, with one
offering somewhat more predictable performance while the other tfiefsotential
benefit of lower-power operation. The simulations are performed using a combiofti
SPICE and MATLAB whereby the MATLAB code translates a desired fregquera set
of phase assignments for the SAW fingers and launches the SPICE applicati
simulate the performance. The SPICE application uses a lossy transmissasndine
coupled-mode electromagnetic system to simulate the piezoelecttiwat®ustic
system. Simulations were done with center frequencies of 200 MHz and 800 MHz.
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Theory predicts, and simulations verify, that using a 500nm CMOS process an oscillator
can be implemented with frequencies up to 1 GHz and a resulting Q of approximately

600. Theory supports the possibility of operation up to 50 GHz with advanced circuits

and finger widths of 45 nm.
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CHAPTER 1 INTRODUCTION

1.1 Overview of Conventional SAW Device Design

Surface Acoustic Wave (SAW) Devices emerged from the confluence of
piezoelectricity discovered in 1880 by the brothers Pierre and JacquesiTand fhe
theory of plane surface waves postulated in 1885 by Lord Rayleigh [2] and enabled by
the availability of photolithographic technology to support the necessary metalli
geometries for a practical implementation. The first disclosed SAN¢etewere made
in 1965 [3].

These devices are frequently used as filters, signal processing compandrds
the resonating components of oscillators for generating sinusoid signdigation of
these devices is typically limited to applications where the frequespgmee is fixed or
slightly tunable to the minor extent that substrate geometry or propagatioiywetoc
be modified. Variations of these parameters on the order of 100 ppm would generally be
considered a typical range.

In contrast to a Bulk Acoustic Wave (BAW) device where the resonant frequency
is generally determined almost exclusively by the physical proparidgeometry of the
piezoelectric material, the frequency and propagation delay properti€sAdWalevice
are influenced both by the mechanism by which signals are applied to andeeixfiraict

the piezoelectric substrate as well as by the material propertiesSAMWelevice can be



thought of as a frequen-selective delay line. A simplifiedifhctional diagram of
typical SAW device consisting of a pair of intentided transducer (IDT) con

electrodes that serve to transmit and receivec¢bastic wave is shown Figure 1 [4].

ey
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Figure 1. Conventional SAW device design.

The sending set of electro( (or fingers)on the left end of the figure creates
acoustic vibration in the substrate due tcinverse piezoelectric effect. This acou:
vibration travels in both directions at the acaugtiopagation velocitv with the desired
energy traveling toward the receptor electrodetherright side of the drawing. TI
undesired energy launched ite opposite direction is largely absorbed by stm&stunot
shown. The vibration appearing under the receisetgf electrodes on the right s
induces a voltage on the receiving fingers viapiezoelectric effect

The frequency selectivity influencedby the characteristics of the sending
receiving interdigitated transducer (IDT) comb é&lede: in the following manne.

Adjacent fingers which are driven by opposite psasfehe input signal will crea

constructive interference at signalquencyf if the spacing - wherethe acoustic



wavelengthA :¥ and whereis the acoustic velocity. Therefore, the maximum

acoustic energy will be injected into the substrate when% . Thus for a typical
F

filter design the bandpass center frequency is

v 1)
fe = 2d,

The width and length of the fingers will determine the amount of energy injected
into the substrate as well as the differential impedance of the transduceilt hat/ev
only a secondary effect on the center frequency response of the deviceioMaoat
finger length within an IDT, a technique referred to as apodization [5], aulie changes
in the shape of the frequency response. Note that the signal travels through the
metallization at electromagnetic speeds or velocities and through theateias a much
slower acoustic velocity.

The spacinglr between the fingers of the same polarity at the approximate

centers of the transducer pair influences the propagation dglay between thadnput a

output signal. The propagation delay can be represtented as

d
Tp = 7T (2)

The benefit of using a device utilizing acoustic propagation rather than
electromagnetic propagation derives from the fact that typical acoustagatigm
velocitiesV as shown in Table 1 are on the order of 3 — 5 km/sec, or about 4 to 5 orders
of magnitude lower than the velocity of an electrical signal through aatypic

electromagnetic transmission medium. This approach enables a relathadlyphysical
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size for critical parameters such as the value of the finger spézlcing grdphgation

delaytp.

Acoustic wave propagation can occur in several forms [6]. These include the
Rayleigh wave, the Generalized SAW (GSQW) wave, the Leaky SAW wave, the
Shallow Bulk Acoustic Wave (SBAW), the Surface Skimming Bulk Wave (SEBW
the Pseudosurface SAW (PSAW) wave [8], and the High Velocity Pseudosurface Wave
(HVPSAW). The propagation mode depends on a variety of substrate and metallization
properties. The velocities of the Pseudosurface waves can be 40% (PSAW) to 100%
(HVPSAW) higher than the standard Rayleigh wave devices [9]. As will beskeetty,

higher propagation velocities offer benefits for higher frequency applications.

1.2 Overview of Typical Piezoelectric Materials

Properties of numerous piezoelectric materials are discussed in thttiegd 0],
[11]. The SAW properties of some of the most commonly used materials are shown in
Table 1 whereV” is the acoustic velocity,K?" is the coupling constant, “Loss” is the
acoustic attenuation, “Leaky” is the loss of the pseudo-SAW (PSAW) propagation, and
“TCD” is the temperature coefficient of the delay. As can be seen in the table, quart
offers relatively low temperature coefficients but has a low coupling&einahd high
loss. LiINbQ offers a relatively high coupling constant and low loss and therefore
somewhat better efficiency. Most SAW RF filters and duplexers us&kidiae to the

optimum coupling factor [12].



The observation can be made that most piezoelectric materials are not
semiconductors and that most semiconductors do not posses piezoelectric properties.
However, there are exceptions, with one of the more interesting ones bé&sgvwbase
acoustic properties are included in Table 1 [13]. This dual property has been the subject
of various research efforts [14] [15] [16].

Ceramic materials such as lead zirconate titanate (PZT) are hftgdine
piezoelectric materials but are not listed here because their attenbetomes
unacceptable at frequencies above 50 MHz [17]. An alternative hybrid approach to
integrating piezoelectric and semiconducting material properties irs/tiieeapplication
of a thin film of piezoelectric material to substrates such as silicon. Addid@mtaission

of thin film materials is presented in section 3.4.



Table 1. SAW properties of piezoelectric substrates.
*
Material Cut v K2 Loss Leaky TeD
(m/sec) (dB/cm) (dB/A) ppmPC
YX 3159 0.18 8.2 24
Ouartz ST 3158 0.12 9.8 ~0
ST-PSAW 5078 0.033 7.8e-2
ST-HVPSAW 5745 0.011 1.2e-3
L YZ 3230 0.72 35 -35
'Il'_::tI:Ir:te 112YX 3288 06 33 18
LiTa0, 36YZ PSAW 4227 5.6 2.1e-4
36YX HVPSAW 6978 21.1 0.12
L YZ 3488 45 3.1 94
',:l'it:;)“aTe 128YX 3992 53 2.7 75
LiNDO3 64 YX PSAW 4692 10.8 5.2e-2
41 YX PSAW 4752 17.2 2.4e-4
Gallium (001)(110) 2868 0.072 14.0 -52
Arsenide
Cadmium (001)(100) 1725 0.47 20.0
Sulphide
Zinc Oxide (001)(100) 2690 1.0 9.5 -37
Lithium XZ 3542 1.0 ~0
Tetraborate
SiOJ/LiTaO; | YZ(SIO,)-TF 3435 3 17 ~0
LiTaO,
Langasite 2600 0.3 ~0
Bismuth (001)(110) 1681 1.4 12.0 -120
Germanium
Oxide

*Loss is in air at IGHz.

While it is important that the transducer fingers are effective etting and
receiving a signal from the piezoelectric substrate, it is also impoh@intey do not

play a role in excessively attenuating the acoustic signal passihgry tAvoiding this

excess attenuation generally requires that the widihthe fingers bev < % and

preferablyw < %[18]. It is clear from this relationship that as frequencies increase, the

upper limit of finger width decreases. At some point these finger widths beconter sma

than typical processes can support. A solution to this limitation is to select m&ubst
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with a higher propagation velocity. For example, there are reported velositiegghaas

12km/s [19] on AIN/Diamond substrates supporting operation as high as 8GHz [20].



CHAPTER 2 SAW APPLICATIONS

SAW technology is most commonly used in bandpass filters, oscillators, signal
processing devices including correlators and dispersive delay lines, andrap@ent
for characterizing material properties such as viscosity and density.

The primary benefit of using traditional SAW technology for a filter appbao is
the highQ capability combined with the small size and the flexibility availablaitort
the frequency response [21], [22]. In the case where the device is used as a bandpass
filter, it is generally not desirable to incorporate a long distdad®tween the transducer
pair as the associated delgygenerally provides no benefit. The design of a SAW filter
includes many considerations related to IDT geometry and additional comptindeés
with parasitic effects such as triple transit reflections [23]. In soswsdae finger
lengths are chosen to be non-uniform to provide for different weighting using an

apodization or similar function chosen to provide the desired filter response [24], [25].

2.1 Oscillator Resonator

In the case where the device is used as a resonator element for atondtida
SAW resonator can be thought of as a delay-line with propagation dglay combined
with a pair of IDT comb electrodes that serve simultaneously to transmitegige the

acoustic wave as well as an intrinsic bandpass filter whose purpose will besdidc

shortly. Oscillators using SAW resonators were introduced in 1969 [26] and have found



limited commercial application in certain areas where low phase noisengpartant
consideration [27] [28]. A typical oscillator constructed with a SAW device as a
resonator combined with appropriate gain blocks and an optional variable phase delay to

provide for tuning over a narrow frequency range is shown in Figure 2.

Tune

I SAW Device I {> Output

Figure 2. Typical oscillator design.

For the purposes of this discussion the total loop propagationgetan be
assumed to be the sum of the SAW propagation dglaynd the external delays through
the gain stages, phase delay block, and other intrinsic delays. If the loop is broken, the
circuit is simplified by removing the phase-shifting component, and a signakssur

inserted as shown in Figure 3. The open loop gain could be defined as

Vout
G = (3)
Vin
and
¢ = LVout — LVin (4)
as measured in radians. It should also be noted that
¢ = _woscf’r + ZNT[ (5)

where .. is the radian frequency of the stimulus in Figure 3 and N is the number of

surface acoustic wavelengths of the signg| ,
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N = int (%) (6)

i

Vout

(

Vin > SAW Device

Figure 3. Oscillator circuit with loop broken.

From Equation (5) it can be seen that the change in the phase shift with freguancy i
constant delay equal to the transit time through the structure.

do

dwosc

=—1r (7)

In order for a resonant system to oscillate when the loop is closed (the swHigiiie 3
is flipped to the up position), it is necessary that

a): the value o6 in Equation (3) be such th@t> 1, and

b): the value ofp in Equation (4) be such that=0.
These two requirements are known as the Barkhausen criteria fortmstilldn order to
meet condition b) it can be seen from (5) that

WoscTr = 2Nm (8)

whereN is an integer representing the number of cycles of delay in the loop.

A good resonator for an oscillator is one that creates a very stable frequienc

order for a resonator to do this well, it must have a high Quality FactQryalue.
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While the standard definition @ is the ratio of energy stored to the energy dissipated in

a half cycle in a resonator, this view gets more complicated when ampéyr@sonator
where there are two primary components which contribute to what is gemefathgd
as the unloade@. One contributor is the delay of the resonator where it can be shown

that the delay compone@b can be estimated as [29]

=-0.5 d¢ 9
Qp = —0.5wpsc dwosc
which implies from (7) that
Qp = 0.5woscTr (10)
and from (8) that
Qp = Nm (11)

This suggests that a highis achieved with a large value foy. However, increasing
the value ofr, creates several problems. First, it turns out that the res@péalso

limited by the attenuation of the transmission line which causes a reductien of t
received signal (and th&\R at the receiver) and results in a lower effective resofator
In reality this attenuation tends to increase with the square of the ricggLB9] on

guartz substrates, and this dependence is likely to be typical of most substr@tes. |
defined as the component’s load@dlue to the of loss in this transmission line, then the

effectiveQ [31] can be described as

1 _1+1
Qerr Cp QL

The effects of these two component€egr are shown in Figure 4 where the

(12)

rising lines are the contributions due to the delay element and the falling knbxe ar
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contributions due to the Ic, and the results are shown at frequencies from 10@ két

QD(DeIay) and QL(Path Loss)

9000 MHz.
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T

Path Length d_(cm)
Figure 4. Contributions to Q from delay and path lossat different frequencies.

Combiningthe two contributior as described in Equation (I@pducesthe result shown
in Figure 5 This result is very similar to that describedLewis [32]and provides som

for maximumQegre. FromFigure 5 it can be estimated thiatthe region of path lengtt

insight regarding theptimal length of the device artle associated propagation de

that represent the rising portionQgrr, its value is approximately
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-
o

TR

O anosy3

T

Path Length d_(cm)

Effective Q resulting from the two contributors.

Figure 5.

Another important factor affects maximum path length, which is proportiotabtany

given frequency. The frequency range met by the gain portion of the Barkhatesea, cri

G > 1, is determined by the bandpass filtering capability of the IDT pair omeati

previously.

(or

It is apparent that through efforts to incre@sky increasing the value of,

equivalently,N) multiple values of N (and thus multiple values of frequency) will lead to

meeting the conditions of both Barkhausen criteria. Avoiding this frequenuygaity

requires that both criteria be met for only one valul.ofn order to ensure this non-
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ambiguity, it is important that the selectivity of the filter be consisigtht the value oN

(andz, ). An example of this problem is shown in Figure 6 where the green line shows
the phase shift and the green dots show each point at wkidN~ , which indicates a

potential frequency of oscillation if there is sufficient G. The blue line inescie

relative gain vs. frequency, recognizing that in this case additional loopvgaid have

to be supplied to support oscillation. The red dots on the blue line correspond to the
frequencies represented by the green dots, indicating a potential frefureosgillation.

This result poses the problem that with only about 1.5 dB of separation between the gain
for the three candidate frequencies, it is highly likely that a spuriousatiscilwill occur

at an undesired frequency. Because of the nonlinearity of oscillator gais, stagje
frequently the case that an oscillator once excited at a frequencyuffitesit gain will
continue to oscillate at this initially excited spurious frequency and igrtbes

resonances that meet the Barkhausen criteria.
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1080

Tgt: 175 MHz, Act: 174.76 MHz

720

360

System gain (dB)
Phase, degrees

-360

=720

175 ' 200
Frequency (MHz)

Figure 6. Case with insufficient selectivity to support the desigevalue of N.

The general approach to increasing filter selectivity is to increaseuthber of
fingers in the IDT. In the case of Figure 7 the number of fingers pewd¥Tdoubled
from 32 to 64 and the result was an increase of gain separation to a little over 4 dB. This
change may still be insufficient, depending on the gain control available, atycle

indicates the relationship betwelinthe number of cycles of delay, akill the number of
fingers in the IDTs. The 4-dB bandwidth can be generally approximaeidas ~ %

whereT is the propagation length of an IDT represented in seconds [33.]
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soalbap ‘aseyd

~—————720

Tgt: 175 MHz, Act: 175.07 MHz

Frequency

Figure 7. Case with selectivity increased by doubling the number ofrfgers.
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2.2 Oscillator Phase Noise
Phase noise in oscillators is a very important measure of quality. The well-known
Shannon-Hartley theorem, derived largely from Shannon’s Theorem [34], positsethat t

maximum channel capacity using ideal coding techniques can approach the ugper limi

S
C = Blog, <1 + N) (14)

whereC is the channel capacity in bits per secdhd the channel bandwidth in Hz, and
SandN are signal and noise power respectively. When an oscillator is used for up
converting or down converting between a baseband and a carrier signal gtaduss
directly to the signal, thus reducing channel capacity according to (14)laf@s@hase
noise creates an additional problem due to the fact that noise components mix with
adjacent channel signals that may be larger than the desired signalgaeatise
component that is considerably larger than would be attributed to the phase noise
component alone. Because of the limiting behavior of the gain stages oftos;illa
much of the inherent amplitude noise is suppressed so the phase noise is the dominant
noise source.

A model of oscillator phase noise was proposed in 1966 by D. B. Leeson [35] in
which it was postulated that there are three regions of noise as noted in Figure @. Here

is the loaded) of the resonatorg, is the carrier frequeney, is the offset (modulation)
frequencyk is Boltzmann’s constant, is absolute temperatur®,  is the power entering

the resonatorF is the oscillator noise factor, and iS a constant related to the

frequency where thei— noise becomes dominant.
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Phase noise vs. offset
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Figure 8. Leeson's oscillator noise model.

It is customary to characterize the phase noise as the spectral detisiyoise

in a 1 Hz bandwidth relative to the carrier power. Since the noise is actuakgsthieof

phase modulation in units of RMS radians, it scales whandwidth . In the model

shown, Zone 1 is the frequency range Where—%he noise due to the active device in the

oscillator dominates. Zones 2 and 3 include the frequency range where tHeeampli
thermal noise dominates. Both Zones 1 and 2 are inside the half-bandwidth of the

resonator so that their noise modulates the frequency of the system which when

integrated becomes phase noise with an additieflgal power slope. Zone 3 is outside

the resonator bandwidth, so the noise is primarily thermal noise determined by the

properties of the amplification system.
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Important observations that can be made from this model include:

IncreasingQ reduces the noise power in zones 1 and 2.
e Increasing the carrier power improves the noise performance in all. zones
This observation is not quite accurate in the sense that for many resonators, an
increase in carrier power will increase aging rate, thus causingpdatien in
extremely close-in noise.

e Increasing carrier frequency causes noise to increase at the 2ated®fper

decade in zones 1 and 2 and extends the offset range for Zone 2.

e The power spectral density is generally lower at greater offsetsthe

carrier in zones 1 and 2.

The Leeson model is conceptually useful but various complications limit its
capability to lead to design improvements. As has been suggested in the li{8&ture
[37] some of these limitations are related to the fact that the SAW resoofitorfave a
flicker noise of their own, that amplifiers add phase variation throughout the chidiats
the noise factor which emphasizes the noise contribution of the first stage mayanot be
valid measure, and that the quality of matching to the complex impedance of the SAW
resonator can change performance considerably and make the characterizatidadf
Q very difficult.

There are some other fundamental relationships that are important to consider

e Multiplying the frequency of the oscillator output will change the noise across
the entire spectrum at a rate proportional to the multiplication factor. For
example, doubling the frequency will increase the phase noise by 6dB at all

frequencies including frequencies associated with the noise floor.
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e Using an oscillator as a reference in a PLL will have exactly the saau eff

as multiplying the frequency but only approximately within the unity-gain
bandwidth of the PLL.

e Dividing the frequency of an oscillator output will decrease the noise across
the entire spectrum proportional to the division factor except that the noise
floor is controlled by the noise floor of the divider and its theriiBl foise.

Because of these relationships it is customary to design a frequenay asarc

composite system of two or more oscillators. The reference oscillayouseaa quartz
BAW resonator operating at a frequency of 10 MHz. Ideally it would be an oven
controlled crystal oscillator (OCXO) using a stress compensatedy${38] quartz
resonator operating at 70 so that minimal capacitive tuning (which degrade<ihis
necessary to maintain the specified frequency. The operating power of ttee qua
resonator must be chosen to achieve the desired stability tradeoff. Qpatabw

power will reduce aging effects and enhance its long-term (clos&bilty. From the
Leeson model, however, low resonator power will cause an increase in far-out phase
noise.

Assuming that the application required an actual operating frequency of around 1

GHz, the reference frequency would effectively be multiplied by 100, causingise
levels to increase by 40 dB at all offset frequencies. For close-in noided#seis)

this increase may not be a problem because for a constant Q the noise woasgincre
with frequency with any oscillator, so the end result would still be an abbepeael of
phase noise. Due to multiplication of the noise far from the carrier of the éouency

reference oscillator, a low phase noise system will require the additiongiiexr-hi
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frequency oscillator which is optimized for a low level of far-out noise and is phase

locked to the master oscillator with a relatively narrow loop bandwidth to benefiitBom
close-in noise but avoid its multiplied far-out noise.

SAW resonators have the capability of producing oscillators with very
competitive phase noise. An example of the phase noise performance of a cammerci
SAW oscillator is shown in Figure 9 [39]. An example of slightly more impregshase
noise performance is provided by work done by Montress, Parker, and Andres [40] with

the results shown in cited reference’s Figure 8.

o Aglent ES052A Signal Source Analyzer
PPhase Noise 10.00d8] Ref -20.00dBc/Hz
-20.00 p

Canier 1000077347 GHz __ 6.5255 dBm
1: 1 kHz ~110.6240 dBc/Hz
_— 2t 10 kdiz | r136.036l dSc/Hz
-50.00 31 100 kHz -149.6896 dBc/Hz
4: 1 MHz -162,417¢ dsc/Hz
5: 10 MHz  -168.2367 dBc/Hz

-40.00

-50.00
£0.00
-70.00
-30.00
-30.,00
-100.0
-1100 i
1200
1200
1400
-150.0

-160.0

Figure 9. Example of a commercial SAW oscillator.
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Phase noise data from these two aforementioned SAW oscillators and two other

oscillators are shown in Figure 10 — a Micro Lambda Wireless Inc. love-80&Hz YIG
oscillator [41] and a Bliley Technologies Inc. low-noise 10 MHz OCXO [4&]alll four

cases the phase noise is normalized to a carrier frequendyHit Lising the conversion

factor of20log; (1 GHZ).

fosc

While commercial SAW oscillators exist as shown by the example urd-i)
their limited tunability makes them unsuitable for applications requiring ithe tinable
range provided by YIG technology. They are useful only in applications requiring
narrow-band tuning capabilities where alternatives such as dieleswitater oscillators
(DROs) may be preferred. Consequently, SAW-based oscillators aoetessonly

found in commercial applications than oscillators using other resonator teclesologi
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Figure 10. Phase noise of OCXO, SAW, and YIG oscillators.

Based on the phase noise performance shown in Figure 10 an oscillator system
would ideally be constructed by using the SAW oscillator phase-locked to tK® OC
with a PLL gain crossover in the vicinity of 300 Hz. This would limit the contribution of
the elevated OCXO noise at frequencies offset by more than 300 Hz from the carrie
Figure 11 shows the composite of the OCXO and the SAW oscillators assuming
an ideal PLL can be created that yields the composite optimum of the phase tioése of
two sources. Also included in this figure, for reference, are the spéoifisdrom two
Agilent products that have excellent close-in phase noise performanedgikbnt
E5500 Phase Noise Measurement System [43] and the Agilent EB663B Analog Signal

Generator [44]. Again, an important caveat is that it is very difficult to cesate
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optimum synthesizer that tracks the maximum performance of multiple sources.

However, the fundamental performance is very encouraging.

dBcarrier

Normalized SSB Phase Noise

| |
-60 Agilent-E5500 OCXO/SAW
Phase Noise e Agilent E5500
-80 Measurement System = Agilent E8663B
\ Agilent E8663B
-100 N . .
\ Low noise Signal
N— Generatc
-120 \ :
-140 / \\\ N\
Composite of N
-160 OCXQO and SAW
-180
1.E+00 1.E+01 1.E+02 1.E+03 1.E+04 1.E+05

Offset (Hz)

1.E+06

Figure 11. Phase noise of composite oscillator compared with two Agilemusces.

noise can affect the quality of a received signal when converted to the baseband. As

mentioned, when an oscillator is used as a local oscillator (LO) in a transmitter

The noise discussion is concluded with a simple visual example of how phase

receiver its phase noise adds directly to phase variation of the recesedxhbd signal.

Thus, its phase noise is a particularly important parameter in systems mdogboirate

phase (or frequency) modulation. The effects of phase noise on a 64-QAM (Quadrature

Amplitude Modulated) constellation are shown in Figure 12.
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In practice phase noise which occurs at low rates is not a severe problem for

communication systems where the pilot tones (the two green circles hearegit of the
real axis) are available for correcting for these errors. Thevezaan de-rotate the

signal by using the pilot tones as a reference and bring the Error Vectortiuizgni
(EVM) back to an acceptable value for phase noise components at offset frequencies
much less than the inverse of the symbol time (abastid wireless LAN applications).
However, for noise at higher frequency offsets from the carrier this dorredes not
provide much, if any, compensation for the noise.

Initial Constellation EVM = 2.2327e-016 Received Constellation EVM = 0.023092

15 15
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Figure 12. Effect of phase noise on communication signal.

This example shows how coding can be used to improve error rate in a noisy
environment and how good design can help a system to approach the Shannon limits.
However, as mentioned previously, oscillator phase noise in the presence of adjacent

signals causes more problems than just phase rotation of the baseband signal.
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CHAPTER 3 RESEARCH CONCEPT AND IMPLEMENTATION OPTIONS

3.1 Concept

This research involved the development of approaches to increase significantly
the fundamental flexibility and adaptability of the response of SAW devices by
incorporating individual control of the signal applied to or received from each of the
fingers of the IDTs. The result, as demonstrated by the simulations ansesnadya
configurable SAW (CSAW) device capable of supporting the digital contrtd of i
response over a very wide frequency range.

The conventional SAW layout shown in Figure 1 can be viewed in a different
perspective as shown in Figure 13. Here the horizontal axis of this plotergsres
position. The piezoelectric potential is shown on the vertical axis vs. position at a
instant in time when the signal at the fingers is at its peak magnitude. bsthefadhe
substrate area under the sending fingers, that voltage is due to the signatl sappke
sending fingers which induces vibration into the piezoelectric substrate dheeitweérse
piezoelectric effect. The vibration travels as a surface wave to titeorighe substrate
as shown, inducing a voltage on the surface which, when in contact with the receiving

fingers, is collected and presented to the output.
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Sending Fingers u—s—>1 Receiving Fingers

Figure 13. Piezoelectric potential vs. position for conventional SAW device

Since the vertical position of the finger structures in this figure represéage
on the substrate, the green and red fingers would be oscillating verticallynia sy
that every half-cycle they would exchange places. This process works vetiyvelfjec
when the frequency of the signal is the center frequenay defined in Equation (1)
such that the adjacent fingers are spaced by exactly a half wahelétmvever, at any
other frequency the fingers would create destructive rather than comnstinttrference
and the transmission level would be much lower. It is also apparent that ingrbasin
number of fingers will lead to more attenuation for frequencies slightbgffomfc due
to additional phase shift in the longer IDT.

The focus of the remaining discussion addresses the case where it is desired t
launch an acoustic wave at a frequefadhat is different from the frequen&y. It can be
readily noted that if such an acoustic wave were to be launched it would be periodic in
time under each finger at frequerfgybut the phase relationship between the signals at
adjacent fingers would be different from 8(Clearly, then, if a signal were supplied to
each finger of the transmitter IDT at frequericgnd with the proper phase relationship
relative to the adjacent fingers, it would be possible to launch a signal at tleel desir
frequency with constructive interference. Furthermore, if the phasenslaips were

properly maintained, then the peak response of the filter would shiftftony.
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Similarly, if the signal from each receiving finger could be appropyigiease shifted

prior to summing, then an adjustable frequency response would be created at the
receiving IDT.

This concept is illustrated in Figure 14 where, as opposed to the situation in
Figure 13, the adjacent finger pairs may have a phase relationship thigrendirom
180° and consequently the alternate sets of fingers having the same color do not
necessarily share the same potential. It follows that a major re@uitréon
implementing this solution is to be able to individually control the signal phase tehift
each sending finger and from each receiving finger. More discussion of this phase

relationship can be found in Section 5.3.

Sending Fingers Receiving Fingers

VW/WWWV

-t N Cycles > ‘:4_"" "‘_

Figure 14. Piezoelectric potential vs. position with independeninfger control.

It is important to note at this point that with this approach it is no longer necessary
for the fingers of either IDT to have equal spacing. In fact, there magine significant
benefits to unequal spacing including increased directionality of the IDdst tning
range, and more uniform performance across the frequency range agdbkel@o

longer be a frequendy which would exhibit some performance anomalies.

For an application such as an oscillator resonator where accurate coptiakef

delay is critical, an important additional capability of this design isléxébility of the



29
concept of the IDT spacing,. In Figure 1d; was the distance between the center

finger of the sending IDT and the center finger of the same phase of thermgdBivVi If
the resonator of Figure 1 is operating in a way in which the Barkhauseraaiteninet,

all fingers of the same polarity are of the same phase, leading to theston¢hat
dr = NAgsc (15)

wherel,s¢ is the wavelength at the frequency of oscillation

VA
Ai(1)

Ao(1) Ao(M
VB ? .
Bi(t) et 7 Bo(1) ® @ . Bo(M) >
VA
O>

wi oo s %;@;
ve dr—~{ %—r ;;A}

Bi(0) Bo(0) e @® ‘oo
o dr =

Figure 15. CSAW device with individual finger phase control.

In Figure 15 the phase of the signal will vary with each individual fingeheufeictors
determiningd; remain the same as shown in Equation (15). However, due to this phase
variation between fingers, the lengthdaf is shown in Figure 15 as an approximate value
as its actual value will vary with frequency. It is important for the algorithat

computes the phase shift of the receiving fingers to determine this valyeoof
equivalently, the phase of the wave arriving at the first receiving findke aesired

oscillation frequencyg..
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The value oN in Equation (15) will naturally vary over the frequency range of

oscillation according to (6) in order to limit the needed range of variatioh ob A4t .

3.2 Ideal Implementation

In an ideal implementation of the concept the transmitter phase control may be
accomplished through the use of programmable gain amplifiers (PGAs) whosargain ¢
be varied over a range of approximately (-1 to +1). The signal appliedHdireger is
the sum of the output of two of these PGAs with one amplifying an in-phase signal and

the other amplifying a phase-shifted (py= g) guadrature signal. This implementation

is shown in Figure 16 where the in-phase and quadrature gains forrfirzger
represented bi; nA; andK, A1 respectively. Note that the valuesfgefandB; in the
figure represent the rotated voltage supplied to the finger and are derivddbdke
observed phase shift as shown in the figure.

A = Acosp

A B, = A sing
b~
2 K2,111(A2+jB2)I/in(t)
A

APG | = L
4
I/m(l‘) K2,m I/(1141(1‘)
K],mA 1 Vm(t) To

V finger m

K 1,m

A | .Vin(t) \j (A2+jB2) I/I‘n(t)

Figure 16. Ideal implementation of send finger control.
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Note that for the purposes of computing the appropriate gains it is not necessary

for the phase delay (as seen to create the signal VB) to be aﬁactizfy but rather it is

important for the phase delay to be known as a function of frequency and for the phase
delay to be a reasonable distance fron?1B0order to provide a useful quadrature signal
component. As can be seen in Figure 17, where the phase delay is represented by the
angleg, it is possible to achieve any desired phase rotation. An example is reftesente
by the red dot on the unit circle, where the proper gain coefficients weserchThis

approach works well even in the case shown where the phase shift is considerably more

thanZ.
2

& Desired V,,(0)
to finger m

Phase shift from
delay Trans. line

x
AV, O)

Figure 17. Method for adjusting gains to achieve desired sender rotation

The implementation of the receiving IDT phase control is accomplished through a
pair of PGAs where the output of one set of amplifiers is summed with the output of the

other set when followed by a phase delay.
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A
K4,mAm Vun(t)
K4 m
Vz,m(t) K3 mAm lm(t) Voul(t)
From
Finger m V

3,m

SAKMAO] L S AKNM A0

Figure 18. Ideal implementation of receiving finger control.

As previously indicated, the gains can be adjusted programmatically once the
desired frequency, inter-finger delay time, and the aphgieknown. The method for

determining these gains for a particular expected finger voltage is shovwguie ED.

Expected V;,(0)
from finger m

77,'—¢ Desired V,,(0) to
summer

o K3,m /- K4

Phase shift from
delay Trans. line

Figure 19. Method for adjusting gains to achieve desired receiver rotation

An additional feature of this approach is that the IDTs become directional due to

the phase shifting. When the PGA gains are properly chosen for a particular
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f, = fo + f, then the acoustic wave for a signal at frequdnuyll be preferentially

launched in the desired direction toward the receiving IDT. Conversely, gyeiser
supplied at frequencyf',= f. — f, , the wave will be launched in the opposite direction.
A similar directional preference exists with the receiver IDT. Thaltef this

directionality is that the insertion loss at frequefydg less than at frequen&y as long

as |f,| is sufficiently large. As mentioned earlier, this feature would bergreser a

wider range of frequencies if the finger spacing in the IDTs we@e to be non-

uniform. More discussion of this phenomenon is found in section 5.4.

3.3 Practical Implementation Options

This section begins with an overview of geometry considerations for the SAW
transducer. In Figure 20 the approximate maximum frequency is shown fr thre
different propagation velocities as a function of the feature size useshte tine

transducer fingers. This plot assumes that the minimum finger width andirigjer

spacing is the feature size, which implies that the finger Wid%l.isj\/lost materials

exhibit a propagation velocity of 3 to 5 km/s for Rayleigh surface acoustic watles, w

velocities up to 12 km/s for very hard (e.g. diamond) substrates.
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Maximum Frequency vs. Finger Width
100.0 ~
Q\\\\
NN ™N
\\\\ N 10 km/s
NN \
. 100 NGO\ ok
° \\ ™N
> NN ™S
g 10 . \ N
T \\\\
N
NON N
N
NON
01 NG TS
0.01 0.1 1 10
Finger Width (um)

Figure 20. Maximum frequency vs. finger width.

A conclusion can be drawn from the data seen inrgig0 that the feature size
needs to be on the order of 1 um or less for thecddo operate in the vicinity of 1 GHz
and a propagation velocity of 4 km/s. Since thgdr spacing (or pitch) is generally no
less than twice the feature size, this suggesesiaedl finger spacing of no more than 2
pum. Future applications of these devices for comopation systems would likely call
for operation up to the vicinity of 5 GHz for evalg communication systems. Further
extension to reduce the finger width to 45 nm wittesulting frequency of 50 GHz using
a high-speed substrate is also a strong possiblitith these constraints in mind, it
becomes rapidly apparent that the limited aredaiaifor the circuits necessary to

interface with fingers spaced by the required distabecomes very challenging. To
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make matters more difficulbandwidth calculationsuggest that the number of fing:

should be in the range of 30 to or morein each transducer for reasonable freque
selectivity. Cledy, this makes the notion of connecting two t-resolution variabl-
gain amplifiers to each finger very problemat

These constraints provide motivation to expllower+esolutionoptions that are

less ideal from @erformance standpoint. An inteiing starting point would be 1
consider a system which would support pfshifts of A¢ = % radans with a total o

eight phase possibilities as show Figure 21.

1
oD A0+ (1)

-1,0) +1,0
.{ ) .( )

.(-1,—1) ?(0,4) .(+1_—1)

Figure 21. Phase rotation possibilities.

While these combinations (which can be controllg@Imere 3 bits of data p
finger) are quite limited compared tce phase variations that could be achieved
high-resolution variablgain amplifier, i can be seen from Tablel2at witkin the range
of the expected number of gers to achieve the necessary selectivity, theretal
many combinations available that should yield reabty good frequency controWhile

this result does not necessarily verify that a pragpmbination will exist for ever
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desired result, it suggests a strong likelihood $liah is the case and this will be tested

by the simulation results. This outcome perhappstis the quote by Voltaire [45] that
“The perfect is the enemy of the good.”

Table 2. Number of phase combinations vs. number of fingers.

M(#Fingers) Combinations
32 1x10®
64 7x10°
128 5x10"

Another way to view the tuning resolution with firéte number of phases is to
consider that the total change in phase shifteatébeiver due to the change of phase of a
single finger would be approximately

A
ADy = M—: (16)

whereMy, is the number of receive fingers. Since

d@r _ _A(Z)T _ ADr (17)
dwosc Tp Tp Mg

it can be shown, for the example whese= 100nsSAQ, = %, andMy = 32, that

V[

prewpe=e 2m - 39krad/s or |Afysc| = 39kHz. Tuning to frequencies

|Awosc| ~

between these points can be accomplished usirgthtuning mechanism as shown in

Figure 2.
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There are several ways to accomplish these eigélslef phase rotation. One

approach is to begin with a pair of signals, onadp¢he input signal and other being a
signal shifted by approximately 90°. These twaalg can each be multiplied by -1, 0,
or +1 and the results added to get any of the @lases shown in Figure 21. Through
logical control of gain elements, signals can hgp$iad to the sending fingers and
extracted from the receiving fingers in a way thavides the desired phase shift in both
cases. A variety of implementations to suppog #ggproach have been explored
including both a transmission-gate switching apphcand a source-follower switching
approach. The source-follower-approach worked wetyin simulations, but the layout
showed that the space required was far in excets® @&pace available. The
transmission-gate switching approach was closemwtting in the available space.
However, a layout attempt of the transmission gagroach using a 0.5-um 3-metal
layer process showed that the approach would nfedsible for reasonable finger
spacing. However, a process that would suppotitdswith 0.18-um geometries and
with a 6-metal process could work very effectively.

It is appropriate at this juncture to note appreasdo generating the
approximately quadrature phase shift. For the gaep of this discussion, it is assumed
that the phase shift is generated by a simple dedagmission line. However, there is
wide availability of a device generally referredatma —3dB 90° hybrid coupler that could
also provide this phase shifting. Either appraachenerating the necessary quadrature
phase shifting could be a suitable option. Withegithe transmission line or the hybrid
coupler approach, all of the required eight phasesbe derived from a combination of

inverting and summing gain stages. It is alsoerastraightforward to develop four of the
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phases using three sections of transmission Ilﬂelmgthf where A.is the

wavelength at the center frequency of operationceQhese four phases are available the
remaining required four phases can be generatedghrsimple inversion.

Another approach to managing the phase relatioratepch finger is to create
the eight individual phase busses and to conneajpbropriate bus to each finger. This
connection could be established using a varieRfobwitching technologies. A
conventional technology for doing this switchingitwtbbe a CMOS transmission gate.
Alternative, and perhaps much more interestindgyrtetogies could include switching
technologies based on phase-change switchesngilchialcogenide materials. The
chalcogenide technology would provide the bendfitam-volatile configuration and
small geometry accompanied by the challenges afrproming as well as uncertain RF

switching characteristics.

3.4 Implementations Presented in this Dissertation

For the development of this dissertation, perforoeasimulations have been done
for a wide variety of cases. Results will be pnésd for two cases that are likely to be
the most feasible to implement.

Case 1: Four phases are supplied to the congwiezits for each sending finger
with approximately% radians of phase separation between them. Thaldmy each

phase is derived from a set of four transmissidagy@l Gs) acting as resistive switches,

each connected to one of the phases through Isiéfiges. Either one or two of the four
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transmission gates may be active for any fingangttime depending on the phase

requirement. The buffer stages are required betweephase lines and the TGs to
provide isolation so that the load on each of tle®ining phase lines is relatively
constant and independent of the switch settings.

Case 2: Eight phases are supplied to the corimolents for each sending finger
with approximately% radians of phase separation between them. Thaldy each

phase is derived from a set of eight resistivecdveis where only one is active for any
finger at any time. The benefit of this approacthiat the buffer stages may not be
necessary as the fact that only a single switeletive for each stage will reduce phase
rotation of the incoming signal due to switch loadi The resistive switch in this case
could be either a TG or an alternative switch desibich could be constructed from a
diode or an alternative material whose resistiagestan be switched using either a
volatile or non-volatile mechanism.

In both cases, the process is essentially revéosehde receiving fingers, where
the desired phase rotation is collected from eegef, amplified, and summed to the
appropriate node, and each of the resulting prega®priately rotated and summed to

form the output signal.

3.5 Material and Fabrication Options

The discussion up to this point supports the prertiiat a tight integration
between the silicon-based interface elements amtirthers connected to the

piezoelectric surface is essential. Approacheb agconnecting wire bonds between a
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silicon circuit and the fingers incorporated inIBT on a piezoelectric substrate are

impractical because of the geometries necessaypport wire bonding. As a result of
this limitation, it rapidly becomes apparent thet bnly reasonable approach to
implementation is to find a way to integrate a pelectric substrate with a silicon
substrate that contains the requisite electrorpalsidities necessary for controlling the
phase relationships between the adjacent fingers.

It is well-known that silicon does not have piesmttic properties and most
piezoelectric materials do not make good semicataasic As mentioned earlier, GaAs is
a material that has the dual property of being@gemiconductor and having
piezoelectric properties, but its limited commelraise for either property is testimony to
the design and processing challenges it presents.

The most common practice to address this issuedsposit a thin film of
crystalline piezoelectric material on a dielectager deposited on the silicon-based
integrated circuit. In some cases the top meyairlenay be exposed, either on top of this
dielectric layer or co-planar with this layer. Bsmng the top metal layer of the
integrated circuit enables this layer to serveftimetion of providing the metal fingers
that are in contact with the piezoelectric filmsh®wn in Figure 22 where the metal
fingers are shown in cross section above the 8i€ectric layer. In this simplified

diagram the controlling circuits are buried in gubstrate below the Sj®ayer shown.
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Figure 22. Crosssection view of a thinfilm piezoelectric material on Si

Alternatively, the dielectric layer may cover ttogp tmetal layer and the finge
can be deposited and patterned following the dépasef the piezoelectric film an
connected to the circuitry through exposed viUsing this approach the fingers wot
then be above the piezoelectric lay

The dielectric layer can be a conventional matesugh as Si, or SgN4. Harder
dielectric materials such diamond-like carbon (DLC) [46nay also be used and ¢
support higher acoustieelocities ir the piezokectric film deposited on them with
resulting increase in the upper frequency capgtolithe SAW device (refer tFigure
20). Depending on the thin film structure and the crysteentation of the piezoelectr
film, various waes as described in Section 1.1 may domi

Two commonly used piezoelectric tHilms [47] areZinc Oxide ZnO) on Si
[48], [49] and Aluminum Nitride (AIN) on Si [50], [51] and on GaA$E]. ZnO can be
deposited by Electro@yclotron Resonance (ECR) sputter[53], Thermal
evaporation[5§f Atomic Layer Deposition (ALL [55], Metal-OrganicChemical Vapc
Deposition MOCVD [58, DC Sputterin [57], RF Sputtering [58JReactivi RF

Sputtering [59 Molecular Beam Epitaxy (MBI [60], and spray pyrolysis61].
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All of the process listed above have apparentinkadse to achieve good results

in terms of depositing films that exhibit good melectric properties. Most of the
process descriptions suggest that the substratddshe in the range of 200 — 400 °C for
good crystal growth, and some of the processes ghpwoved results from post-
deposition annealing. Good results have been texgbby Hickernell [62] using both DC
sputtering and DC and RF Compound sputtering of.ZR&kernell reports that

“Transducer quality surface-wave films are chanaote by their optical
clarity, high density, smooth surface, small criitasize, and well-
oriented crystallite axes.”

Research has been done with a wide variety of @tiens including (from top to
bottom) a): IDT/Piezo/SigSi, b): Piezo/IDT/Si@SI, c): IDT/Piezo/MGP/SigSi, and
d); MGP/Piezo/IDT/Si@Si, where Piezo represents a piezoelectric thimdnd MGP
represents a thin film metal ground plane. &al reported results with all four
combinations [63]. It appears that all of thedisbrientations can be made to work, but
orientation b) provides what appears to be botldgmyformance as well as some
processing benefits as it enables the use of then&al layer in the IC process to serve
as the IDC fingers. This approach avoids the negerform a metal etch of the fingers
on top of the piezoelectric thin film and the réisig damage that may occur to that film
during the etch process.

Trolier-McKinstry and Muralt [64] suggest that, Whboth wurtzites ZnO and
AIN show good piezoelectric response along the 10@Qis, AIN has the advantages of
higher resistivity due to its larger band gap leguires more demanding vacuum
conditions in order to avoid mechanical stressB¥0 deposition is less demanding but

since Zn is a fast-diffusing ion it creates incotitphties with other semiconductor
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processes. With both films the underlying crystalicture and ion bias must

controlled in order to assure g¢ selectivity between the (0001) and the
orientations.

Finally, a simplified top view of a possible layafta SAW device on a ¢
substrate is shown fRigure23. In an actual layout it is likely that circuitsowid alsc

reside under the SAW fingers and use all of thela@via space on the substri
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Figure 23. Top view of possible layout of circuits and SAW deaee.

3.6 RF Considerations

High frequency operation adds considerable compléaia design.
Consideration must be givenRF issues such as mismatches, odibms, source, loa

transmission line impedances, crosstdevice impedanceand group delay effects
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Typically, a concern is raised when line lengthseexi a few percent of the RF

wavelength. The approach of the RF designer woelth carefully match impedances
when splitting an RF signal to multiple ports usstgndard designs such as a 3 dB
hybrid splitter or a Wilkinson power splitter, bathwhich are designed to minimize the
effect of reflections from one output port on tignal sent to a second output port.

This classical analog approach is rather diffeherh the approach used in the
digital design world regarding such challengeslaskadistribution, which is achieved at
multi-GHz rates without dealing with matching issué'he digital approach incorporates
numerous active devices with relatively high inpapedances to minimize loading
effects on a signal commonly distributed to numeneodes. In simulating and
implementing these designs, it is important to ustded the power of the MOSFET and
CMOS buffer while also recognizing the limitatioshge to finite source impedances,
device and transmission line parasitic effects, theceffects of reflections and group
delays. Shrinking geometries continually movedasign center toward the simplified

digital approach, but increasing frequencies catito present their analog challenges.

3.7 Additional Phase Noise Considerations

There are two issues related to phase noise thratwee covered in the previous
discussion which pertained to the conventional Sé@éVice. These issues are the noise
due to the tuning voltage and the noise relateébedact that there is a buffer amplifier
for each receive finger compared to a single budfeplifier for the entire receive IDT in

the conventional SAW device.
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The frequency control for a typical widely tunabkillator uses an analog

voltage that can tune the oscillator resonator @sentire frequency range. This is the
case for a standard YIG or varactor-tuned resors@hown in Figure 24. In the case of

the CSAW oscillator the analog tuning range camdrg limited

Analog tuned
Noise source oscillator (VTO, YIG)
Frequenc .
cgntrol ! Signal +
- % Oscillator noise +
Tuning noise
Tuning
Signal

\V/

Figure 24. Tuning noise source for analog-tuned broadband oscillator.

The concern regarding the SNR at the output ofiplalbuffers is addressed in Figure
25. The important point shown here is that theagfrom the outputs of the individual
buffer amplifiers are added coherently while thesadrom these buffers is added non-
coherently. Thus the total SNR is the same foh tlo¢ conventional and the
configurable SAW configuration.
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Figure 25. SNR comparison of conventional SAW vs. CSAV
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CHAPTER 4 PRIOR AND CURRENT ART
The unique aspects of this proposed concept inchelase of digitally-
controlled complex finger weighting for both thandeng and receiving transducers to
create a wide-band tunable SAW oscillator withedprtable oscillating frequency. The
concept of connecting to individual fingers is netv. It was suggested by Tancrell in
1971:

“For surface wave devices, the restriction thatabefficients be real is
related to the fact that the same voltage appeaosaevery finger pair.
Otherwise the need to supply a voltage of diffeemplitude or phase at
each finger increases the difficulty of fabricatemormously. The
restriction that the elements be uniformly spaseohily due to the fact
that most of the work on digital filters and antastas been concerned
with this case.” [65]

Numerous discussions of tunable SAW resonator8ltfer and oscillator
applications have appeared in the literature. Saseemultiple IDTs on the same
substrate to provide different filter responseqd.[@&till others use an approach whereby
the propagation velocity of the substrate is shightodified through changes in electrical
bias [67], [68], or through applying physical folmg means such as magnetostrictive
[69] or magnetoacoustic [70] materials. Othersarsexternal phase shifting network
with the capability to achieve a wide phase vasiafir1], [72]. An architecture was
proposed by Amorosi and Campbell that used twedfit delay paths and a variable

gain for each of the paths operating in parallereate a variable effective delay [73].
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Several papers have been published that discusetitept of adjusting the gain

(or tap) weights on individual fingers. Keneyal. mentions the problem of the image
passband mirrored about the center frequénayhen not using complex gain terms
[74]. Pastoret al. suggests that “Unambiguous frequency translagguires a complex
multiplication ... along with broadband 98plitters and combiners.” The authors then
abandon that approach and discuss an approachdissagilarly tuned input and output
IDTs to avoid the image problem [75]. Kenetyal. discusses the simulation of a
programmable SAW filter with variable gain and santhe input and output fingers but
no quadrature phase variation [76]. The results mfototype with four weighted output
taps were reviewed.

Panasiket al. [77],[78],[79] along with Zimmermast al. [80] published papers in
which various weighting designs were used to mattié/frequency response of a SAW
device but did not include any quadrature weightibgiquesnot al. [81] published a
paper using real weighting of the receiving fingesgg a GaAs substrate. Oateal.
described methods of capacitively coupling RF dg{&2] [83] [84] to a SAW delay line
through an air gap and using biased MOS capaditarsntrol the real tap weights. Van
Rhijn et al. [85] used switched JFETs on the receive fingerontrol real tap weights.
Hunsinger and Franck used programmable-currentt shodes [86] to control receive
finger real tap weights. That work was extendedhgrting an Acoustic Charge
Transfer (ACT) —based Programmable Tapped Delag (RTDL) using GaAs to receive
and select the SAW signals by Gueeiral. [87]

Two patents on related concepts have been issukd.t&osinski and R.A

Pastore. One was issued on October 1, 2002 dopie“Programmable saw filter
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including unidirectional transducers” where theigie$ocused on using a phased array of

fingers in order to achieve directionality so aséduce the “triple transit” effect [88].
This patent application supports the concept afviddal interfaces to the IDT fingers
but does not suggest an oscillator applicationdi#ahal attempts to date to find existing
research on the topic of digitally tuning the SA®Vite to create a wideband oscillator
have not yet yielded any evidence of existing work.

The other patent awarded to the same inventorsssasd on April 1, 2003
entitled “Programmable surface acoustic wave (SAléy” [89] in which multiple IDTs
were used along with different coupling resistavalees for each to provide for
adjustable weighting. This patent does not discwdisidual control of fingers or

guadrature weighting.



50

CHAPTER 5 SIMULATION

5.1 Simulation Approach

A common approach to simulating SAW devices isgisite Coupling of Modes
(COM) theory [90] [91] [92] [93]. These tools mhg adaptable to future work, but they
are designed to analyze classical multi-finger EdTictures and do not provide for
integration with circuits such that the interactlmetween the circuits and SAW devices
can be analyzed.

The research for this dissertation required a ragséem-oriented approach to
simulation than could be supported by the exisB@M tools and their derivatives.
Future work will likely involve the COM tools tofiae the design details, but the intent
of this work was to demonstrate the described quned approach. After considering
various options to build a system simulation teastipport this research, it was decided
to develop SPICE models to simulate the SAW fumcti®his approach offered the
benefit of excellent integration with the semicocitu circuits necessary to interface
with the SAW device. It is important to note thfa¢ SPICE transmission line is a
“coupling of modes” model where the modes are tbetec and magnetic fields. The
electromagnetic transmission line, therefore, helese functional resemblance to the

electroacoustic transmission line created by th&/S&ucture.
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While the use of SPICE to simulate SAW functiongrisommon, it has been

done before. Early work was done by Bhattachaeygh [94] where SPICE
transmission lines were used to simulate IDT eldmand their interface with the
transducers. Further work by Hohkagtal. [95] included a more complete model using
transmission lines based on an impulse model oS\ filter [96]. These simulations
all used lossless transmission lines. The worklaoted for this research expanded
considerably on this early SPICE work by incorpiagatossy transmission lines to
simulate the SAW functions and by developing a Yyt integration between SPICE
and MATLAB.

The simulations were performed using a combinatioATLAB® , available
from The Mathworks, and LTspice, available fromeaan Technology Corporation. The
desired circuit is created using LTspice which s@anulate the electronic devices using
their SPICE parameters and which can simulate &W 8evices using appropriate
lengths and parametric values of lossy transmidgies. The parameters for the lossy
transmission lines were chosen to yield insertoms Iresults similar to those of published
SAW devices.

The key to making this simulation tool pair usafuthe structuring of the
LTspice simulation files so that MATLAB code caradethe critical SAW parameters,
read and modify the control devices in the simatfafile, launch the simulation, and read
and analyze the simulation results. The MATLAB ealgiven a target frequency from
which it determines, using appropriate algorithmsbined with the SAW parameters in

the simulation file, the desired phase offset faetefinger of the sending and receiving
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IDTs. These results are then used to determinegtimum control settings in the

circuits of the simulation file.

The MATLAB code can cycle through a chosen seaajdt frequencies, run the
desired AC analysis at each frequency, and intetpeeresulting amplitude and phase
response of the simulation result. The simulatime, which can take many hours for a
wide range of target frequency samples, can bengg®d by controlling the frequency
range of analysis to cover a reasonable rangeeqiéncies around the target frequency.

In practice this is accomplished by reading thefides netlist file for the
prototype system, creating and saving a modifiedioe of the file for a particular target
frequency, launching an instance of LTspice in babode with that modified netlist
filename as a command line parameter, waitingtfersimulation to complete, then
reading the LTspice data (.raw) file and interprgtihe data. It is also quite useful if the
MATLAB code can, in addition, create the resultlnfspice schematic files for the
purposes of providing more detailed understandbmytthe circuit function. This is the
approach used to create the simulation resultgidesdn the following section.

Numerous approaches to hardware implementation e explored for this
research. Some were rejected due to excess catymexifficulty to implement in the
available space given the required finger pitclwoDf the most promising architectures
are discussed in section 5.2. The software algustused to control this hardware to

achieve the desired frequency control is discussedction 5.3.
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5.2 Simulated Designs

Many simulations have been conducted in exploratforarious approaches to
this research. For the purposes of this dissertdltie results for the two cases described
in section 3.4 will be given. For these simulatidhe device parameters used were those
of the AMIS 0.5um C5N [97] process available thhotige MOSIS Fabrication Service
[98]. The frequency ranges chosen for simulathegé systems is an octave with a
geometric center at approximately 200 MHz and 8®zMAs the simulations will
indicate, the C5N process has adequate perforniantieese frequency ranges, but a
process with improved frequency response woulddoessary to extend the operating
frequency range. Most of the devices use the peterined geometries listed in Table 3.
Parameterizing the geometries simplifies the modiions necessary to adapt the design
to a different process.

Table 3. General SPICE simulation device parameters

.param Im=.6u minimum length

Jparam wm=20u base NMOS channel width

Jparam wmin=10u minimum channel width

param k=2.45 ratio of PMOS channel width to NMO®@&rmel width
.param VDD=5 supply voltage

A summary of the cases follows.

5.2.1 Design Case 1

Four phases are supplied to the control elementesaich sending finger with

approximately% radians of phase separation between them. Thessof generating
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these four phases begins with the source showigurd-26 which creates the signal

VinQ having a nominal phase delay%f radians at the center frequency of operation. In

this figure the input AC voltage source Vin is swvap defined by the SPICE directive in

the simulation.

l or Vinl

— VinQ
vi o~ R1
in LTshift 50

AC1

Figure 26. Input simulation source.

These two signals, Vinl and VinQ are both sento inverting buffer pairs for
each finger as shown in Figure 27 in order to nthkesignals Ipos, Ineg, Qpos, and
Qneg available to the set of 4 transmission gat€s) shown in Figure 28. The buffer
stages are required to provide isolation so thratdad on each of the incoming phase

lines is relatively constant and independent ofstivééch settings.

VDD VDD VDD VDD
Vinl w Ineg w- lpos  VinQ Qneg w Qpos
N N N4 N

Figure 27. Inverters used to generate four phases from the two quadratermphases.
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Figure 28. Sending finger control element.

The design of the inverters using devices fromQB8l process previously
mentioned is shown in Figure 29 where the compovanes are chosen to yield a gain
over the range of operating frequencies of close to—1, and the capacitor C1 is
chosen to compensate for the device capacitanceSlidler effect in order to create a

phase shift close toradians over the range of operation.

—VDD

= IF{Im} w={Kinv*k*wm}
C1 t=—VDD
+— M2 C5_PMOS

100f

Vin Vout

—' M1 C5_NMOS

I={Im} w={Kinv*wm}
E .param Kinv=1.5

Figure 29. Inverter design.
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As the simulation results will show, the valuess#owill create in the system an

increase of gain with frequency up to a point bilitmanage to maintain the phase
requirements reasonably well.

The device parameters in Figure 29 (as are vistadllidevices used in this
simulation) are parameterized based on the tecgpol®he globally-set terms Im and
wm are minimum length and minimum width, respedyivelhe parameter k is set
globally to compensate for the higher mobility lo¢ tN-channel devices relative to the
mobility of the P-channel devices for the proceshihology and is set to a value of 2.45
for these simulations. This value was derived th@sesimulations of various inverter
designs. The value #finv is chosen to provide suitable bandwidth for thesqi
capacitive loads. The value of C1 is chosen topmeate for the gate capacitance of the
devices and to improve the gain flathess and plesgp®nse.

The signal for each phase is derived from a stdwftransmission gates (TGS)
acting as resistive switches, each connected t@btie phases through the buffer
stages. Either one or two of the four transmisgates may be active for any finger at
any time providing one of 8 phases at approximatBR/increments.

In an actual circuit there will be no need for & blocking capacitor C1 shown
in Figure 28 since the piezoelectric material stidwdve very high DC resistivity. The
circuit inside each of the TGs is shown in Figudenhere the width and length of the
MOS devices can be controlled parametrically. nraetual implementation the TGs will
be controlled by a shift register, but for this slation their state is controlled by the
MATLAB code which modifies the SPICE netlist and can afsate an LTspice .asc file

with the digital values set to tune the resonaidhé desired frequency.
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Figure 30. Transmission gate circuit.

The outputs of the drivers directly drive the arohyossy transmission line

segments that comprise the simulated IDT as showingure 31.

o r~
o o
> >
R3 R4 R6 RS
{RC) (RC) {Re} {Rc} {Rc} {Rc} {Rc} (RC)
o1 T 02 T2 03 Ti3 04 T4 05 Ti5 06

LTIFO LTIF1 {5 LTIF2 @ LTIF3 @ LTIF4 @ LTIF5 LTIF6

Vo1
Vo2
Vo3
Vod
Vo5
Vo6

Figure 31. Lossy transmission line segments simulating IDT portion.

where the parameters of the transmission line seggnaee controlled by the SPICE
directives shown in Table 4. In the simulation plaeameter dl is set by the MATLAB
code, and the parameter Tiflen is set to be thgthecorresponding to a half wavelength

at frequencyc.
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Table 4. SPICE directives for IDT transmission lines.

.param TIFlen0=1.0*Tiflen .model LTIFO LTRA(len={TIFlen0} R=.05 L=1.25n C=500f)
.param TIFlen1=(1+1*dl)*Tiflen | .model LTIF1 LTRA(len={TIFlen1} R=.05 L=1.25n C=500f)
.param TIFlen2=(1+2*dl)*Tiflen | .model LTIF2 LTRA(len={TIFlen2} R=.05 L=1.25n C=500f)
.param TIFlen3=(1+3*dl)*Tiflen | .model LTIF3 LTRA(len={TIFlen3} R=.05 L=1.25n C=500f)
.param TIFlend=(1+4*dl)*Tiflen | .model LTIF4 LTRA(len={TIFlen4} R=.05 L=1.25n C=500f)
.param TIFlen5=(1+5*dl)*Tiflen | .model LTIF5 LTRA(len={TIFlen5} R=.05 L=1.25n C=500f)
.param TIFlen6=(1+6*dl)*Tiflen | .model LTIF6 LTRA(len={TIFlen6} R=.05 L=1.25n C=500f)
.param TIFlen7=(1+7*dl)*Tiflen | .model LTIF7 LTRA(len={TIFlen7} R=.05 L=1.25n C=500f)

The 32-finger sending system consists of 4 modeded of which contain 8
transmission gate sets as shown in Figure 28 thet the 8 ports VoO through Vo7 of
the segmented transmission line shown in FigureRik.completeness, the eighth
transmission line segment is between adjacent medulhe number of modules can be
expanded arbitrarily. An example of a single &&nsending module is shown in Figure
32 where the data inputgve been set by the MATLAB code to O (represented by th
ground symbol) or 5V (represented by the numbey t&’tontrol the 32 internal TGs
which adjust the phase sent to each of the 8 finglote that the first sending module
shown below (as well as the last receiving modhides) the transmission line terminated
in a matching load. These terminations are vepoitant to prevent reflections from the
end of the finger array from re-entering the systémpractice there will need to be an
acoustically-absorbing material to be applied ®e¢hds of the substrate to minimize
these reflections. This is particularly importander to minimize the response of the
system to image frequencies which are preferentsalht and received in the opposite
direction from the desired frequency as will bensimesection 5.4.1. The limited

accuracy from simulating the degree of acoustiecabn following mitigation for an
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actual device may lead to errors in predictingréigponse to the image frequency. Itis

important to note that other factors such as gairations vs. phase angle in both the
signal generation in the sender or summation ofebeived signals can also lead to

leakage at the image frequency.
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Figure 32. Eight-finger sending module.

The transmission line emerging from the last ofg¢@eding modules directly
drives a special transmission line that simuldtes¢latively long delay between the
sending IDT and the receiving IDT. In this simigdatthe length of this delay line was
chosen to be 100ns, equivalent to 20 wavelengttieatenter frequency of 200 MHz.
Increasing the delay time would yield higligbut would need to be accompanied by an
increase in the number of fingers in each IDT ieorto increase the selectivity of the
filtering provided by the IDTs. This delay lineoaly with the first of four eight-finger
receiving modules are shown in Figure 33 wheraltpial inputs have again been

programmed by the MATLAB code (in this case foregtiency of 280 MHz).
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Figure 33. Eight-finger receiving module and intra-IDT delay line.

Further examination of a receive module shows araitray of transmission line
segments in Figure 34 that provide inputs to edt¢heoreceive finger control elements in
Figure 35 consisting of 4 TGs per finger whose cmtiglity is controlled by shift
registers in the actual circuit and which are calfed by the MATLAB code for the
simulation. The TG design is as shown in Figure Gdice again the capacitor in Figure
35 is necessary for simulation only as that DC kitog function will be provided by the

piezoelectric dielectric properties.

e h { g ! { =~
s s
R1 R2 R3 R4 R6 R5 RS R7
{Rc} {Rc} {Rc} {Rc} {Rc} {Rc} {Rc} {Rc}
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A 2~ o

A~

I~ A~ A~
<< LTIFo <> LTIF <> LTIFR2 < LT3 <, LTIFA < LTIFS <>  LTIFe <
Figure 34. Lossy transmission line segments simulating receive IDé.
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Figure 35. Receive finger control element.



The output of each of these control elements didvest of inverting buffer

elements shown in Figure 36 where each invertas shown in Figure 29.

VDD
Ineg1
N
VDD VDD
Ipos1 DJ\/HL&&Q %‘Jﬂsm
VDD
Qneg1
N

Qpos1

Figure 36. Buffer elements driven by the receive element sigsal
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The | and Q signals from the buffers for all of 8&receive fingers are summed

in the circuit in Figure 37 to form the final outpurhe passive components for this

summing circuit will not be integrated into the Khd the transmission lines and

summing function will likely be replaced by an Réntbiner.
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Figure 37. Quadrature combiner for the receive fingers.

5.2.2 Design Case 2

The intent of this design case is to support theng@l for using solid-state
switching mechanisms to select the phase relatipsdietween the various fingers in a
device. A very interesting approach would be t® ason-volatile switching element
such as a chalcogenide-based resistive elemergwaisching device using an
architecture similar to a crossbar switching matitkis could lead to a device with a
programmable frequency-response, and once progrdrtiraeesponse would be retained
through the non-volatile nature of the switchingneénts. It could also be potentially
used as a passive element in the operational mdde/ever, it is likely that there will
need to be active devices integrated in the systesupport the switch programming

mode.
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For this simulation the AMIS 0.5um C5N devices wased as described earlier

except that the switches used were SPICE behawattdhes that will be described
later. At this time the RF parasitic charactecsbf switches fabricated from the
chalcogenide materials is not well understood} griot possible to construct a highly
accurate model of these devices. This simulatiodehwill, however, provide a good
basis for further study of the capability of dewasilizing switches with various RF
properties.

This design case requires that eight phases bdiedipp the control elements for
each sending finger with approximate@ radians of phase separation between them.

The signal for each phase is derived from a setgtit resistive switches where only one
is conducting for any finger at any time. The Wgrué this approach is that the buffer
stages may not be necessary between the phasaridéise switches since there is no
need to create intermediate phases by combiningignal from two phase lines. The
resistive switch in this case could be either aofF@n alternative switch design which
could be constructed from a diode or an alternatiaéerial whose resistive state can be
switched using either a volatile or non-volatileain@nism. The circuit to generate the
eight required phases is shown in Figure 38 whHexgassive devices would be located

outside of any integrated circuit and may be regdaegith RF coupler elements.
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Figure 38. Signal Generation Circuit

The analog buffer ABuf is constructed as shownigufe 39

Figure 39. Analog buffer.

where the input analog inverter AinvG is constrddt@m minimum-geometry devices
as shown in Figure 40, and the wide inverter AniWonstructed of devices with triple
the ordinary width as shown in Figure 41. The congmts for the wide inverter are

chosen to provide a gain with unity magnitude aptiase shift of radians.
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Figure 40. AinvG Input inverter.
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Vin Vout
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— @1 C5_NMOS
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.param Kwinv=3

[Gnd

Figure 41. AinvW Wide analog inverter.

The design of this system does not, for this sitadaprovide any buffers

between the 8-phase signal generator and the ssitantrolling the signal to the

fingers. As a result, the number of finger loadsach phase of the generator can vary
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from 0 to half of the sending fingers. The widedrter AnivW is needed to reduce the

signal level variation due to load variation
The inverting buffer InvBuf of Figure 42 is similar that of Figure 39 with the

addition of an Ainv module that is identical tottlshown in Figure 29.

Vin

Figure 42. InvBuf Inverting buffer design.

The eight phases are supplied to each sending madwighown in Figure 43
where the eight inputs SPhO through Sph7 are tite sending phases. The nodes Ti
and To are the transmission lines and, as prevjiptis# input port of the transmission
line is terminated with a matching resistor, arel dtput port To is connected to an
eighth transmission line segment representingpheesbetween IDT fingers. In this
case there are eight fingers being controlled,theck are no decoders embedded in the
module so that there are eight bits of control data@ach finger with the resulting 64 bits
of control data. The 0-0 through 7-0 represenctrerol bits for finger 0 in the module,
and exactly one of these bits should be activaedisated by the number 5 on the line. It
can be seen in the figure that the eight activerobhits are associated with eight

different fingers. As with the previous simulatiahe LTspice schematic file with the
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appropriate control bit assignment is created BYMTLAB code operating on the

requirement for a given desired frequency.
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Figure 43. Eight-finger sending module.

The eight fingers in each of the sending modulescantrolled by the eight
switch sets shown in Figure 44 with each of the nheglsupplying a signal to one of the
fingers VoO to Vo7. Each of the modules has esigmal phase inputs Sph0 through

Sph7 and eight control inputs PhO through Ph7.



mmmmmmmm

Figure 44. Switching modules controlling the fingers.

As mentioned earlier, the switching elements atatieral SPICE switches with
programmable on and off resistances as shown uré&ib. The parameters listed for
the switch model can be easily modified and adad#igarasitic elements can be easily
added in parallel and series with these elemergsalate various solid state switching
materials and geometries. It is also possiblestottansmission gates in place of these
switches, should that alternative provide some fitsr@ver the architecture used in

Design Case 1.

RFSw RFSw RFSw RFSw RFSw RFSw RFSw FSw
Pho— Ph1— Ph2— Ph3— Ph4— Ph5— Ph6— Ph7—
_ _ _ _ _ _ _ _ s7
S0 s$1 s2 s3 sS4 S5 S6 To Send Fingers
Vsend 11 V.
. . . . " " I Vout

.model RFSw SW(Ron=1e3 Roff=100Meg Vt=2.5) C1 100p

Spho
Sph1
Sph2
Sph3
Sphd
Sph5
Sphé
Sph?

Figure 45. Detail of the finger control elements.

The output of the last sending finger module dri@ésansmission line that
simulates the propagation between the sendingexr®iving IDTs. As in Design Case 1,
the length of this line is set to 100 ns which esponds to 20 wavelengths at the center

frequency of 200 MHz.
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The output of the delay line is sent to the arrageoeiving fingers where a

similar set of switching elements connects thedirgjgnal to the appropriate phase
summing junction as shown in Figure 46. As with sending module, further
refinement of the switch parameters and paradiiments can be easily added to

simulate the actual switching device RF charadtesis

RFSw RFSw RFSw RFSw RFSw RFSw RFSw RFSw
PhO—; Ph1— Ph2—; Ph3— Ph4—; Ph5—; Ph6— Ph7—
S0 S1 S2 S3 sS4 S5 S6 s7
From Receive Finger
Gl Vfinger
vin——i} . . . 9 . . : :

100p .model RFSw SW(Ron=1e3 Roff=10Meg Vt=2.5)

Rpho
Rph1
Rph2
Rph3
Rph4
Rph5
Rphé
Rph7

Figure 46. Receiving module switching array.

The outputs of these finger switches are sentdadbeiver summing module
shown in Figure 47. This module is designed twigiethe appropriate phase shift to
each of the finger signals. The simulation ressuiggest that this module design works
reasonably well, but there is likely an opporturidyimprovement in this design.
Providing accurate signal summing capability oviarge bandwidth at high frequencies
is challenging. Using conventional transmissioe Icombiners works well, but these
devices are inherently bulky and tend to suppdirhéed frequency range. Solid-state
summers will generally utilize high impedance sesrsupplying signal currents to a
low-impedance node serving as the input to a tnapsdance amplifier that effectively

translates input current into an output voltagdwibod gain.



Vb1 Vb2

V| ] £\BLPVLE

param Cs=200p

w1 80 param A=100 R=1000
w2 180 parsm RL=1000 Fi=10
w3 270 parsm Re=500

b1 Wbz

ABUTYLZ

“iast jas2
vb1 vb2 oo
ABUFYLE Sum

whias ias2
bl Wbz oo
ABUPYLE .
bl Wb LTshift
Vhimsd ias3

70

[vba_Vbg,
Whizsd ias3

AlrvLT

Wb Vb3,

Figure 47. Receiving summing and shifting module.

The bias circuit in Figure 47 is derived from Baj@9] with minor modifications

to parameterize the device geometries. The modaeed AlnvVLZ is shown in Figure

48 and the non-inverting version of it named ABui/are identical except for the

absence of the output inverter included in Fig8e #he devices AinvG and Ainv are as

shown in Figure 40 and Figure 29 respectively.
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Vb1l — Vbiasl
Vb2 — Vbias2
Vb3 — Vbias3

Vb4 — Vbias4

Label translation:

Figure 48. Low input impedance amplifier stage.

The gain of the non-inverting version of the devd&ufVLZ is shown in Figure

49 where the magnitude is relatively flat. Thegghdelay is more than desired but can

be compensated for in the algorithms describeterfdllowing section.
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Figure 49. Gain of the amplifier in Figure 48.
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The interesting aspect of this design is that dkeihput impedance shown in

Figure 50 can be achieved due to the feedbackghrdavice M3 combined with the

relatively high gain of the input stage due todibal cascode configuration. Stability

tests show good margin and the power consumptieerislow.
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Figure 50. Input impedance of amplifier in Figure 48.

The final output of the device is shown in Figuie 4his completes the

description of the hardware component of the sitrana

73
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5.3 Simulation Algorithms
This section describes the algorithms for computiegphase control parameters
for the digitally controllable SAW resonator whioteets the Barkhausen criteria at a
desired frequencip. For this description it is assumed that the isygpef the fingers is
constant.

5.3.1 Determining the Phase Shift Between IDT €iag

The basic phase shift between fingers in an IDJivien by
Tr
£(IDT) = -2 — (18)
Tp
where the transit time between fingers is
d
T, = & (19)
v

givendr andv as defined in Equatiofl) and the period of the desired frequency

Tp=— (20)
7

5.3.2 Determining Target Phase of the Signal &whBanger

The target phase of the input signal that shoulsupplied to each of the sending
fingers, converted using the standard modulus fonao that it falls in a range of [GcR
IS
t(target_i) = mod(£(IDT)(0: N, — 1),2m) (22)
whereN; is the number of sending fingers and the opergtioN, — 1) returns an array

of N, elements increasing uniformly from O — 1.
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If the spacing is not uniform, then adjustments loareasily made to this equation

where the phase shift angle between fingers depamtise finger pair. At this point the
target phase angle is now known for the sendirggfis.

5.3.3 Determining Available Phases of the Inpangi

If eight phase angles are used, the available angbelld ideally be
6=—-[0, 1, 2, 3 4 5 6 7] (22)
One implementation of this system would be achidwedtilizing a conventional
two-way 90° hybrid power splitter [100] combinedhvinverters and summers to
provide the required phases. Four phases listBgumtion (22)9 =
%[O, 2, 4, 6,]can be developed by using the two outputs of tieh9Brid power

splitter (0° and 90°) and adding two inverter stageproduce the angles 180° and 270°.
The other four phases can be created by summirgpeacof adjacent quadrature
signals. The data sheet for the hybrid splittemshin the reference suggests a phase
imbalance, or difference between the phases dinbeutputs, to vary by less than 7

degrees over a greater than octave frequency esgleown in Figure 51.
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Figure 51. Mini-Circuits model “QCN-3+" 90° splitter “phase unbalance.”

While this appears to be a very useful componangdoerating the requisite
phase shifts for both the sending and receivinggs®, there does not appear to be a
satisfactory SPICE model available to supportdegice. Consequently the SPICE
simulation used for this dissertation developedpih@se delay with a conventional
transmission line. With such a transmission |me phase characteristics will lead to a
phase delay proportional to frequency. This presichanageable but not optimal
performance over an octave of frequency range wtherphase delay has a 2:1 range. A
somewhat realistic work-around for this situatioouwd be a delay line in SPICE the
length of which was MATLAB controllable based o tthesired resonator frequency.
Since the intent of the simulation for this worksaa evaluate the performance under
conditions as realistic as possible, this appregah not pursued. However, it would be
very easy to do and will be considered for futuneugation of a system that might
incorporate the hybrid splitter and combiner. #a purposes of this simulation, the

assumed available phase shift angles are
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1
0==[0, @, 20, @+m 2m, @+2m 20+ 2m, O+ 3] (23)

2
which are the angles available from inverting amehing components from an
unshifted signal and a signal delayed by an apgldich has a nominal value (’25fat
f=rec

5.3.4 Assigning Input Signal Phases to the Fingers

For the purposes of this discussion it is assumatthe available phases are distributed
as specified in Equation (22). Obvious modificasido this discussion can be made to
support the available phase distribution of Equef8). For a conventional SAW
device wherdp = fc (andTp = Tg) the target phases are relatively easy to assigimesy

are limited to 0 and (or 180°) as shown in Figure 52.
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Figure 52. Phases of sending fingers for conventional SAW device.
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However, for the devices described in this dissertavhere the desired frequency may

be significantly different from the center frequgré the device, the target sending
finger phases are generally very different. Anneke of this case is shown in Figure 53.
In this figure the angles of the ascending portibthe sinusoid, shown in blue,
correspond to the left axis and the angles of #seending portion of the sinusoid,
shown in red, correspond to the right axis. Thekerd’X” corresponds to places where
the ascending portion of the sinusoid crossesgefilocation while the marker “O”
corresponds to the finger crossing of the descgnaimtion. In Figure 53 the desired
frequency is higher than the center frequency whileigure 54 the desired frequency is

lower than the frequendy.
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Figure 53. Sending finger phases fdip > fc.

In both cases the algorithm for determining thesghta supply to each of the

sending fingers is identical. The phase of ch@dbe phase corresponding to the closest
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phase alternative among those listed in Equati@hdPthe finger crossing. Using Figure

53, for example, the phases selected would be/@®, 280°, 45°, 0°, and 225° for the

first six fingers, noting that 0° and 360° are slaene phase.
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Figure 54. Sending finger phases fdip < fc.

5.3.5 Estimating the Launch Angle

Following the selection of the optimal availableaph variation of the input
signal, it is now necessary to estimate as acdyrasepossible the actual launch angle of
the acoustic wave, defined as the phase of thesicaignal at the last sending finger.
The launch angle is ideally determined by the wieidimean of the contribution to the
launched signal by all sending fingers, where teeghting factor is a combination of the

amplitude of the signal at each sending fingertaedattenuation through the sending
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IDT. Phase distortion due to reflections is neglddn this estimate. Each finger is

delivered a version of the input signal shiftedalynown angle and the acoustic wave
from each finger travels at an assumed velociti witesulting phase shift to the end of
the sending IDT. Ideally the signal contributeddagh finger at that point should be
identical, but because of the limited phase regwiuthere will be some variation in the
phase of the signal contributed by each fingenedlity other non-ideal conditions will
inject additional phase errors into the signal, nmagably the reflections of the acoustic
waves from the fingers they pass as they travelgalbe surface. To some extent this
reflection phenomenon is incorporated in the SPi@ieel as a result of the impedance
mismatch due to injecting the signal into the traission line junction.
The array of signal phase angles supplied to thetifinger array is
£(finger_i_sig) = O(min_i_indices) (24)
wheref is an array selected either from Equation (2ZP8) andmin_i_indices is the
index array selected for the array of sending fiage yield the desired phases.
The angular finger delay array due to the traivsié tfor each finger to the launch
point is the target angle of each finger subtrattech the target angle of the last finger.
£(finger_i_delay) = A(target_i(Ni)) — £(target_i) (25)
The contribution angle is then
2(finger_i_contribution) = £(finger_i_sig) + «(finger_i_delay)  (26)
The launch angle, assuming equal signal levelct @ager and negligible attenuation
through the sending IDT, is then determined byntiean of the angle of all the

contributing signals
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2(launch) = mean(4(finger_i_contribution)) (27)

5.3.6 Estimating the Receive Angle

Given a launch angle, the expected phase anghe dits$t receiving finger, or the
receive angle, is determined by the frequencyptbpagation velocity, and the distance
between the closest transmit and receive fingérsce again, there are many factors in
reality that distort the receive angle and leatiperfections in the estimation. A typical
cause of error is a phenomenon referred to asie-transit effect which is caused by
an acoustic signal reflecting from the receivimg@rs back toward the sending ones and
the resulting reflection being sent back towardrdeiving fingers at a different phase
angle.

In the simulations used here the receive anglstimated by

t(receive) = £(launch) — 2nfp(Tp + Tp) — Df (28)
wheref, is the desired frequency, is the propagation delay through the electronics

circuits,@g is known phase errors due to internal reflectimms mismatches, and

d

wheredr is the distance between the IDTs as measuredebgldisest finger pair and
is the acoustic velocity of the substrate.

5.3.6 Assigning Phase Delays to the Receivingdfsg

For the receiving IDT the algorithm is similar teetalgorithm for the sending
fingers. The first step is to determine the amxeected to be received at each finger

given the frequency and the angle received atitbifinger determined by the
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£(receive) value. The available phase delays are, for #search, assumed to be

similar to those available for the sending fingeffie objective is to rotate the angle of
the received signal from each receiving fingerdmzlegrees using the available phase
delays and add it to the total received signal.

An initial approach is to simply find the closesatich to the target receive angle
for each finger and assign it to a phase delaygbaérates the closest match to a zero-
phase result. In the example shown in Figure 5&refp > fc andz(receive) = 145°
the objective is to provide sufficient delay sotttine signals from all fingers are rotated

to 360°.
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Figure 55. Receiving finger phases.

Thus the phase delay applied to the received sidgrah the first six fingers, for
example, should be 225°, 0°, 180°, 315°, 90°, &%f.2 This delay can be computed by

subtracting the received angle from 360° or sinfplysing the opposite vertical axis.
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While the approach as described is a good appradsmot generally optimal

because it does not necessarily lead to the minitotethphase error. It is quite possible
that when each finger is connected to the phasestiestosest to its desired phase the final
output phase will have a bias and not be as ctbaezero phase error as possible. Stated
differently, if the phase errors for all fingerg af the same polarity, the total will not be
as close to zero as desired. Various approachest@address this phase bias problem.
One approach is to apply a dither to the phasetsate Another approach that may be
slightly better would be to exhaustively searchr@disonable alternatives of adjacent
phases to find the optimal outcome. The dither@gugh currently used in this research

leads to good results. The simulation algorithsuisimarized in Table 5.
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Table 5.  Algorithm to determine finger phases

1). Determine critical parameters:
Finger spacing 7}

IDT spacing Tjpr

Substrate velocity v

Desired frequency fp

Phase rotation o

Number of fingers in IDTs M, My

2). Determine phase angle options, e.g.

0 =.5[0,0 20 0+mx 21 0+ 21 20+ 21, 0+ 37]
Y

3). Determine desired phase at the sending fingers
e oor = 2nfpTir (phase shift between fingers)
o oFps= mod(deF [0 : Ms-1], 27)

Y
4). Create a Send array of the indices of the array in 2) whose angles most closely
match the angles determined in 3). This array is used to control the phase selection of
the send IDT fingers. Also create an array of actual angles oF4; of the signal applied to
the fingers.

y
5). Estimate the launch angle o, by finding the weighted mean of the contribution angle
a¢; of each of the sending fingers: o¢; = oF 4; - 0o (Ms-i-1),i=0: Mg— 1 and the
weighting factor is based on the sending finger amplitude and the attenuation between
the finger and the launch end of the sending IDT.

Y

6). Estimate the receive angle oz = mod(e,— fp (Tipr + Tp), 27)
where Tp is the estimated excess propagation delay added by the electronic circuits.

y

7). Estimate the angle of the signal that will appear at each receive finger:
oFpr = mod(or - 0oF [0 : Ms-1], 27)

y
8). Create a Receive array of the indices of the array in 2) whose angles most closely
match the angles determined in 7). This array is used to control the phase selection of
the receive IDT fingers. Consider modifications to reduce the mean phase error due to
the discrete phases available.
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5.4 Simulation Results

5.4.1 General Simulation Observations

The primary focus of the simulation is to determtiasv closely the frequency
response and the phase shift of the SAW devicelendssociated electronics match the
behavior predicted by the algorithm. This behaigarontrolled exclusively by the
digital data created by the algorithm and senhéosimulator where it adjusts the phase
shifts applied to the fingers.

These frequency response and phase shift pararaegeitse dominant factors that
control the tuned frequency of an oscillator coifetbby the SAW resonator. Gain
variation with frequency is of less concern asit be compensated for with
programmable variable-gain amplifier devices.

The results will show inconsistent and rapidly-flieting amplitude and phase
performance in the vicinity of the center frequeasywas discussed previously in section
3.2. This fluctuation is due to a variety of fasto One of the factors is inherent in the
nature of the SAW device itself and is due to tet that at their center frequency the
sending fingers radiate equally well in both dir@es. Thus some of the radiated energy
travels in the wrong direction and gets partiadiflected back at various phases. Due to
reciprocity, it can be shown that the receivingyérs are also less effective at picking up
the proper signal. At frequencies away from th&eefrequency the signal is
preferentially sent in the desired direction sititeephase shifting of the fingers causes
constructive interference in that direction andiesive interference in the opposite

direction. This effect can be observed in Figusevbhere the LTspice input signal is



86
swept from 140 MHz to 280 MHz and the signals\a focations on the sending IDT

and the final output are observed. In this casditiyer phases are set to create a
bandpass filter at 160MHz and as in all of thesestthe finger spacing is set to be a half
wavelength at 200 MHz. Finger 15 is at the midpoirthe sending array and it can be
seen that the signal amplitude at that point is@pmately the same when a 160 MHz
signal is launched as when a signal with the infegppiency of 240 MHz is launched.
The solid lines in the figure are magnitude anddbited lines are phase. The interesting

characteristic about the phase is the increaseeimiagnitude of the slope at the
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As the observation point moves toward Finger Orgthetive amplitude of the

image signal increases and the opposite happens thb@bservation point moves
toward Finger 31, the last of the sending fingirsan also be observed that at Finger 31
the difference in amplitudes of the response at#stred frequency of 160 MHz is
approximately 12 dB higher than the response atitisiesired image frequency of 240
MHz. At the combined output of the phase rotategine signal the response at the
desired frequency is approximately 24 dB highenfttie response at the image
frequency. This increase in separation suppoetsebiprocity comment made
previously.

The explanation for this phenomenon is simply tila¢n the finger phases are set
to provide constructive interference in the progieection for the desired frequency they
are inherently set to provide constructive intexfee in the opposite direction for the
image frequency. This is the reason for taking taminimize acoustic reflections from
the edge of the piezoelectric surface. It alsdamrp some of the anomalous behavior in
the vicinity of the center frequency where thisdtronality is less effective.

There are several approaches available to addressgue. Various finger
designs, generally referred to as Single Phaseitdntinal Transducers (SPUDTS) can
significantly reduce this bidirectional respons@lL In some implementations of SAW
devices the fingers are bifurcated to reduce #féactive width, creating an effective
SPUDT [102]. In general the drawback to SPUDT giesis that the increasing
complexity of the finger geometry results in a &rgffective finger pitch (and therefore
a lower resonant frequency) for a given photolitapdic process. The alternative of

slight variations of finger pitch with a well-chaspattern may also hold promise for
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reducing this effect since there would no longealiieequency that would support

bidirectional transfer for all fingers.

5.4.2 Design Case 1 Simulation Results

Two types of simulations are run for each desighe initial type involves
multiple simulations, each examining the resporighedevice over the entire frequency
range of interest with the device configured fepacific desired resonant frequency.
Starting with Design Case 1 (DC1) described presligihe simulation determines the
frequency response at the arbitrarily chosen di$iegjuencies of 160 MHz, 200 MHz,
and 240 MHz. The results are presented here graphin Figure 57 through Figure 59.
For each test the magnitude and phase of the resp®plotted with the green circles on
the phase plot appearing at increments of 360° styptlue possible oscillation
frequencies and the red dots on the amplitude plgigaring at the same frequencies but
showing the amplitude of the response at that #aqu The title of the plot contains the
target frequency and the frequency at which the@lsthe multiple of 360° that is
closest to the maximum amplitude response. Thgiéecy at which this occurs is
referred to as the Peak Phase Frequency andfietheency at which an oscillator would

typically find its resonant frequency.
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Figure 58. Results for a desired frequency of 200 MHz.
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Tgt: 240 MHz, Act: 240.03 MHz
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Figure 59. Results for a desired frequency of 240 MHz.

For each simulation run the simulator producesreetyaof detailed results
including the results shown in Table 6. The mogiartant results are the “Peak Phase
Frequency” and the “Phase at the Desired Frequkridye phase at the desired
frequency suggests the magnitude of the phasectiomaequired to compensate for the
phase error in order to tune an oscillator to tb&réd frequency in a phase-locked loop
(PLL). Conversely, the Peak Phase Frequency stgytiesfrequency error that would be
encountered without the appropriate phase correcfitne Peak Amplitude result
indicates the variation of gain required to achisw#icient open-loop gain to initiate

oscillation.
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Table 6. Summary of simulation results.

Test Number 1 2 3
Desired Frequency: 160.00 MHz 200.00 MHz 240.00 MHz
Peak Amplitude: 16.88 dB 20.31 dB 20.29 dB
at frequency: 160.650 MHz  200.550 MHz  240.420 MHz
Peak Phase Frequency: 160.050 200.040 MHz  240.630 M
Phase at Desired Frequenay: 2.61° 2.26° 1.85°

The simulation tool is easily adapted to produeedse variety of analyses.
Clearly, the results shown so far for this Desigs€cover only three frequencies. The
second type of simulation provides results sintibathose shown in Table 6 for a wide
variety of frequencies over the frequency rangateirest. The simulation tool can also
provide the results of this repetitive analysiowdver, depending on the number of
points of interest the simulation can take manysa@u days to complete. An example of
this analysis covering numerous frequency poinshavn in Figure 60 through Figure
62. In Figure 60 the total phase shift throughSA&V device and associated electronic
circuit is shown at each analyzed frequency. Basedata from previous runs of similar
simulations, certain system performance paramsteis as excess propagation delay and
phase shift through the electronics have been digaht The values of these parameters
are assigned to variables in the algorithm thagrd@nes the finger phases, resulting in
precompensation for some of these global effetle performance parameters shown in
these plots are the results directly from the SP3@fiulation of the entire device. The
simulation can also analyze the statistics oftdxssilt. In this case the standard deviation

of the phase is approximately 4 degrees. The aimouks in this case were done at 100
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kHz intervals over the 140 MHz operating frequeranyge, resulting in 1401 separate

simulations.

Phase at Desired Freq for Dev v8.2 dith 1.0 Simulation

20

Degrees

Linear fit B
Quadratic fit

| | | |
| | | |
| | | |
.25 I I I I I
140 160 180 200 220 240 260 280

Figure 60. Phase at desired frequency for DC1.

The data in Figure 61 are similar to those of Fegsd except the plot shows the
simulated uncorrected resonant frequency of thecdevhereas Figure 60 shows the
predicted phase correction that would need to péeapto achieve the desired
frequency. In the three plots in Figure 60 thro&giure 62 it is readily apparent that the
results at the frequencies in the vicinity of 20BIMfluctuate over a greater range than
the results further from that center frequencyisThictuation is due to SAW factors
such as the increased triple-transit effect andjtbater bidirectionality of the IDTs in
that frequency range, as well as a more uneventdigon of the phase shifts which

results in poorer performance of the summing nodes.
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Figure 61. Frequency error for DC1.

Amplitude at Desired Freq for Dev v8.2 dith 1.0 Simulation
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Figure 62. Amplitude response vs. frequency for DC1.
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The results of Figure 62 show the amplitude atiésred frequency for each of

the simulations. The gradual rise in the respamsee largely to peaking capacitors,
such as the capacitor C1 shown in Figure 41, atld#te various inverters and buffers.
Adjusting these values could result in a flattepiinde response but result in a change
in the phase response. The approximately 5 dBueétion can be easily compensated
for with a variable gain RF amplifier.

5.4.3 Design Case la Simulation Results

Design Case la (DCl1la) utilizes the same architeetod electronics as were used
in DC1 except the finger spacing is changed byctofaf 4 to provide a center
frequency of 800 MHz. The preliminary results freasting over a frequency range of
500 MHz to 1 GHz are very encouraging with the itsfuom the end points of the
frequency range shown in Figure 63 and Figure B4 primary limitation is the
decrease of gain of about 8 dB over the octavetwhitt require additional
compensation to correct for. Based on Equatiopar{@d (9) the estimated for this

configuration isQ = 600 at f = 1GHz.
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Tgt: 500 MHz, Act: 499.8 MHz
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Figure 64. Results at 1 GHz for the high-frequency DC1la case.
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Design Case 2 (DC2)can be simulated in a very aimilanner. The results will

show more phase variation than in DC1 because thégss isolation between fingers

connected to the same phase and, therefore, nteradgtion. Consequently the phase

relationships between the fingers are not as veeltrolled. The results for the same

three frequencies are shown in Figure 65 throughrgi67.
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As with DC1, the same analysis can be performel mitltiple frequencies. The

results, as predicted, show less consistencyhigrcase the standard deviation of the

phase is approximately 6.9° during a similar rui4®1 frequencies spaced at 100 kHz

intervals. The largest phase error is approxingdteice as large as with DC1. The

performance of the DC2 design could probably berawgd with additional buffering

between fingers. Conversely, providing additicc@rection either through more

sophisticated precompensation or additional logsplcompensation may provide very

satisfactory performance with the benefit of loyewer consumption and compatibility

with non-volatile switching technology.
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Figure 68. Phase at desired frequency for DC2.
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Figure 70. Amplitude response vs. frequency for DC2.
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The data show that the overall performance of D¥XJ2ss predictable than the

performance of DC1. As with DC1, the greater fhatton excursion in the frequencies
around 200 MHz is due to SAW factors such as ib&ettransit effect, increased

bidirectionality of the IDTs, and the changes imgd shift distribution.
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CHAPTER 6 CONCLUSIONS AND FUTURE WORK

6.1 Conclusions

The results of the design and simulations discusstus dissertation support the
premise that the techniques discussed offer awiabje approach to developing
programmable SAW resonators. These devices casdibas resonators for high-Q
oscillators, as programmable filters, correlatom)volvers, and in special applications
such as programmable dispersive delay lines fopchidar or as a device for detecting
materials that may have frequency-sensitive prasertThe simulations show that even
with a limitation of eight levels of phase contpar finger for each IDT the
controllability of the resonant frequency is lindtby the anomalies of the device physics
and the process of accurately delivering the irgdnuhase shifts to the fingers and not
by the inherent resolution of the control proceBke results suggest that there appears to
be considerable opportunity to develop this teobeppfurther to extend the frequency
range, to increase the Q of the resonator, angtéme the technology into additional

application areas.
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6.2 Future Work
Future work can be focused initially on efforteetgerimentally verify the theory
presented in this dissertation. This work canudet

e Prototype the concept on a piezoelectric subsivateseveral pre-
programmed frequency responses.

e Characterize approaches to developing the phafie ahd switching the
phases to the fingers.

e Develop thin-film processes for depositing andgraing piezoelectric
materials on an integrated circuit with the SAWg#ns integrally
connected to the appropriate circuits.

e Determine appropriate integrated circuit processeklay out a test chip
to use for the integration.

The second focus will be to improve simulation dalig, particularly in the area
of developing or acquiring tools to characterizeyéir impedances, along with the SAW

attenuation and reflection properties.
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