
converge. For that purpose, we introduced a measure for the model
misfit:

Φ ¼ 1
P

������������������������������������
P

P
i¼1

�
mest

i −mtrue
i

m̄

�
2

s

; (18)

where P is the number of model parameters, mest is the inversion
result, and m̄ is a mean value for a parameter type (500 kgm−3 for
density, 5% for liquid water content, and 0.5 m for thickness). If the
final value of the model misfitΦwas smaller than 0.02, an inversion
was considered to be successful. This value was determined empir-
ically. When the Φ value was below this threshold, it was guaran-
teed that the inversion has converged. Whereas all model
parameters are considered for calculating the model misfit, we also
evaluated the misfit of the density, liquid water content, and layer
thickness parameters separately.
The results are shown with the blue bars in Figure 5c and 5d. In

the case of a dry snowpack (Figure 5c) and p ¼ 1, only one of the
30 simulation experiments was successful. With p values of three or
larger, all simulation experiments were successful. Evaluating the
success rates of the parameters separately (not shown) showed that
the layer thickness could be delineated more successfully than the
density. However, it must be stated that an accurate determination of
the layer thicknesses is essential for the overall convergence of the
algorithm. If the layer thicknesses could not be resolved accurately,
the other parameters could not be resolved either.
If the snowpack was wet (Figure 5d), no sim-

ulation experiments were successful without a
priori information. With p ¼ 2, five of 30 experi-
ments and with p ¼ 3, 26 experiments were suc-
cessful. Even with p ¼ 4, one experiment did not
converge successfully. As for the dry-snow case,
thicknesses could be determined more success-
fully than the densities (not shown). Results
for liquid water content are comparable with
those for the densities.
To address the robustness of our findings dur-

ing experiment 1, we repeated the simulations
with models including 3, 9, and 12 layers. The
main conclusions were essentially the same for
all simulations. Therefore, we judge the results
of the 6-layer model, presented in this study,
to be representative for a wide range of models.

Experiment 2: Noise and imperfect
picks

The results are shown with the green bars
in Figure 5c and 5d. They were comparable
with the results of experiment 1. With no prior
knowledge (p ¼ 1), no simulation experiments
were successful, neither for dry nor for wet
snowpacks. With p values of three or larger,
all simulation experiments were successful for
dry snowpacks. A prominent difference to ex-
periment 1 was found for p ¼ 3 in wet snow-
packs (Figure 5d), in which only 13 of 30
experiments were successful compared with 26
in experiment 1.

Experiment 3: Influence of heterogeneity

Figure 6a and 6b indicates the range of variation of density and
liquid water content of the middle layer. Success was again defined
for Φ < 0.02, when considering all model parameters. In all simu-
lations with 10 initial models each, at least one of the initial models
converged to the true model. Hence, if we used the combined global
search and local minimization algorithm, all simulations were suc-
cessful. Therefore, we show for each simulation the mean Φ for all
10 initial models (Figure 6c and 6d). For p ≤ 2 (i.e., the bottom two
rows in Figure 6c and 6d), the overall success rate was 43%. In other
words, 228 out of the 400 initial models did not converge
(Φ ≥ 0.02). For p > 2, only 10 initial models did not converge
(success rate of 98%). It is interesting to note that the likelihood
of failure seems to depend neither on the magnitude nor on the sign
of the contrasts.

Experiment 4: Minimal layer thickness

We investigated the minimal layer thickness that can be resolved,
with models exhibiting all combinations of contrasts (Figure 7a and
7b). Here, we were primarily interested in the thin layer’s proper-
ties, i.e., its thickness, density, and liquid water content. In contrast
to the previous experiments, we display the individual misfits for
these three quantities as a function of the true layer thicknesses
(Figure 7c–7g).

Figure 5. A priori knowledge requirements. The green lines show exemplarily (a) a true
density profile and (b) a true liquid water content profile. The black lines show the initial
profiles without prior knowledge, and the blue, cyan, and red lines show the initial pro-
files with prior knowledge at a level p ¼ 2, 3, and 4, respectively. The blue bars re-
present the success rate calculated from 30 experiments without noise in the
observed data and with perfect picks; the green bars show the success rate for experi-
ments with noise and with picking errors for (c) dry and (d) wet snowpacks.
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For the dry scenario (Figure 7c and 7e), the inversions for all
model types were successful when the layer thickness was greater
than approximately 0.05 m. For the wet scenario (Figure 7d, 7f, and
7g), the results are less conclusive. As for the dry scenario, the layer
thickness could always be resolved accurately, but the thin-layer
density and liquid water content measurements were prone to inac-
curacies. However, the remaining parameters of the models shown
in Figure 7a and 7b could always be resolved accurately, regardless
of whether the thin-layer properties could be determined or not
(not shown).

DISCUSSION

Our simulations demonstrated that FWI with upGPR data is gen-
erally feasible, but there are a number of prerequisites and con-
straints that have to be met. Performing the inversions in the
frequency domain using progressively higher frequencies proved
to be critical. In fact, additional tests with time- and frequency-
domain inversions involving a broad range of frequencies already
at an initial stage yielded unsatisfactory results.

Results, shown in Figures 5 and 6, highlighted the importance of
the initial model and thus the amount of a priori information avail-
able. Based on meteorological data, it is often possible to predict if a
dry snowpack can be expected or if the amount of liquid water may
be significant. Furthermore, a priori information can be obtained
either from results of previous measurements and/or from snow pits.
Considering the importance of the initial model, we recommend
occasional calibrations with snow pits (e.g., in periods when the

Figure 6. Influence of heterogeneity. True (a) density profile and
(b) liquid water content profile. The density and liquid water con-
tent of the middle snow layer were varied from 100 to 900 kgm−3

and from 0% to 10%, respectively. The prior knowledge was varied
from p ¼ 1 to 4. (c and d) Each rectangle shows the mean misfit for
all 10 initial models of a simulation. A simulation was considered to
be successful, if the overall misfit was less than 0.02.

Figure 7. Minimum-layer thickness. True (a) density and (b) liquid
water content profiles. The thickness of the middle snow layer was
varied from 1 mm to 50 cm. The solid red lines show a model with
negative density and liquid water content contrast, the cyan lines
show a model with negative density and positive water content con-
trast, the blue lines show a model with positive density and negative
liquid water content contrast, and the black lines show a model with
positive density and liquid water content contrast. The individual
misfits Φ for the three quantities thickness (c and d), density
(e and f), and liquid water content (g) for the thin layer only are
shown for (c and e) the dry and (d, f, and g) the wet snowpack.
The colors of solid lines correspond to the four different possible
contrasts as shown in panels (a) and (b). The dashed line indicates
the misfit threshold Φ ¼ 0.02.
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avalanche danger is low). It is expected that the amount of infor-
mation obtained from snow pits can be associated with prior knowl-
edge p ≥ 4. If an upGPR device is operated continuously and
acquires data in relatively short time intervals (a few hours or even
less), it can be expected that the snowpack properties do not vary
substantially between two measurements. Using results from pre-
vious measurements as an initial model will likely be equivalent
to prior knowledge p > 4.

In this study, we used 10 initial models and chose the solution
with the smallest discrepancy r. The inversion could further be im-
proved using more than 10 initial models, which increases the prob-
ability that one of the initial models is already close to the true
model. A trade-off between the computational time and number
of initial models would have to be found.
The misfit in layer thickness was always smaller than the misfit in

density or liquid water content. The reason for this finding may be
that we did benefit not only from the advantages of frequency-do-
main FWI, but we also exploited information from the time-domain
radargrams by calculating the thicknesses of each layer from picked
two-way traveltimes (equation 17). It is expected that picking the
reflection signatures from the observed radar traces should be pos-
sible, at least for prominent layers.
Thin layers play a key role in snow stability evaluation. There-

fore, it is critical to identify these small-scale features. Our simu-
lation results indicated that in a dry snowpack, thin layers of the
order of a few centimeters can be identified with upGPR data. Con-
sidering typical upGPR wavelengths of approximately 10–20 cm,
this is a surprisingly good result. However, in the presence of liquid
water, inaccuracies in the density and liquid water content of the
thin layer must be expected.
We consider the results presented in this study to be an important

first step toward FWI applied to field data. To finally achieve this
goal, it is necessary to address a number of additional re-
search tasks:

1) Here, we assumed the source function AðωÞ to be known, but in
field applications, this quantity needs to be estimated as well. A
possible option is to estimate the source function up-front from
the observed field data (Babcock and Bradford, 2014). Alterna-
tively, the source function could be treated as an additional un-
known during the inversion (Maurer et al., 2012). Because
upGPR measurements include only a single radar trace, such
an approach may fail because the problem is underdetermined.
Possibly, the problem can be solved by simultaneously inverting
for a suite of upGPR measurements and assuming that the
source function remains constant during all experiments.

2) Field data are inherently noisy. Our results from experiment 2
(Figure 5) indicate that satisfactory results can still be achieved
in the presence of realistic noise (approximately 18 dB) and
picking errors. However, our simulations also highlighted the
importance of a priori information in the case of noise-conta-
minated data. Furthermore, ambient noise is expected to be sig-
nificant primarily in the higher frequency range. As shown in
Figure 4, convergence of FWI can be achieved with low to in-
termediate frequencies, and high frequencies could even be
ignored.

3) Realistic GPR waves are influenced by the radiation patterns of
the transmitter and receiver antennas, and the waves exhibit
spherical divergence (i.e., the amplitudes decrease with travel-
ing distance). Both aspects were not considered with our plane-

wave approach. Because upGPR considers only vertical inci-
dent wavepaths, the antenna radiation patterns do not influence
the waveforms. Babcock and Bradford (2015) show that the
plane-wave approximation produced similar data as obtained
with spreading-corrected simulations using a 2D finite-differ-
ence time-domain forward algorithm. The plane-wave approach
violates the far-field condition within one to three wavelengths.
Because the upGPR setup, as shown in Figure 2, includes a
0.25 m air layer and a 0.05 m wooden board, only the lower-
most 0.2–0.3 m of the snowpack may be slightly affected by the
plane-wave approximation, which is not judged to be critical.

4) During our numerical simulations, we always included as many
layers into inversion models as we were choosing for the true
models, but for the inversion of field data, the number of layers
is generally unknown. We performed several tests in which we
tried to adaptively add or remove layers during the inversions,
but we were unable to establish a robust strategy. Visual inspec-
tion of the time-domain radargrams, from which the reflection
times TL are picked, offers a good estimate of the number of
layers, but more research is required for an optimal parameter-
ization of the models. This is particularly important for the de-
tection of thin layers.

CONCLUSIONS

The upGPR systems potentially offer powerful means for contin-
uously monitoring snowpack characteristics in a nondestructive
way. We have investigated whether synthetic upGPR data contain
enough information for inferring the density, liquid water content,
and thicknesses of each layer of a snowpack by FWI. For that pur-
pose, we have implemented a frequency-domain inversion algo-
rithm that is based on a Nelder-Mead simplex solver, and it
allows a priori constraints to be included in a straightforward
manner.
Our results indicate that FWI applied to upGPR data is generally

capable of delineating a detailed stratigraphy of the snowpack if a
good initial model is available. Very good results can be obtained
for a dry snowpack, in which one needs to invert for density and
layer thickness only. In case of a wet snowpack, the liquid water
content needs to be considered as an additional material parameter.
Such inversions are feasible, but they require an enhanced a priori
knowledge, and convergence of the algorithm is not always guar-
anteed, particularly in the presence of noise. FWI is also capable of
identifying thin layers with thicknesses well below typical upGPR
wavelengths, but the physical properties of such a thin layer may
not be well resolved in a wet snowpack.
From our simulation results, we conclude that applications to

field data are feasible, but additional issues, such as determination
of the source function and optimal model parameterizations, need to
be addressed.
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