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ABSTRACT
High resolution atmospheric flow modeling using @utational fluid dynamics (CFD)
has many applications in the wind energy industywell designed model can
accurately calculate wind speed, direction, andul@nce at any point in a wind farm
using data from a fixed location source. The madel extend point source data over an
area of several square kilometers, or map terrdinegnced microclimates using remote
wind data. A local flow model is critical for wirrgsource site assessment, and for
optimizing wind farm turbine layout for maximum pemproduction. A CFD simulation
of an operating wind farm, coupled with a local @iorecast, can increase accuracy of
electric power generation forecasts, providing a&hla information to electric grid

managers and wind farm operators.

Computational Fluid Dynamics (CFD) models solvedbgerning equations of fluid
dynamics, providing a mathematical solution thatcdées turbulent fluid flow.
Atmospheric CFD models are ideal for flows over pter terrain and they can simulate
both shear and convective turbulence. Reliable €lDtions require knowledge of
atmospheric science, fluid dynamics and numerigiait®ns in addition to the CFD
software. Reliable CFD models also require vaiotatvith recorded wind data.
Because of the complexity of CFD, a methodologyeieded for generating consistent

models for a variety of locations and climates.isThethodology establishes processes



for importing surface map data, meshing, settingngary conditions, running the model
and analyzing results. In this thesis, mathemiatiesory is discussed along with
methods for generating and meshing surfaces, mandiind data and validating results.
This thesis describes model simulation over twationis and compares the results with
published studies, and with available wind datartd?of this research have been
presented at the American Wind Energy Associatiand®ower conferences in 2008
and 2009. The CFD model project is also part Bbaneville Power Administration
sponsored Wind Energy Forecasting grant projeceumyestigation by the Boise State

University College of Engineering.



TABLE OF CONTENTS

ACKNOWLEDGEMENTS ... .ooiiiiiiiiiiee et emmmmte e et e et e e e s sntaee e e e e snsaeeesnneeas iv
AUTOBIOGRAPICAL SKETCH ...t seeee e eiieee e sireeee e sneeee e e sneees Vi
ABSTRACT .ttt ettt amm e e e ettt e e e bttt e e e et et e e e et e e e nnreae e e e nnbbeeeenan iX
LIST OF TABLES ...ttt ettt etttk et e smnee s ntn e e e Xiv
LIST OF FIGURES ......ooiiiiiiiiiii ettt snn e e e a e XV
LIST OF EQUATIONS ..ottt ettt ettt et e ettt e e ennbn e e e nnneeeean XVii
INTRODUGCTION ..ottt emmmmst e e ettt e e et e e eesete e e e e annneeas 1
CFD History and Definition..........cooeee oo 1
Wind Data and ReSOUICE ASSESSMENT. . caereraceeeeeiiiiiiiiiiiieeeeeeseassiibeieeeaeeenes 3
CFD for Wind Energy FOreCasting ..........uuueeieiieiieiiiieeiiiiiiieiieiieiieieeseeiereneeees 5
Context: The Scale of CFD MOdeliNg .......ccoooioiiiiiieiiee s 5
ODJECLIVE ... e e ne b nnnnne 6
ATMOSPHERIC BOUNDARY LAYER ....oooiiiiiiiiiee e s ieee e eiieeeesniaaee e e s snnienae s s
SUIMTACE LAYEI ..ttt e nnnnnes 9
Boundary Layer Stability ... 11
Surface Layer MOUEIING .......uuuuueeiiceeeeeeieeieeieiiiiiieieeieeieeieeeeebeeebesebeeeneeeeeeeeees 12
TURBULENCE MODELING......cotiiiiiiiie ettt eeee st e e sieee e e s sieaee e e snnaeeaessnnneeeas 15
Turbulence Closure Methods...........ccceeeeiiiiiiiiiiiii e 17
ClOSUIE OFUEN ... it e e e enn e e e e e 17

Xi



Atmospheric Turbulence Modeling ... 19
Turbulence Modeling TerminolOgy ....... e i 21
BUOYANCY EFFECTS IN ATMOSPHERIC FLOW MODELING ....cc...c.ccvviivieeene 23
Model PArameters ..........ooooiiiiii ettt nnnne e e e e e e eee e 25
CFD MODEL EXPERIMENTS AND RESEARCH .......cccoimmmeiiiiieeiiiiie e 26
MESH CONSIAETALIONS......ceiiiiis s skttt e e e s e et e e e e e e e s ssnmne e e e e e e e e aans 26
FIrst Cell HEIGNT. .. ..uieiiiiiii ettt r e e e e e e e e e eeees 27
Atmospheric Model First Cell Height...........ccooiiiiiiiiiiiici s 28
GAMBIT/FLUENT Y’ EXPEIMENTS .....coveeveeieireeeeeeteeee e seeeenes e see e eeesen e 30
FLUENT Buoyancy Model EXPeriment...... oo 30
AtMOSPhEric ROUGNNESS .....ooviiiiiiiiieeeiieiiii e e 33
PRACTICAL CONSIDERATIONS IN CFD MODELING ......ccoeviiiiiiiiiieeeiiiece e, 36
Surface Model and Meshing ProCess......cccccoiiiieeeeee, 36
LAY g Lo D - | = TP PPPTTPPPPPPP 43
Public WINd Data SOUICES ... 47
Processing Wind Data.............oooi oo e 47
Inlet Boundary CONItIONS............. e eeeee e 50
INlet TUMDUIENCE ... 51
APPLICATIONS OF THE CFD MODEL ....cccvviiiieiiieeeetiie et 53
CiNder CoNE BULLE........c..eiiiiiiiiieee et 53
Cinder Cone Butte Project ReSUILS ......ccooeeeeiiiiiiiiii e, 60

Xii



BPA Wind Forecasting Grant PrOjJecCt....ccoo oo, 61

CFD MOdel ChaNgES. ... .cooeieeee e 62
Completing the Forecasting Project.....ccoceo oo, 66
FULUIE STUY ... e 67
CONCIUSIONS. ...ttt e e e e eebb e e e e e e e e e 68
REFERENGCES ... .ooiiiiiiiiiiie ettt et be e s e ntb e e e e snnaee s 69
APPENDIX A oottt ettt e ek b e e e st e e e e n bt a et e e e anra e e e e e 72
GAMBIT MESH PrOCESS.......uuuiiiiiiiiicemeee ettt e e e e 72
APPENDIX B ....iitiiie ettt ettt ettt e e ettt e e e an et n et e e e s nnbn e e e e e 81
FIUENT SOIULION STEPS ...eiiiiii e 81
APPENDIX € ..ottt et ee ettt e e et e e e ss bt e et e e e e nbnr e e e 86
FLUENT Inlet Profile EXamples ... 86
APPENDIX D ..ottt ettt e e e et e e e s snttae e e e e snnteeannnnneaeeanraneeeanas 91
) E= A T o I 1 N SRR 91
APPENDIX E ...ttt meee e e ettt e e e et e e e s sttt e e e e e snnae e aee e aeeeanrreeeeeaas 95
AWEA WINAPOWET POSLEIS... ..ottt emne e 95

Xiii



LIST OF TABLES
Table 1. ke turbulence model CONSIANTS.......couiin e 12

Table 2. Roughness height and CoNStant... .o ..eeeeveeiiiiiiiiiiiiiiiiiiiiiiieinieeeeeeeeee. 34

Xiv



Figure 1.
Figure 2.
Figure 3.
Figure 4.
Figure 5.
Figure 6.
Figure 7.
Figure 8.

Figure 9.

Figure 10.
Figure 11.
Figure 12.
Figure 13.
Figure 14.
Figure 15.
Figure 16.
Figure 17.
Figure 18.

Figure 19.

LIST OF FIGURES

Components of the fair weather DOUNERIGY ..............evveiiiiiiiiiiiiead 8
Turbulence generation in the surfacenday............cccooeoiiiiiiiiiiinniin s 10
Laminar and turbulent velocity profilasoundary layer flow...................... 13
Rough wall and atmospheric boundaryrlaghematics............ccccoeeeeeiieienenn. 14
Experimental data showing diurnal heat patterns...............cccccvvvevivenenen 23
Seasonal changes in the boundary layer..........ccccccciiiieeee, 24
Law of the wall, velocity distributiohgp..............ccooeeeii e, 27
Atmospheric surface layer with mesh €SECtoN ..o, 9.2
Neutral flow velocity vectors in a vedti cross section............................ 32..
Buoyant flow velocity vectors in thersavertical cross section.................. 32
Sample velocity profiles aross the @EaIN ...........cccooeeeeevvviiiiiiiie e, 5.3
Cinder Cone Butte model ..o 38

MICRODEM map: SODAR location at the Mtain Home wind farm...... 39

Google Earth view of the Maountain Hommed farm...........ccccoeeeevieiiiennnns 41
Mesh cross section showing the bounidgsr ... 24
Triton SODAR, Second Wind, INC.........coooooiiiiiee, 44
SkyServe data example showing wind rawgmt ...............ccceeeviviiiieniennnn. 46
WASP observed wind ClIMALe ......ccceemieieiiiiieiiiiiieiceeee e 53
Comparison of modeled 60 meter winetd@ Cinder Cone Butte ............ 55

XV



Figure 20.
Figure 21.
Figure 22.
Figure 23.
Figure 24.
Figure 25.

Figure 26.

Wind velocity contours 60 meters abOueder Cone Butte ...................e..e. 56
Apsley Wind VElOCItY VECLOIS ... oo eeeeeeeeeeeeeeeee e 57
FLUENT 10 meter wind veloCity VECLOIS.........ccooveeiiiieiiieeeeeeeeee e a7
Apsley model Streamlings........cccccaeuiiiiiiiiiiiiiiii e 59
Streamlines over Cinder CONE BUE e .vvvveeeeeiiiiiiiiiiieeee e 60
CFD model output compared to SODAR. ..o 4.6
Wind velocity forecast for SODAR Sit . .coeiiiiiiiiiiiiiiiiieeieeeeee e 65

XVi



Equation 1.
Equation 2.
Equation 3.
Equation 4.
Equation 5.
Equation 6.
Equation 7.
Equation 8.

Equation 9.

Equation 10.
Equation 11.
Equation 12.
Equation 13.
Equation 14.
Equation 15.
Equation 16.
Equation 17.
Equation 18.

Equation 19.

LIST OF EQUATIONS

Power in the WINd..........oooo e, 6
Reynolds Decomposition of VElOCItY............coooviiiiiiiiiiiiiieeeeee, 15
RANS CONLINUILY oottt e s reeeneeeeeeeee e 16
RANS Conservation of MOMENTUM .. ceceeeiiviiiiiieieeeesiiiiiiie e 16
RANS Conservation Of Heat ......cccemiiiiiiiiiiiiiee i 16
Log law (boundary layer Profile . . .....eeeveereeiiiiiiiiiiiiiiieieieiniieeeeee 18
Power law (boundary layer profile).........cccoeeeeiiiiii s 18
AtMOSpheric lapse rate ... 18
Generation Of TKE .......uiiiiiiiiiiiee e 19
Dissipation Of TKE...........iiiceecmeeeiiiiiiiiieiiiiieiieiveviesveneeseeseeeneeeeeee e 20
EdAY VISCOSILY ....eviiiiiiiiiiieeeeee et 20
First order forward difference eqoidti.............cooooeeeiiiiiiiininiieieieieieees 22
Second order forward difference @qoat...............cccoi. 22
FriCtion VEIOCILY......cooeeeeee e 28
Law of the wall equation ... 28
Boussinesq approximation for density............cccccvvevvviiiiieeeeeeeeeiiienns 33
Reynolds decomposition Of VEIOCItY cew...coooeveiiiiiiiiiieee a7
Standard deviation and wind spedzltance ............cccooeeviiiiiiiiinnenn 48
TUrBUIENCE INTENSILY ....vviiiiemeecee e 48



Equation 20.
Equation 21.
Equation 22.
Equation 23.

Equation 24.

TKE from wind speed turbulence. ..., 48
TKE from horizontal wind speed tuange ..................eueviiiiiiiieiiiiinnnnnnnn. 49
Dissipation of TKE from meteorolodidata ..............c.ccccvvvviiiiiniininnnnnn. 49
Wind speed POWET [AW ... e 50
Power law exponent from wind spedd.da...............ccccceevvviiininnnnnnnn. 15

XViii



INTRODUCTION
High resolution atmospheric flow modeling using @utational fluid dynamics (CFD)
has many applications in the wind energy industywell designed model can
accurately calculate wind speed, direction, andul@nce at any point in a wind farm
using data from a fixed location source. The madel extend point source data over an
area of several square kilometers, or map terrdinenced microclimates using remote
wind data. A local flow model is critical for winrgsource site assessment: the process
of determining the wind energy production potentiigh proposed wind farm location.
Models are also used to optimize turbine layoutfonaximum power production. A
CFD model of an operating wind farm, coupled witlo@al wind forecast, can increase
accuracy of electric power generation forecastsyiging valuable information to

electric grid managers and wind farm operators.

CFD History and Definition
The study of fluid dynamics started in the eighteerentury. For the first three hundred
years, fluid dynamics, like other branches of ptsg/sivas divided into theoretical and
experimental disciplines (Anderson, 1995). With tievelopment of digital computers,
scientists adapted numerical solution methods noptex mathematical problems. This
led to the third discipline: computational fluidrdymics. The CFD branch is not fully
independent: while CFD research exists as a separaa, most CFD simulations

connect theoretical and experimental fluid models.



In the United States, CFD evolved during the codd,yerimarily driven by the aerospace
engineering community and financed by the defeegpadment. Other pioneering
efforts, like Group T-3 at the Los Alamos Natiohaboratory, started with federal
funding for atomic weapons programs and develog€d Sblutions for a variety of
applications, including atmospheric research. Apage engineers, starting with the
Wright brothers, relied on wind tunnel results #imeoretical models to develop aircraft
prototypes. Early supersonic flight provided dréimdemonstrations of the limits of this
design method. Computational fluid dynamics dewpetbas a safe, cost effective and
efficient way to test experimental aircraft befbrelding prototypes. A new design
could ‘fly’ in numerical experiments so that fligtlharacteristics were reasonably well
understood before prototypes were built. TodayD @tethods are used in the design

process of everything from fighter jets to buildwventilation systems.

CFD models fluid motion by solving the governingiations of fluid dynamics,
commonly known as the Navier-Stokes equations. Ndnger-Stokes equations are a set
of second order non-linear differential equatidres describe turbulent fluid motion.
There are few closed form solutions for the NaB#&rkes equation set, so numerical
methods are used to solve well specified compleklpms. As the wind energy industry
needs increasingly precise analysis, industrialaratiemic researchers are investigating

and adopting CFD techniques to wind energy appdinat



Wind Data and Resour ce Assessment
Collecting data for wind analysis is expensive ane consuming. The current standard
measurement system is a meteorological (MET) to@@tp 60 meters tall, instrumented
at several levels with anemometers and wind divactanes. The MET tower is
typically installed in a location with good potaitfor wind energy: frequently at the best
wind site in the local area. Considering the layafia large wind farm, not every tower
can be in the same ideal location as the MET towspically at least a year’s worth of
data is collected and analyzed to assess thewogdlclimate. Before commercial wind
resource models were commonly used, a wind farngdeswould plot turbine locations
and estimate annual power production based onfidetaone or two towers. This
resulted in many underperforming wind farms anchsltated research in better resource
assessment methods. With the development of cocmherind resource computer
packages, the new standard is to collect toweraladgorocess it through a software
model. The models are a significant improvememtr dhre single tower method, but
most have limitations that reduce model accuracgmdomplex terrain or buoyancy

effects are considered.

CFD modeling for wind resource assessment offesgHility and accuracy that is not
available in the commercial wind software. Of amyrthe added benefits have a cost:
CFD solutions are computer resource and time intensgCommercial CFD software
packages are also expensive to purchase, frequemtig with annual license fees, and

must be adapted to atmospheric modeling. Sciem&éBearch oriented CFD packages are



often not as well documented and require more kadgé and training than the
commercial codes. Scientists and engineers wh&RIh simulations need sufficient
theoretical understanding and modeling experien@tain valid solutions. Obtaining a
CFD solution does not mean the results are correechodel must have good input data,
a well designed mesh, and use appropriate turbellsrodels and solution parameters. In

addition, the results should be tested and the hvaediied with measured data.

The atmospheric boundary layer is the part of theaphere directly affected by the
earth’s surface. Since we live in the boundargtageople have a basic understanding
of weather and how it interacts with their localae. We know that the wind blows
harder on top of mountains or on treeless, opangtaan it does in protected valleys.
Farmers and ranchers have extensive knowledgesalfyeeather trends from personal
experience, and can easily point to the windiest ep their land. Anecdotal climate
information would tell someone to put a wind tudbion top of a ridge, but for
commercial development of wind energy, a much neseect understanding is required.
A high resolution of the wind resource is neededeoide if a site is appropriate for a
wind farm, and to optimize turbine placement forximaum power production. Before
financing wind farms, lenders need accurate regoassessments to understand potential
power generation and to calculate the return om imeestment. A CFD model provides

data needed to assess and map wind resourcesieatict power production.



CFD for Wind Energy Forecasting
Like most forms of renewable energy, wind is aernmtittent energy source. Electricity
grid operators need to schedule generating sotwga®vide enough power to meet
demand. ldeally, an accurate wind energy forewasid allow a grid operator to shut
down fossil fuel power plants or hold water at foglectric plants when the wind farms
are generating. Without a forecast, grid operadoesorced to keep generators waiting
in reserve in case the wind drops. Unused reggrerators are expensive, but power
shortages are unacceptable in a modern societynoks wind farms are built, electric
utilities and power grid operators are using wiadhf production forecasts to efficiently
integrate wind power. In the near future, foreiogswill be the norm, the power grid
will move from one hour to 10 minute forecast aederation cycles and an electric
energy spot market will be adopted nationwide. FDGnodel can map a large scale
weather forecast into a specific wind farm, impraythe accuracy of predicted power

generation.

Context: The Scale of CFD M odeling
Weather forecasts are generated from synoptic stadiels (hundreds to thousands of
kilometers) and mesoscale models (a few to hundrEkidometers). The scale refers to
the size of weather systems, or the area includéuel model (the domain). These large
models work well for weather forecasts because suede weather events, like rain
storms or heat waves, affect our daily lives. Sg@bgraphic features and

accompanying microclimates make a critical diffeeewhen you are planning a wind



farm. Because the power in the wind varies witlosigy cubed (1), small changes in
wind speed can make significant changes in winirerpower § is air density, A is the
swept area of the turbine rotor and V is the wirtbuity).

P=pAV: (1)
Advanced weather model research applicationswikel energy forecasting, are pushing
the resolution of mesoscale models down to a kitemar less. Atmospheric CFD
models cover a domain of a few square kilometets grid cells on the order of meters.
Ten meter digital elevation maps are used in tfogept (horizontal resolution 10 meters,
one meter vertical), and the model results showdwiattern changes caused by objects
as small as a school bus. Because relatively sudlice objects can change the airflow
that drives a wind turbine, surface detail is intpot. Over the 30 year design life of a
wind farm, a fraction of a meter per second in wepéed prediction can result in a
difference of millions of dollars in energy prodiact. These large financial implications

are driving interest in high resolution CFD modglior wind energy applications.

Objective
The goal of this research is to establish a metlogydor CFD modeling of boundary
layer atmospheric flow. A process for gatheringai@ and wind data and preparing data
for the CFD experiments will be developed. Compbsxain, neutrally stable and
buoyancy driven flow modeling methods will be désed in detail. Applications of the
CFD model, such as wind resource assessment, aindtiirbine placement and wind

energy forecasting will be considered. There mugh detail in the text to set up, run



and analyze a validated CFD model of a wind enesggurce in any type of terrain. The
appendices list each step of the map conversioshimg and modeling process. The

theory behind the methodology will be discusseéddoh relevant area



ATMOSPHERIC BOUNDARY LAYER
The atmospheric boundary layer represents therndt@ of the earth’s atmosphere. A
technical definition: the boundary layer is thetfdrthe atmosphere that is directly
affected by the earth’s surface, and respondsrfaciforcings within an hour (Stull,
1988). Rapid vertical growth of cumulus cloudsrowarm land is an example of a
surface forcing causing rapid change in the bounldger. We live in the boundary
layer, and much of the weather that directly afect occurs in the boundary layer. After
living in the same place for a while, most peopeda basic understanding of local
boundary layer characteristics. The hills abowventgenerally get more wind and snow
in the winter, but when the weather is clear anld,dbe valley has colder temperatures

and inversion fog while the hills are sunny andesabvdegrees warmer.

s Boundary Layer —asssssll

T Sunset ) Sunrise Sunset

Sunrise

3 PM 3 AM Time

Figure 1. Components of the fair weather bountkygr (Stull, 1988)

The atmospheric boundary layer has several sulidageseen in Figure 1. Above the

boundary layer, the free atmosphere responds \@mhysto surface events. The



entrainment zone (EZ in Figure 1) is a buffer rags@tween the free atmosphere and
lower boundary layer. Air from the free atmospherdragged or entrained into the
boundary layer in this region. Moisture, dust gotlutants are trapped blow the
entrainment zone by a strong temperature inversfonin the free atmosphere is much
warmer than air at the top of the boundary layguoyant air parcels that reach the
entrainment zone spread out like the flat anvilddp thunderstorm cloud (the anvil is
actually at the top of the troposphere). The mieger has relatively uniform wind
speeds and temperatures. Turbulence in the méxed is mostly driven by convection
driven air parcels rising from the surface. Shodbgfore the sun sets, convection mixing
slows down in the mixed layer. The residual lagehe remaining mixed layer with
much less turbulence. Wind and temperature poéite relatively constant through the
night in the upper region of the residual layeheBtable boundary layer grows from the
surface as daytime convection ends. Surface édgces turbulence, and near the
surface wind speeds frequently drop at night. lewel jets, areas of high speed winds
as low as 200 meters above the ground form intdigeslayer. The black and white line
near the bottom (white in the stable boundary layck in the mixed layer) indicates

the top of the lowest part of the boundary layee; surface layer (Stull, 1988).

Surface L ayer
The surface layer is our interface with the atmeseh It's also where wind turbines
operate, and thus the region of most interest mdweinergy modeling. Surface drag

slows upper level winds, creating vertical windaher the change in wind speed with
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height. Surface drag generates mechanical turbel@arbulence from physical contact
with the ground, vegetation, buildings, etc.) dfileg the entire surface layer (Figure 2).
Intermolecular forces cause air molecules in dicecttact to stick to the surface.
Intermolecular forces also generate drag betweeaitimolecules stuck to the surface
and the adjacent molecules above them. The faxtésy between air molecules, or
molecules of any fluid, are known as viscosity rf&e drag combined with viscosity
slows upper level winds though the entire surfaged. The resulting wind velocity

profile is a defining characteristic of the surféayger.

Mechanical (Shear) Turbulence:

shear
5 ‘m.ean —
wind
momentum
witsiilss transport >
u ce —>
xm 0

M N
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~~--------_——"

Convective Turbulence:

N shear

Z imean ’
; wind —

momentum

transport —

turbulence —
_>

M

Figure 2. Turbulence generation in the surfacer&$tull, 2000)
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At the bottom of the atmospheric surface layehérmicrolayer, extending only a few
centimeters above the surface. Surface drag gedtselike uneven ground, rocks and
plants limit almost all horizontal air motion. Thamary mechanism for heat and mass
transfer is molecular transport. In atmosphernimgg the top of the microlayer equals the
roughness height or the height above the groundemhiead speed is zero (Stull, 1988).
The other source of surface layer turbulence ivective heat transfer (Figure 2). As the
sun heats the ground, warm parcels of air (airgdst@re bubbles of air with nearly
constant temperature and humidity) rise from thréase. The rising parcels pass through
the horizontal flow, generating turbulence. Thdae layer only represents about 10%
of the atmospheric boundary layer. During the dayvective turbulence pushes the
surface layer to about 200 meters above the grodnaight, when convective
turbulence dies, the top of the surface layer dto@gdout 100 meters. The variance of
turbulence in the surface layer is relatively lapproximately 10% of the overall
magnitude of daytime turbulence (Stull, 1988). isliace of turbulence is another

defining surface layer characteristic.

Boundary Layer Stability
A common term used to describe general conditibtiseoboundary layer is stability.
Stability refers to the tendencies of air parceé have been vertically displaced. If a
displaced parcel tends to return to its originaghe the local surrounding atmosphere is
statically stable. If the parcel keeps movindheitup or down, conditions are statically

unstable (Stull, 2000). The static part of thardgbn refers to the absence of horizontal
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wind. Neutral stability describes conditions wittry little convective turbulence.
Surface layer neutral stability is relatively rarequirements for true neutral stability are
overcast, windy conditions with little differenaetemperature between the ground and
air. Unstable surface layer conditions are commdair, sunny weather, or when the

ground is warmer than the air (Stull, 2000).

Surface Layer Modeling
A basic fluid dynamics model for external flow ieWw over a smooth, flat plate (Figure
3). The boundary layer forms downstream from #aeling edge of the plate, and
increases in height over the length of the pldtee height of the boundary layer is a
function of the free stream velocity,.uThe top of the boundary layer is the point where
the boundary layer velocity is 99% of the free atnevelocity; there is no physical
change to the flow near the top edge of the boynldger. Within the boundary layer,
the no-slip surface and viscous forces generatar shebulence. A velocity profile
shows the increase in speed with height aboveutiace. In the free stream, the flow is

considered to be inviscid.

A better model for atmospheric flow is the roughlwaundary layer. In rough wall
flows, mechanical turbulence is generated by botbath wall shear and fixed objects on
the surface. Boundary layer turbulent structuressfunction of the rough wall features

and the ratio of the rough feature height to thengiary layer height.
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External Boundary Layer Flow
over a Flat Plat

Edge of Boundary Layer,
u=.99*uy

Turbulent Velocity Profile|

Laminar Velocity Profile

Laminar Region Turbulent Region

Figure 3. Boundary layer flow over a flat plate

Schematic drawings of experimental and atmospleundary layer structures are
presented in Figure 4. Further investigation ofgtowall turbulence would be of interest
if a wind farm site had significant roughness feasu Wind farms in southwest Idaho
have relatively few surface obstacles. Using aphesc roughness height of 2 cm for
open rangeland, and the daytime surface layer d#@00 m, the feature to boundary
layer height ratio, Kis 10,000. In Jimenez (2004), the critical kdtio for roughness to
affect the entire boundary layer is 80. It appélaas in open rangelands, surface
roughness does not affect turbulence through ttieedsoundary layer. While there is
certainly additional turbulence near the groundjmtinishes rapidly with height in CFD

simulations.

The atmospheric surface layer has similar turb@estiucture to the rough wall boundary
layer. Surface layer depth is affected by surtapegraphy and physical features like

trees or buildings. In addition, the surface layepth is changed by the upper part of the
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boundary layer and weather systems. Because ttieigaound and the atmosphere,

weather and winds are continuous, the boundary laysso continuous.

Experimental rough wall
boundary layer

>
U, E\/“’
(1 1 riri

Atmospheric boundary
layer

Figure 4. Rough wall and atmospheric boundaryrlaghematics

The atmospheric boundary layer has diurnal ancdos@hshanges in convective
turbulence, as well as changes in shear turbulemecesponding to surface features. The
surface layer over a lake is much more stable themdjacent surface layer downwind

of the lake shore, and surface drag over a fosdsiner in the winter after leaves fall

from deciduous trees. Wind speeds in the mixeerlaye close to wind speeds in the
free atmosphere, but the atmospheric boundary laygpically flat at the top, capped by
a strong temperature inversion in the entrainmeneZFigure 1). The warmer free
atmosphere mostly stays above the mixed layer: gnalgiual downward mixing occurs

within the entrainment zone.
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TURBULENCE MODELING
Atmospheric flow is almost always turbulent. Thecesity of air is low and air is almost
always moving, making laminar atmospheric everltgively rare. Turbulent flow is
random, chaotic, and three dimensional. Turbulents efficiently transfer heat and
dissipate kinetic energy. Except for simplifiednceptual cases, atmospheric flow

modeling requires the inclusion of turbulence.

The set of partial differential equations commadkipwn as the Reynolds averaged
Navier-Stokes equations describe turbulent fluidiomo The Navier-Stokes equation set
adapts the conservation of mass, momentum andyeaqtgtions to fluids. There are no
known closed-form solutions to the complete NaB#&ykes equations, so they must be
solved numerically. Computational fluid dynamieats with a variety of numerical
techniques to solve the governing equations. AsatesComputational Fluid Dynamics
provides an excellent, detailed derivation and &xalion of the governing Navier-Stokes

equations (Anderson, 1995).

Reynolds averaging or Reynolds decomposition iptbeess of dividing turbulent terms

into average and instantaneous components. Fargadorizontal wind speed U is

divided intoU average and u fluctuating.
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Reynolds averaging is used by of the standard CiAutence models for any random
flux variable like velocity. Computational modelee typically referred to as RANS
(Reynolds Averaged Navier-Stokes) models. The R&N&ations set (below) includes
average and fluctuating variables for velocitypressure, p, density, viscosity,u, etc.,

using Einstein’s notation and the Kroneker déjta

The continuity (conservation of mass) equatiorest#hat the net flow rate of mass

through a control volume equals zero:

ot 0x

The conservation of momentum equation:

0,0(U_iu_;)__5 —6—6+i{ﬂaai}a i'u‘j) (4)

x 1+ o ox|Tox | ox

j
Terms in order are the advection of momentum, ¢ydeice, pressure gradient force,

viscous shear stress and Reynolds (turbulent)sstiésd the conservation of energy

equation in meteorological terms of heat as derimestull (1988):

09 U008 _v,0°0 _ 1 lan}EpE_GW) (5)
0X

ot ox, oxX  pC,| 09X | pC,

J

In the energy equatiof,is potential temperatureg,vs thermal diffusivity, L is latent
heat associated with phase changes of wajas, t@e constant pressure specific heat of
dry air and Qis net radiation. The terms in the energy equafimm left to right) are

mean local energy storage and advection of heiteoteft side and molecular
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conduction, radiation divergence, latent releasd,tarbulent flux divergence of heat on

the right side.

Turbulence Closure M ethods
The Navier-Stokes equations for turbulent flow henare unknown variables than
equations, thus they are an open equation set:thagecannot be solved without
additional equations. This is commonly known asttirbulence closure problem. There
are two basic options for solving the closure peatnl simplify the model so that an
algebraic solution is possible, or develop adddl@yuations for turbulence and use
numerical methods to solve the closed equationGktsed form solutions exist only for
simplified, controlled situations, like laminar Wiobetween two infinite flat smooth plates
(Couette flow). These solutions are academicaligresting, but only apply to laboratory
models designed to fit the equations, not any comfioav. Most actual flows, including

atmospheric flows require numeric solutions.

Closure Order
Many closure methods exist, generally describethby order. The order of a solution
refers to the level of approximation or modelingstatistical moment terms in a given
solution. A first order solution, for example, #&$ the mean terms (first statistical
moment), and approximates variances or standatidtt®s (second statistical

moments). Definitions are provided for common soluorder terms.
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Zero order closure approximates turbulent flow vethpirical relationships. A good
example of zero order closure is the wind speedday In the next two equations, u is
horizontal wind speed, us the friction velocity (equation 12), k is thervKarman
constant, z is elevationg is the wind speed at a reference elevation, amslthe
reference elevation.

u*, z
u=—7In— 6
NS (6)

0

Instead of solving the Navier-Stokes equationsJdwgprofiles provides an accurate
model to describe the variation of wind speed \Wigight. Empirical relationships are
very useful for approximation and estimates, baythave significant limitations. The
log law, or the more simplified version, the powaw (7), is only valid in the surface
layer region of the atmosphere in situations wiseréace drag contributes most of the
turbulence. Alphag, is the shear exponent: 1/7 is the ‘standard’evalbhen measured

wind shear data is not available.

Half order solutions approximate turbulence by gsirone equation model and basic
assumptions. For example: using the assumptiancohstant atmospheric lapse rate
temperature, T, in the boundary layer can be maddedeng the lapse rate equation:

_dT

A=—-——
dz

(8)

First order equations approximate the standardatiewi of wind speed (the variance and

covariance) by using mean values only. One aralfaolder equations use a
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combination of mean values and selected second wadi@bles like turbulent kinetic
energy. Other second order terms are modeledon8ewrder closure methods use mean
and instantaneous values for all variables, ang imdel third order variables. With the
availability of more powerful computers and compuwesters, higher order solution
methods are being used more frequently. LES, ladgly simulation, directly resolves
turbulent flow down to the large eddy level and elecenergy dissipation in small

eddies.

One of the most frequently used turbulence modeilsa k-epsilon (l&) model. The ke
model is really a one and a half order model (S19B8). Turbulent kinetic energy, k, is
used directly, while, the dissipation turbulent kinetic energy, is nlede Mean and
standard deviations of velocity are used with mesoes for density. The k-epsilon

model, used for this project, will be explainedietail.

Atmospheric Turbulence M odeling
The k-epsilon model is a good compromise of acquaad computational efficiency,
and is the most frequently used turbulence modahfany situations, including
atmospheric flow modeling. The two principal vates are the generation of turbulent
kinetic energy, k, and the dissipation rate of tleht kinetic energy. The two
transport equations for k (9) and10) of turbulent kinetic energy close the set.

dlpky ) _ 9 ) ok | ——ou;
U=\l p+520 | = -y, —L-pe (9
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The k€ model uses five constants in the transport equsitig., Cz:, C,, ok, andc,: other

variables are densify, and viscosityr. Constant, Cis used to calculate eddy viscosity

for the second term of theequation.

k2
2 =p*C,,? (11)

The standard values of these constants are thaltefdues determined empirically

when the ke model was first derived by Launder and Spaldir@y ).

The k€ model has been used in many atmospheric stud@sding wind energy
specific cases. Studies of particular interesevibose using k-and FLUENT CFD,
including studies of flow over complex terrain fiust control by Mandas et al. (2004)
and flow in complex terrain to study pollution despion by Riddle et al. (2003). Other
papers of interest involved atmospheric flow speaily for wind energy research.
CENER, the national renewable energy center ofr§pais performed and published
extensive research on a well instrumented comgerin site called the Alaiz wind
farm. Publications from CENER include comparisoh€FD models to recorded data
and to other wind energy commercial models (Cabeta@h, 2005; Marti et al., 2004,

Villanueva et al., 2004).
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Because the k-model constants are empirically derived, constargdified to fit
atmospheric data give better results for wind epeegearch than the standard constants.
Alinot and Masson (2002), used wind farm data tonoge the k- model for

atmospheric flow. By extensive algebraic manipatabf the turbulence equations,
Alinot and Masson derived a set ofékeonstants that produced more accurate results.

These modified constants, Table 1, were used F&@FRD simulations in this project.

Table 1. k- ¢ turbulence model constants

k-¢ Constant G Ce C. Ok (o
Standard 1.44 1.92 0.09 1.0 1.3
Alinot-Masson 1.176 1.92 0.03329 1.0 1.3

Turbulence M odeling Terminology
Turbulence modeling uses a lot of confusing terhaigy. There is second order closure,
second order discretization and two equation swigti These are three very different
things, and all could be used simultaneously ierdeatly reasonable CFD model.
Closure order, as explained earlier, ranges fram aeder to third order and beyond.
The number refers to statistical moments. Zerewctbsure models a situation without
using the governing equations, like the log lawdwelocity profile. A first order
closure scheme uses the first statistical momeatntean. First order data (mean flow

variables) is the most precise data included iretiation set; higher order terms are
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modeled. A second order closure uses secondtsi@timoment, or standard deviation
data. The standard deviation is the sum of squdisgdnces from the mean, so the
squared term makes it the second moment. In wirdd measurement, the standard
deviation is the instantaneous term in the Reyndé&t®mposition. A third order scheme

is analogous to the third moment — the cubed dist&om the mean.

Discretization is the process of transforming aticmous (temporal or spatial)
mathematical equation into a stepwise equatioratrimospheric CFD, the spatially
continuous Navier Stokes equations are transfointedinite difference equations for
numeric solution. A second order upwind solutiefers to the form of the difference
equation. Second order solutions are generallyeraocurate than first order. Second
order discretization is more complex, requiring emoomputer resources, and second
order solutions can be mathematically unstablest Brder forward difference equation
and second order central difference equationstarersin general form (the final term

means other first ordeAk) terms):

a_u ~ ui+Lj +ui,J +O(AX) (12)

o0x AV

ou _ 4 jo1 U 2

— = +0l|A 13
oy 20y ( y ) (13)

Finally, a one equation model uses one additiogpaaton to close the Navier-Stokes
equations for turbulence. The Spalart-Allmaras eqgation model (the additional

equation is for k) is frequently used for airfoibdeling.
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BUOYANCY EFFECTS IN ATMOSPHERIC FLOW MODELING
Boundary layer flow is significantly affected byrace heat flux during the day (Figure

5). As the sun heats the ground, thermal energgamsferred into the air near the

surface.
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Energy balance components for 25 July 1976, with cloudless skies
at Pitt Meadows, Canada {(49°N) over a 0.25 m tall stand of irrigated
mixed crchard and rye grass (after Oke, 1978).

Figure 5. Experimental data showing diurnal hkat patterns (Stull, 1988)

Air near the surface becomes more buoyant and §¢ginse, adding significant
turbulence and changing the wind profile in thdfae layer (Figure 2). Wind patterns
shift between day and night because of local sarfeating (Figure 1). Heat flux

variation has both seasonal and diurnal variatioow surface heating in the winter

completely changes the makeup of the boundary [@&ygure 6).
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Figure 6. Seasonal changes in the boundary I&¢ah,((2000)

Many CFD models of atmospheric flow model neuttabgity to simplify calculations
(Apsley, 1995; Apsley & Castro, 1996; Cabezon gt24l05; Mandas et al., 2004; Marti
et al., 2004; Riddle et al., 2003; Villanueva et 2004). The neutral model solves the
continuity and momentum equations. While the ra¢utrodel gives a reasonable overall
assessment of the local scale terrain effectsaitds out buoyancy: the largest
contributor to daytime turbulence. Alinot and Mas$2005; 2002) include buoyancy

effects in their work. Experimental work on simpgkeometry showed that the buoyancy
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model makes significant changes to the flow with@uatajor impact on computation
time.

Model Parameters
The design of the CFD model was based on projeaisgscientific literature research,
and experimentation. The final CFD model for higject is a RANS model, including
buoyancy, using k-turbulence closure with modified constants forah@osphere and
the Boussinesq approximation for density. The sextion includes discussion of CFD
experiments to determine mesh cell size, paramefdhe buoyancy model (including
the Boussinesq approximation), surface roughneskelmg and experiments with

various inlet velocity profiles.
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CFD MODEL EXPERIMENTS AND RESEARCH
With the theoretical aspects of the model setnthé part of the project is working out
details. Mesh type, cell size, buoyancy model ispand surface roughness details are
all important pieces of the model that are not aixy@d in the theory. This part of the
project required both research and experimentatitmnGAMBIT (the ANSYS meshing
package) and FLUENT (the ANSYS CFD package). Uguafter running an
experiment, there are more questions and resesading to more experiments.
Spending time and effort in this phase of a pragethere real learning takes place.

Experimental results on simple geometry lead ttebetverall results.

Mesh Considerations
Mesh design is critical to obtaining a valid andwate CFD solution. Factors to
consider are mesh element shape, surface gricdutesglboundary layer resolution and
the overall number of elements. Mesh cells areemguof connected flat faces. Three
dimensional cells can be an unstructured mix oageinal and hexagonal shapes, or a
structured group of hexagonal cells. While ungtmezd meshes conform well to
irregular surfaces, structured meshes have othemtalges. When CFD solution
algorithms are considered, a structured mesh, auitisistent dimensions in the x, y and z
directions allow equal step sizes across the mautéhce. Consistent step sizes makes
the calculations run and converge faster thandheessize model with an unstructured

mesh.
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First Cel Height
The height of the first mesh cell and vertical te8on is another critical aspect of mesh
design. For high speed flows over smooth surfabeshoundary layer is very thin,
making it hard to measure. To model surface doacgk, it's important to have mesh
cells in the boundary layer. The law of the walb{re 7) is useful to help find the

height of the boundary layer from measurable dath as wall shear stress.
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Figure 7. The Law of the Wall. The horizontalsatd dimensionless height (also called

y"), the vertical axis is dimensionless velocity)(§Hughes et al., 1991).

The law of the wall comes from dimensional analydike friction velocity, u(u- in the

equations is the same variable, friction velocity)y shear stress term with units of

velocity.
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u = |— (14)
Yo,

The other variables for calculating the law of ¥l (15) are is the fluid kinematic

viscosityv, fluid densityp, horizontal velocity u, and height above the stefg.

L= (15

u v

The non-linear area near the origin representsiibmlayer, or the thin layer closest to
the surface where u+ is a linear function of y-heTinear part of the graph is where the
log law is valid, and where fluid velocity formdag law profile (equation 6) as seen in
Figure 7. Above the log law region near the upipeit of the boundary layer, the graph
is again non-linear. For smooth surface exteroal,fthe first mesh cell should haveay
value between 20 and 300. If there are additioali$ in the linear region of the graph,
the mesh generally has sufficient resolution indbendary layer. Another requirement
of first cell mesh height is that roughness elemean’t be higher than the top of the cell.
The no-slip surface boundary in the CFD model séli the velocity of the first cell to

zero. Everything above the first cell is calcutbtes part of the interior fluid. If there are

roughness elements penetrating into the secondleelinodel is invalid.

Atmospheric Modd First Cell Height
For atmospheric modeling, the approximate heighhefsurface layer can be measured,
and the law of the wall-ymethod is not compatible with atmospheric rougbnes

Because atmospheric roughness elements are oltkecttirubs, trees or buildings, the
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first cell height must be relatively tall. Wheretfirst cell height is on the order of one or
two meters tall, the*walues are on the orders of magnitude above tteemmended
range. The goal is to have good mesh resolutidinarsurface layer. The atmospheric
surface layer is easy to measure using a stand&tblver or a remote sensing
instrument like SODAR. First cell mesh height tenset to account for roughness
elements, and higher cells set for good surfacerlegsolution. Figure 8 shows
atmospheric surface layer flow, a velocity proéiled an example of the mesh cross

section.

Atmospheric Surface Layer
Top of Surface Layer Flow

UmL .
> Cross Section of

Computational Mesh

Velocity Profile

Figure 8. Atmospheric surface layer with mesh €sesction

For this project, the first cell height (the toptbé cell) is set at two meters above the
surface. Several additional cells in the surfagei provide good resolution for the

velocity profile. The method of choosing a firslldheight to cover the roughness
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elements at the surface was used by Alinot and &a&005, 2002) and Mandas et al.,

(2004).

GAMBIT/FLUENT Y™ Experiments
CFD experiments were performed to determine arfessh cell size that would meet the
standard Yy guidelines (20 << 300). The experimental domain was 100 meters on
each side and 32 meters tall, with a smooth su@® roughness height). FLUENT y
contour plots were used to assess the effectivaig¢be grid size changes. With a one
meter square surface grid and a one meter taibgofirst cell, FLUENT calculated an
average yof 2100. Cutting all cell dimensions in half (®5) only reduced the"yto
around 900. This kind of resolution for the wiradrh domain would generate over 10
million cells. The workstation running FLUENT rarell with models up to about 1.7
million cells, so the required number of cells beeaanother reason to abandon the
smooth wall ¥ guidelines. Grid dimensions for the project haugace cells
approximately 8 meters square, first cell heigh? ofieters, seven or eight cells in the
first 200 meters above the ground and approximdtélymillion total cells in a domain of

approximately 6 square kilometers.

FLUENT Buoyancy Model Experiment
To find the best method for buoyancy driven flowdeling in FLUENT, initial
experiments were designed on a small, model witiple geometry. A three-

dimensional smooth surface with a sine curve shapkedas used to set up the
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buoyancy model and examine the effects of changimopdary conditions. The model
was 6.1 m long, 2 m. wide and 2 m. tall with a acef cell size approximately 1 mm
square with a total of over 570,000 mesh cellsth\ireasonable set of common
boundary conditions, experiments were conductemnaopare neutral and buoyancy

driven flows.

The two figures below show a cross section of vigloectors through the center of the
model. Air flow in the cross section images belevirom left to right. The inlet velocity
profile is constant with height (2 m/s inlet velycat 277K). The high velocities in the
domain were observed near the summit of the mlithe neutral flow model (Figure 9),

there was a low velocity recirculation zone atdiogrnwind base of the hill.

In the buoyancy model (Figure 10), the high velpziine was very similar to the neutral
model. The flow downwind of the hill was quitefdifent. The model had 1000 w/f
constant heat flux from the surface. 1000 fisra standard value for clear day solar
insolation on a surface normal to incoming soldiaton. The recirculation and low
velocity region was clearly separated from theaef The buoyancy model also had a
larger region of low velocity, and stronger vertitaws near the ground. The velocity in
the top half of the domain, downwind of the hillasvhigher than the neutral flow model.

A complete list of settings to run the buoyancy elad given in Appendix B.
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Figure 10. Buoyant flow velocity vectors in thergavertical cross section
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The buoyancy model setup followed the natural cotiee modeling method
recommended in the FLUENT User Guide (ANSYS, 200@)e energy equation and
gravity effects were used, along with boundary gmations for the operating
temperature, inlet temperature and surface heat froperties of air were adjusted,
setting the coefficient of thermal expansion, ashg the Boussinesq approximation for
density. The Boussinesq approximation makes deadiinction of height only, holding
it constant in horizontal dimensions. The Boussingpproximation simplifies the
momentum equation by keeping density constant exegxe except the buoyancy term
in the momentum equation (16). Variable densitgunyancy term becomes a function
of temperaturepg is the constant average density of the flowisTthe operating
temperature anfl is the coefficient of thermal expansion (of aitteg operating

temperature.

(,0 ~ P )g = _po,B(T _To)g (16)

Atmospheric Roughness
The surface roughness model in FLUENT was desifpregipe flow and external flow
over man made surfaces. Typical roughness elermemtsand grains in pipes and rivets
on airfoil surfaces. Using the default FLUENT sué roughness model for atmospheric
flow generates very low surface drag. To prodeesonable surface drag, the actual
atmospheric roughness height (the height where wathatity is zero) must be adjusted.
This problem was addressed in the CENER studieteiating a set of FLUENT

roughness inputs to generate results that matt¢tednheasured data (Villanueva et al.,
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2004). In Riddle et al., (2003), a relationshipA®en FLUENT roughness values and
roughness lengths over 0.3 meters for urban stuchssdetermined by experiment. A
slightly different approach was found in a papelFWENT modeling of flow over
beach dune vegetation in New Zealand (Pattanag@bl, &007). This project developed
a CFD model for wind erosion of beach dunes. Gameihd speed measurements were
taken with fine vertical resolution. A set of CIERperiments was used to determine the
best combination of the dimensionless roughnesstanhand roughness height
multiplier (FLUENT uses these two values to sefeme roughness). The resulting

roughness to atmospheric roughness conversiornréaate presented in Table 2.

Table 2. Roughness height and constant

Model Parameter FLUENT Default Pattanapol et al.
Roughness Height z (m) 30*z (m)
Roughness Constant 0.5 0.327

To verify the modified roughness parameters, alsdeahain with a smooth surface was
used. The domain surface was 100 meters on edefasd 32 meters high. The surface
cells were one meter square by one meter talllradibdel had approximately 100,000
total grid cells. FLUENT runs using an inlet vatggrofile with the default and
modified roughness parameters were compared usiglats of horizontal velocity
(Figure 11). The inlet profile became nearly fiatf-way across the domain using the

standard roughness model (Figure 11, right sidél@yo The modified roughness height
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and constant in the table maintained the inletaiigrofile across both the small model

and the Mountain Home wind farm models.

U Velocity Profiles

. Flat profile from low
Inlet Profile Inlet Profile ’

s surface drag model.
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»
»

Velocity Profile

Figure 11. Sample velocity profiles across the Gehain
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PRACTICAL CONSIDERATIONS IN CFD MODELING
Most meteorologists and mechanical engineers reraeatbieast the overall concept of
the governing equations of fluid dynamics. Readimgugh a fluids textbook
explanation of the governing equations to remeraldexww more details is a
straightforward task. Frequently, the practicalsiderations of applying the theory,
finding and processing data, and running the soéwwaesent more of a challenge. This
section discusses practical aspects of making Ei2 i@odel work. The goal is to
provide enough information so that someone withsidunderstanding of fluid
dynamics and some background in atmospheric scEarcenake a surface map, mesh it,

and gather and process wind data, and get altofritn in a FLUENT CFD model.

Surface M odel and M eshing Process
Modeling atmospheric flow over surface terrainfaultiple sites requires a reasonable
process for transforming a topographical map intardace mesh. Generating a grid and
establishing a method for transforming a map in@F® mesh is a complex project on
its own. Meshing is frequently the most challeggoart of CFD modeling. It can take
many hours to generate a mesh that is small entmugim but has high resolution in
areas of interest. Refining the mapping and meshincess required many hours of

study and experimentation.
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The goal of the first CFD project was to model flower Cinder Cone Butte. Cinder
Cone Butte is an isolated hill about 30 miles saitBoise. The U. S. Environmental
Protection Agency (EPA) ran a series of gas dispemxperiments at Cinder Cone Butte
in the early 1980s. For a range of wind speedsd@edtions, tracer gases were released
from sources upwind of the hill, and gas concernatwere measured by a fixed array
of detectors. With measured data available t@th#ic (Snyder et al., 1980), Cinder
Cone Butte has been the subject of several CFDestua/olving dispersion models

(Apsley, 1995; Apsley & Castro, 1996).

Working backwards from the GAMBIT list of acceptalahput file formats, and

matching the list with available CAD software, aggss emerged from many hours of
investigation. SolidWorks solid modeling CAD (comter aided design) software was
used to make a three dimensional solid surfacecofstruct the terrain surface, USGS
DEM (digital elevation map) data was manually cotee@ into a set of data matrix files
with a MATLAB program. Each file contained one wwin of the elevation data matrix,
in a format that could be imported into SolidWorlksles were individually added to the
model to build a set of two dimensional spline @s.v A surface was lofted over all of
the spline curves and the volume between the batfaime model and surface was filled
and converted into an ACIS format solid. This gsxrequired creation of over 100 data
files to build the splines from elevation data, #&ftithe surface. The lofted surface was
extruded down to a flat plane to make a solid m@@igjure 12). The solid model was

converted to ACIS format in SolidWorks and importet GAMBIT.
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Figure 12. Cinder Cone Butte solid model

After many more hours of experimenting and consglGAMBIT technical support, a
faster and more accurate method evolved. In themethod, DEM data was converted
from the standard USGS package to XYZ format uaifigeware mapping software
package called MICRODEM (Guth, 2007). MICRODEMjtten by a professor at the

US Naval Academy, opens SDTS DEM files and loadstinto a graphical display.

MICRODEM'’s extensive tool set was used to redueentfap size to a CFD domain and

save the new map (Figure 13) in XYZ format.
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Figure 13. MICRODEM map: SODAR location at the Mtain Home wind farm
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As a visual example of the map resolution, theig@rtine on the left side is a fence and
jeep track at the edge of a pasture. The heidfereince between the purple and pink
areas ranges from one to two meters. The largengaeea in the lower right is an
irrigation reservoir with a 5 meter tall earth fillhm. For comparison to the SolidWorks
model (Figure 11), the Cinder Cone Butte summitneéh cuts up to 2 meters deep on

the north side of the hill is barely visible.

To import the data into GAMBIT, the XYZ map must$guare (Xmax = Ymax). The
XYZ elevation data is manipulated in a MicrosoftcEkspreadsheet so that Y is the
vertical axis to simplify working with FLUENT. Th¥ and Z data columns must be re-
indexed so that the northwest corner of the new isiéte origin. This makes a right-
handed co-ordinate system that matches the coaiedgystem used by FLUENT user
defined function macros. After manipulating the X¥ata in Excel, the file is saved as a

text file.

GAMBIT imports XYZ format DEM data files as a vextpoints using the IECM import
function. GAMBIT face geometry functions convérétvertex points into a surface.
With a surface made, the vertex points are del@tedduce the mesh file size and make
it easier to see points above the surface in th®MBIA interface. A three dimensional
computational domain with flat sides and top isstarcted above the surface using
GAMBIT geometry functions. If the area of interestarge, like the Mountain Home

wind farm, it can be divided to reduce the fileesend memory requirements (as shown
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in Figure 14). The Mountain Home wind farm was eled with two domains, one for

each row of turbines. A third domain, with the S&®at the center, was used for

forecast model validation (Figure 14).

Figure 14. Google Earth view of the Mountain Homwied farm with turbine towers,

SODAR and mesh domains are highlighted in gray voxe

The boundary layer mesh tool is used to controhtight of the first four vertical rows

of the mesh. The mesh resolution is an eightriorteter square surface grid with a first
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cell height of two meters. A size function consrthe vertical growth of the rest of the

mesh. Typical domains contain approximately 1.Bioni cells.

Figure 15. Hexagonal structured mesh cross seshiowing the boundary layer over the

Mountain Home wind farm

A structured, hexagonal mesh was used for thisyqfeidure 15). The structured mesh
had a square surface grid,s0andAz were always equal. Hexagonal meshes are less
adaptable to complex surfaces than unstructuret,rbes terrain surfaces are large and
the best available data is on a ten meter grigfrsctured mesh methods are sufficiently
flexible. In more complex terrain, mesh volume@da in FLUENT can improve
iteration speed and convergence. Volume adaptjoalzes the cell volume size across
the mesh, using an iterative scheme. Early vessidthe Cinder Cone Butte model used

unstructured grids, but they were slower to rum, slow to converge. This is one of
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several situations where FLUENT will generate aisoh, but understanding the

relationship between the mesh and numerical metleadts to better results.

With a square domain (or reasonably close to squaaeh side boundary can be used as
an inlet or outlet. Wind from any direction canrbedeled using the same mesh by
setting the side boundaries and the vector compgsméithe wind at the inlet. A single
inlet and outlet can be used for winds aligned whhaxes. Using a single mesh is a
tremendous time savings over rotating the surfasgeito align the wind direction with

a single inlet side, and making a new mesh for @aot direction. A step-by-step set of

instructions for mesh generation is included ineaqgix A.

Wind Data
The first area to consider is wind data, includimgfruments and data formats. The
standard instrument for measuring wind speed istipeanemometer. Calibrated
anemometers from established manufacturers (NR@®gss the best known) are
accurate and reliable. To measure wind, anemomatet wind direction vanes are
installed on either a portable or permanent towestandard portable wind tower
(usually called a MET tower) will have anemometarseveral heights, ranging from 10
meters above the ground to 50 or 60 meters. Wiredttbn vanes will be installed at the
top and a lower height, with a temperature sensstiteabase. Portable is a relative term:
it takes two or three experienced people a few tagssemble and install a 50 meter

tower. In Idaho, the Idaho National Laboratory rapes a network of MET towers and
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makes the data available to the public online atwimt.gov/wind/idaho. Towers have
data loggers in a weatherproof box at the baseentiaia is stored on a memory card.
Data loggers are available with cell phone andngelinks for remote data access.
Typical data includes wind speed in 10 minute ayesaand wind speed standard
deviation for each instrument, with wind directimom each vane and temperature.
Another wind measurement instrument that was avlaileor our project is a Second

wind Triton SODAR (Figure 16).

Figure 16. Triton SODAR, Second Wind, Inc.

SODAR (sonic detection and ranging) is a remotsaetnat measures wind speed using
sound waves. The SODAR has a set of speakersithiichirps at regular intervals.

The SODAR detects the frequency shift of the rélésound, and converts this to wind
speed. SODAR is analogous to RADAR, using soustead of radio waves. Another

remote sensor called LIDAR uses laser pulses idgsi€aound for remote sensing.
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LIDAR provides very accurate wind speeds, and sonites have more range than

SODAR, but LIDAR is also much more expensive.

The Triton SODAR has been a very useful instrumdéintan be moved with a flatbed
truck, and installed in minutes. It has a solargh@and battery for power, and has been
very reliable. Data is available online, aboutrii@utes after the actual measurement.
The website has a nice graphical interface ancagigheeet format data can be
downloaded for any time interval (Figure 17). Dgattavided includes wind speed and
direction from 40 to 200 meters, temperature, gattivind speed, and turbulence
intensity. The SODAR measures volumes of air,amheavind speed reading is a volume
average. The range of the SODAR covers the esuinface layer, so it can easily capture
a velocity profile and detect a nocturnal jet. B@DAR range covers the entire rotor
plane of a large wind turbine. At times, the signanoise ratio is low, so data from the
higher range of the SODAR has low quality. Tritoanufacturer Second Wind
recommends setting the quality factor filter to 9@¥d not using data with lower

quality. One of the best features of the SODARe&sinstant graphical view of low
shear, high shear and ramp events. Figure 17 shavusd ramp event recorded on May
12,2009 at 10:00 GMT, by the Triton SODAR at the MaintHome wind farm. Notice

the increase in wind velocity and direction sheant12:30 to 13:30, GMT.



46

SECONDWIND SKySERVE

Home > Site Data Logout
Standard Data Extended Data Operational Data
Analysis Configuration
Site: Triton 115-3 Q>85% Start: |5/12/2009 10: B
Time: 8/4/2009 04:20:00 UTC Height Wind Wind Avg. Wind —_— =
i . : .
9 Speed Direction Speed End: WL
Latitude:43.02231 200m NA NA NA Time selections are in UTC, mm/dd/yyyy
i :-115.49990 r
Longitude 180m NA NA NA Other: | Custom | [ Update ]
Elevation: 969m 160m 12.3 m/s 314°[WNW] 13.8m/s
140m 12 m/s 311°JWNW] 12.9m/s
idity: 219 Export
Humidity: 21% 120m 117 mis 314°0WNW]  122m/s b
100m 12 m/s 312°[WNW] 12.3m/s
80m 11.6 m/s 316°[NW] 12.4m/s
60m 10.6 m/s 317°[NW] 12m/s
50m 9.8 m/s 318°[NW] 11.7m/s
40m 9.6 m/s 319°[NW] 11.3m/s
)
o
E
=
o
o
2
2
0+ T T T T T T T T
05412109 05/12/03 05129 05/12/09 05412109 0541209 054123 05/12/09 05/12/09
10:00:00 11:00:00 12:00:00 13:00:00 14:00:00 15:00:00 16:00:00 17:00:00 16:00:00)
330
3204/ -
T 3104
5
=
£ 300
2
290
280 T T T T T T T T
05412109 05/12/09 051209 05/12/09 05112109 051209 05412109 05/12/09 05/12/09
10:00:00 11:00:00 12:00:00 13:00:00 14:00:00 15:00:00 16:00:00 17:00:00 18:00:00)
2
n
E 154
-3
@
2 1 X
3 A/ \J =7/
8 — -
£ o5 s
oL
>
0+ T T T T T T T T
05112109 0512109 05/12/09 05/12/09 05/12/09 051209 0512m09 05/12/09 05/12/09
10:00:00 11:00:00 12:00:00 13:00:00 14:00:00 15:00:00 16:00:00 17:00:00 18:00:00)
1 2§
0.8
& 05
&
2 04
5
=
024 A
E e i & = oy
0+ T Vl T T T T T T
05412103 0512109 0512109 05/12109 05/12/09 05/12/08 05/12/08 05112109 05112109
10:00:00 11:00:00 12:00:00 13:00:00 14:00:00 15:00:00 16:00:00 17:00:00 15:00:00)
14 —
12 ———— T
L P — — >
¥ s =
E
% 9
1
44
2

Figure 17. SkyServe SODAR data with wind ramp, May2009, 10:00 to 18:00 GMT
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Public Wind Data Sour ces
Wind speed data is available from the National \WeaService and automated networks
like SNOTEL and MESOWEST. Most of the instrumentthese networks are at ten
meters above ground or less. A few years of tetentata provides a general
understanding of the wind climate, but it is toosd to the ground for wind energy
resource assessment. Utility scale wind turbirse®hub heights of 80 meters or more,
and operate in a very different part of surfacetditan a 10 meter anemometer. The
INL (Idaho National Labs) network provides datanfr80 to 50 meter towers. Many
other states have similar public wind energy d&maother important consideration when
using public data is surface topography. Surfaosin can significantly alter wind
direction, speed and turbulence, so it's importantvestigate the terrain around the
MET towers and the turbine site. Public data dites$ are a significant distance from the
area of interest can be used if the terrain and wesource are similar, but data from the
turbine site is preferred. Data from a distard sitth different terrain should be used

with caution.

Processing Wind Data
Most commercial wind resource software packagks,WAsP, process data taken
directly from standard instruments. CFD modeling ather theoretical work requires
more understanding of the data and processing methReynolds decomposition

separates the average and turbulent parts of the speed.

U=u+u (17)
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Ten minute average wind speed data is recordedl iyral speed instruments and most
will provide the standard deviation of the wind egdor each recording interval. The
standard deviation data is directly related tottlibulent part of the Reynolds
decomposed wind speed. Standard deviation dathecased to calculate turbulence

with the following equation:
og2=u? (18)
The SODAR provides average wind speed and turbeleriensity. Standard deviation

can be calculated from the formula for turbulemtensity:

Q

|=Zm  (19)

=
I is the dimensionless turbulence intensity andsthe mean wind speed. Turbulence
intensity measures the relative significance dbwience, and is frequently used to
determine the suitability of a site for wind enemrgduction. Highly turbulent sites
stress wind turbine rotor blades and hub bearsmspost turbine manufacturers set a
maximum limit of turbulence intensity.

The k€ model considers the generation and dissipatidgarbtilent kinetic energy (TKE

or k both refer to turbulent kinetic energy). Téwation for TKE per unit mass is

TKE . \/Iu'z +v? +W’ (20)

m
Most wind data includes only horizontal and veitigand velocity (instead of three

dimensional velocity vectors). The TKE equationHorizontal wind speed u is:
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m

Since vertical wind velocity is usually much lowban horizontal and vertical wind

speeds are often not available’ ¢an be used alone or with an estimatevBf,

Dissipation of TKEg, is more complicated. TKE is transferred frong&rto smaller
eddies, eventually dissipating into heat. Themmigquation for calculatirgfrom
meteorological data but it requires virtual potehtemperature which is not available

from MET towers.
0

-uw — 22
™ (22)

Eddy viscosityy, be used to calculateusing standard and k-constants (equation 11).
In equation 22p is density, k is the von Karman constant (06¢)s virtual potential
temperature and Qs a k- model constant (Table 1).

Because it is not measured, CFD packages oftenltédea preset value affor inlet
conditions. The value of TKE can be used as amas# since generation and dissipation
of turbulent kinetic energy is approximately bakaas¢in a relatively large volume of the
boundary layer). Advection of TKE makes it diffitto calculate an exact energy

balance for a finite control volume.
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Inlet Boundary Conditions

The goal for setting inlet boundary conditionsasrtitialize the CFD model with the
same conditions that exist in the atmosphere. élaegr several methods to initialize the
inlet boundary. The simple method is to use ateonsaverage wind speed. FLUENT
applies single value inlet boundary conditions asiéorm velocity for the entire inlet. A
better approach is to use a log law profile (23ntedel wind speed at the inlet. The 1/7
power law equation can be substituted for the &g is easy to program and gives an
accurate profile. The power law equation can Ieesfor alpha (using equation 24) if
wind speeds for two heights are known, making #leaity profile match measured
conditions. FLUENT user defined functions (UDHpal custom modifications of inlet
(and many other) parameters. FLUENT UDFs use Quage syntax, and have many
time saving macros. There is good documentatiohnaany examples in the FLUENT

User’s Guide (ANSYS, 2003).

For point source data, the recommended methoe ipdtver law equation in a FLUENT
user defined function (UDF).

u=u,* (ij (23)
z

0
In the power law equation, refers to reference quantities and z is the heigbve the
surface. Alpha was calculated by taking wind speaderaged over one year, from

anemometers at two different heights (30 m and B@mthe met tower.
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In

=<

a =

> (24)
In

Y

UDF profiles could also be used to set boundarylitmms for TKE ore. The UDF
profile has limitations: the curve in this cas®uslt on two data points and the UDF can

only be used at one boundary.

For the forecasting project instead of a power pagfile, direct output from the WRF
model set the initial boundary conditions. WRF \wasgrammed to output wind speed
vectors at fixed heights along its innermost getisc The output data was formatted for
FLUENT and saved as a boundary profile file. Tbarxary profile was applied to two
sides of the domain. The direction of the flow @aswith the velocity vectors in the
profile. By adjusting the domain boundaries t@irdr outlet, setting the appropriate
boundary profiles and calculating direction vecttine same mesh can model flow from

any direction.

Inlet Turbulence
To more closely model the continuous flow, WRF aktons of turbulent kinetic
energy production (TKE or k) are included in thizirprofile. FLUENT sets constant
values of k and epsilon by default; or calculatedstant values can be used. TKE is
easy to calculate from raw anemometer data usiogteop (19) or (20). A UDF could
be used to generate a TKE profile for single inleZ®upling WRF and FLUENT, using

numerical output from WRF and a model with two irdeles, works very well with
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FLUENT inlet profiles. The profile file format andethod are well documented in the
FLUENT User Guide (ANSYS, 2003). After establigiiand testing the method on a
few cases, WRF was customized to output profila élks in the correct format for the

forecasting project. Appendix D has a sample ibteindary profile file.
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APPLICATIONS OF THE CFD MODEL
Cinder Cone Butte

The FLUENT modeling project started at the suggestif Dr. Paul Dawson. He had
modeled flow over Cinder Cone Butte using FLUENTha relatively low resolution
surface map. A goal of the project was to makettebsurface map, model the flow in
FLUENT and compare the results to the work of David D. Apsley, who made
detailed CFD models of Cinder Cone Butte and phbtisresults in his 1995 PhD thesis
(Apsley, 1995). The other part of the project wamodel the flow using WAsP, a wind
industry standard commercial wind resource moddofgvare package, and compare
results with the CFD model (Russell et al., 2008)AsP solves a linearized flow model
based on the RANS equations and the theory of dacksd Hunt (Corbett et al., 2007).
WASP is widely used and its capabilities are walbkn: numerous papers cover WAsP
performance in a variety of settings (VanLuvaneale2009). Wind speed data was
collected from the Bryan’s run 82 meter anemomisteer managed by the INL and
processed in WAsP. WASP produces a wind climatensary report, along with a wind

rose and annual wind speed distribution plot (FedLB).

30,04

Sector: All
Ar6.6m/fs
k: .77

U: 5.85m/fs
P: 266 W /m?

vy
u [mjs] 25.00

Figure 18. WASP observed wind climate
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The first challenge of the project was to makegh liesolution surface that could be
meshed in FLUENT. Simultaneously, a method toteraaVAsP map was also needed.
WASP maps are usually created using commercial mggoftware that was not in the
project budget. WASP input file types included MAAB files, so a side investigation
resulted in MATLAB code to process map data ine¢brrect format for WAsP. For
the FLUENT model, a combination of MATLAB code, Masoft Excel, Microsoft
Notepad and SolidWorks was used to generate aceunfi@adel. The resulting solid
surface model, previously described and showngnré 11, had significantly more

resolution than the surface in the Apsley studgiFe 22).

With a surface model and mesh work complete, censlile research on FLUENT,
including reading many papers on atmospheric moggivas needed to develop and
refine a CFD model. Each step of the process dediexperiments with simple CFD
models. The Cinder Cone Butte CFD model was autarth k<, neutral stability
atmospheric model running on an unstructured mé&s$le. domain size was initially set
using the height of the hill as the length sc&esults from this large model (3 hill
heights upstream, 5 downstream and 1 on eachwgte)post-processed to look at static
pressure contours. New domain boundaries wet® satlude only the extent of the
static pressure field generated by flow over thie Aihe final domain was approximately
2 km from west to east, 1.5 km from north to saand 750 meters high with about 1.5
million mesh cells. The inlet boundary was iniiat using velocity profiles predicted

using the power law and with alpha calculated feoramometer tower data.
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The biggest problem in proving the WAsP and CFD et®df atmospheric flow over
Cinder Cone Butte was the lack of tall tower datafthe summit. The EPA studies in
the 1980s emphasized the dispersion of pollutaotsa an isolated hill (Snyder et al.,
1980). Since the EPA was only interested in memitplow level wind speeds to control
dispersion experiments, the only wind speed ddtaated was from low level (10 and
15 meter) towers. Apsley was more interested ideting flow patterns than wind
speeds, so the best comparisons to his work inwasteal comparison of flow plots
(Apsley, 1995). In that regard, the model was sssful. Without tower data, wind
speed predictions at the summit could not be \estifiTo compare models, both were
initialized with the wind data shown in Figure 18 predict wind speed at a theoretical
60 meter tower at the summit of Cinder Cone Buitee WASP model did not show

effects of the hill, while the CFD model predicgignificant increase (Figure 19).

Results

B WAsP
B Fluent

Wind Speed (m/s)

120 300 330

Wind Direction (degrees)

Figure 19. Comparison of modeled 60 meter winegdpeat Cinder Cone Butte summit
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WASP was designed for level terrain in northerndperand has significant limitations in

complex terrain. Experimenting with RIX (ruggedsi@sdex, a WAsSP complex terrain

adjustment factor) may have improved the resultse CFD model indicated a 23 to

24% increase in wind speed at the summit calculatd® meters above the ground,

which is comparable to measured EPA data (Snydar,et980). FLUENT showed

wind speed increasing nearly 30% at 60 meters ath@vground (Figures 21 and 22).
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Figure 20. Wind velocity contours, 60 meters abOueder Cone Butte. The dark

orange area of highest wind speeds is over the gumm

One of Apsley’s more interesting findings was tloat level winds diverge laterally as

they pass over the hill. This pattern was evidetihe FLUENT model. Figures 23 and

24 below compare wind speed vectors 10 meters adpovend with wind from 127°.
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Figure 22. FLUENT 10 meter wind velocity vectors
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Apsley also looked at the lateral divergence adastilines at various heights above the
ground. His CFD model duplicated results from meaments of tracer gas
concentrations. Apsley’s streamlines start frommgame point as the tracer gas release.

Streamlines at three different heights are showfigare 23 below.
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Figure 23. Apsley model streamlines
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Streamlines in the FLUENT model show the same patteh Figure 24 shows
streamlines with 10 meter vertical separation. [Bleest three streamlines are at the
same height as Apsley’s plots in Figure 23. Themjence near the surface is evident in
this view looking in the downwind direction. Comgence of the streamlines is also seen

downwind of the summit.

Figure 24. Streamlines over Cinder Cone Butte

Cinder Cone Butte Project Results
The Cinder Cone Butte project showed that a CFDehaih a high resolution surface
map could be made using standard software. Ansgheyic flow domain of significant
size will run on a standard Linux workstation widasonable speed. The FLUENT CFD
model successfully duplicated significant resulterf Apsley’s studies. The CFD model
shows expected and reasonable wind speed increase€inder Cone Butte. The

project goal, running accurate CFD simulations@fvfover complex terrain was
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achieved. Results were presented in a postereghdital paper at the AWEA

WindPower 2008 conference in Houston, Texas (Russal., 2008).

BPA Wind Forecasting Grant Project
The Bonneville Power Administration has fifteen diforecasting grant projects this
year. The BPA is the largest generator of eldtyrin the Northwest US. The primary
generating source is hydroelectric dams, but tbenteconstruction of over 2000 MW of
wind power in the BPA system has driven a signifta@search on wind power grid
integration and forecasting. Most wind energy ¢ating uses mesoscale
meteorological models and statistical processgsaduce a wind speed forecast. The
Boise State proposal was to use WRF for a mesosaateforecasting and couple WRF
to a FLUENT CFD model to precisely forecast wineeqs for each turbine in a wind
farm (Dawson, 2008). The results of the forecabtb& converted to wind farm power

output, the principal objective of the grant projec

The grant proposal included a description of th®@todel and results from Cinder
Cone Butte. As with any research project, thereevmeany aspects of the Cinder Cone
Butte model that needed improvement. The new prajso provided the opportunity to
directly measure the output of the CFD model wigasured data from the Triton

SODAR.
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CFD Mode Changes
First, the DEM to SolidWorks surface modeling metheas extremely slow and the
resulting solid model had less resolution thanatiginal map. The DEM to GAMBIT
method, developed for the forecasting project, gere a surface with the original DEM
resolution. The same data used to render the MIDIR®image (Figure 12) makes the
surface in GAMBIT. The forecasting model usesracttired mesh which improves the
results and runs faster than an unstructured madtitional improvements include
accurately translating atmospheric roughness toENUterms, and the addition of

turbulence (k and) data in the inlet boundary profile.

The most significant change between the Cinder Guite and forecasting CFD models
is the inclusion of buoyancy forces. The buoyam&thod models heat flux from the
surface to the atmosphere. For early CFD expetsramd presentation at the AWEA
conference, heat flux average values were taken fliterature, accounting for seasonal
and diurnal patterns (Stull, 1988). The forecastimodel has since been improved and
now uses WRF forecast values for surface heataffua surface boundary condition.
Another achievement was finding a method to in#ethe inlet boundary of the
FLUENT model with WRF output data. This involvedperiments with FLUENT

profile files including generating profile datafnathe profile formula used in the old
model. Once the inlet profile file format for FLBE was set (example provided in
Appendix C), WRF was customized to produce dathencorrect format. Another round

of WRF and FLUENT experiments proved the method.
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The forecasting project was presented on a techpostier (Appendix E) at WindPower
2009 in Chicago (Russell et al., 2009). The famiuhe presentation was the coupling of
WRF and FLUENT. We found one related paper whedmeerast model was refined
using a FLUENT CFD model from CENER (Marti et 2004). Our project represents a
significant amount of new research, and generatiedest at WindPower. The poster
and paper included details of the CFD model, addszription of the process for
coupling WRF output to FLUENT input using inlet fifes. A comparison of wind
speeds between FLUENT and the SODAR was presehitgaré 25). FLUENT was
initialized with WRF forecast data for the wind sgecomparison. At this stage of the
project, the inlet profile did not include turbutendata so FLUENT default values for k
ande were used as initial boundary conditions. Thd-&B-winds were more turbulent
than the 4-Jan, which partially explains why th&af+simulation was more accurate: the
actual turbulence was close to the FLUENT initiedadilt values. The 4-Jan experiment
was for a local forecast at 1 PM with 400 \/ofi surface heat flux. The 10-Feb forecast
time was 6 AM, so heat flux was set to zero. Tomadin volume used for these
simulations was 2.3 km by 2 km by 650 meters t8lirface cell size was 8 meters

square, with a first cell height of 2 meters, andwaerall mesh size of 1.4 million cells.
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Figure 25. CFD model output compared to SODAR

After the AWEA presentation, WRF was programmeddlzulate turbulence data. An
automated process was developed to initialize and~LUENT with the latest WRF
forecast data including wind speed, temperatunesitie pressure, surface heat flux, and

K and epsilon.
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Figure 26. Wind velocity forecast for SODAR site

In Figure 26 above, the six hour WRF wind speeddast, initialized with either the
RUC or NAM synoptic models, generated a typicalsbgped wind velocity profile.
The SODAR data (blue squares) made an irreguldiiggrand the FLUENT data
mirrored the profile shape of the SODAR (DawsorQ20 In this example, the
FLUENT model, incorporating local terrain and thmaspheric ke model with
buoyancy effects, improves the WRF forecast. hepforecast simulations, the
improvement is less evident. The entire procefRF\&nd FLUENT was run in
automated mode on the Beowulf cluster at BoiseeSiaiversity. In automated mode

with 16 processors, the 1.4 million cell FLUENT nabdan in less than two hours. The
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output of the model generated wind speed dataeaifsggd locations including the

individual turbine towers and the SODAR.

Completing the Forecasting Proj ect
The grant project will end in December 2009. As #tage, we are comparing forecast
wind speeds to the SODAR at the wind farm usingaifea shown in Figure 14. In
general, WRF forecast wind speeds are lower thats@DAR data. In discussions with
project partners, we found that bias in WRF foreeasd speeds is relatively common.
The team will study methods for adjusting the WRRFetast to correct the wind speeds.
We will also continue to work on model improvemeaits! refinements to increase the
overall accuracy of the wind speed forecast. Thaatgequirements are to forecast wind
farm power production, so the final step will bartodel wind speeds at each of the
turbine towers from the WRF forecast and convestwind speed forecast to turbine
power output. Forecast results will be comparedita farm power output data

(SCADA system data) to validate results.

Although the project is not complete, Figure 26 atiter results showed that microscale
CFD model generally improved the forecast for acdmelocation such as a wind turbine
tower. Microscale and buoyancy effects modeleBLOENT adjusted the mesoscale

model wind profile to a profile similar to what wagasured by the SODAR.
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Future Study
There are several areas we have considered foefstudy:

* Improve boundary layer mesh with a lower first ¢edight and more cells
between the surface and the top of the turbine meme

* Include the wind turbine towers in the mesh

* Model the wind turbine wakes, either with the atduaisk method or a dynamic
mesh of the turbine blades

» Use the lookup table approach to couple the WRécfmst to FLUENT model
data

* Run forecast simulations with other turbulence niotike LES and compare
results to the k-model. Atmospheric research using LES has pratigoed
results in other studies. It would also be intiéngsto run one equation model
and compare accuracy and speed

* Investigate other CFD packages like OpenFOAM ic@laf FLUENT.
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Conclusions
The overall objective of this project was to essbh methodology for CFD modeling of
atmospheric flow. A successful method was estaétigshrough research and
experiments for the Cinder Cone Butte project. fonecasting project provided the
opportunity to make significant changes. The impobsurface modeling process
rendered more precise surfaces in simple or contpleain. The CFD model treated
turbulence in the atmospheric surface layer witmaraxcuracy, particularly in the areas
of surface roughness and buoyancy driven turbuleBs@amples and data validating the
model in two projects were discussed. Adaptiothefmodel to resource assessment and
forecasting was described in detail. The textappkndices provide theory and
instructions so that a CFD student or someone sdathe experience with FLUENT can
recreate the model. The final model is capablerediicting accurate wind speeds and
other surface layer data. The method has solmr¢tieal background, with many
references to peer-reviewed research. FinallyCtRB methodology and model is
flexible and adaptable for any location for whiblerte is a digital elevation map and

wind data.
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Part 1. Download DEM Data and Make GAMBIT Inputt®#&ile

Mesh geometry should be made in a right handeddowate system with y as the vertical
axis. Other right handed systems work in GAMBIUt bventually cause problems in
FLUENT. FLUENT user defined functions and othevatted features that assume a y-
vertical axis system. The standard coordinateegyst meteorology, atmospheric
science and wind energy applications is to haveth@vertical axis, so data conversion

to fit the FLUENT engineering coordinate systemeiguired.

Terrain surface map data are easily managed in GAlM#though the method is not

well documented. The basic input is a USGS DEMitdi elevation map). Idaho DEMs
and maps for other states are available for freentttad at www.geocomm.com. You
need to open a user account and use the slow da#sito get free DEM data. Users can
pay a small fee for access faster downloads aneé map types. The free download of a

standard DEM only takes a minute or two.

To import map data into GAMBIT, the data must bewated to the XYZ DEM format
and saved in an ASCII text file. The only dataneson for GAMBIT is that the map
area must be square (Xmax = Zmax). There are advee DEM to XYZ conversion
utilities available on the web. MICRODEM, a free@anapping software package
makes the process easy. With MICRODEM, you cad BRTS DEM (SDTS is the

USGS standard format) directly into a 3d surface medow. Adjacent maps can be
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combined if the area of interest is near a mapdyorit’s easy to crop or resize maps.
MICRODEM has many export format options, includixgZ files.

This process outline assumes that the user has feonil@rity with GAMBIT:

1. Download free SDTS DEM (10 or 30 meter data) mampfgeocomm.com.

2. Open the map in MICRODEM (browse to the tar.gz doad file. MICRODEM
will open the zipped file)

3. Resize the map to the area of the CFD domain.ir@dtie optimal size takes
some experience or a few iterations. Start witlir@a 2km square or less. Save
the resized map with a new file name in DEM format.

4. Re-open the resized map file and save it in xymédir

5. Open the file in Excel for easy data manipulatithre @xis swapping process
could be automated in Matlab, but Excel is easyfast].

6. Standard xyz files have the elevation in the zrwiu Swap the y and z columns
using Excel highlight, copy, paste, insert and @efenctions.

7. To convert the data back into a right-handed coatéi system, the new z (old y)
column must be re-indexed. The origin of the ngsteam will be the northwest
corner.

a. Highlight the y and z columns. Do an Excel sorth& two columns based
on the (new) z column in descending order (Datd-BgrColumn-

Descending)
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Make a formula to re-index the z data starting Wiih ascending order.

Example: -1*(-(zmax+1)+z).

8. To make a square area data file for GAMBIT

a.

b.

C.

Find the maximum x value in the file (Xmax)

Sort the three columns by column z ascending

If Zmax is larger than Xmax, cut off all data (rgwgith Zmax greater
than Xmax. If Xmax is larger, undo the sort antlaffithe excess Xmax
data.

Scroll to the bottom and find the number of rowse(Excel line number
of the last data point).

Scroll to the top. Insert a row. In columnl, rbywenter the number of
rows. In column 2 row 1, enter the number 1

This is the header information GAMBIT needs to iptet the data file.
The header information tells GAMBIT the number atalpoints in the
file, and the number of points in each row.

Calculate the number of rows (and columns) in tlag@ mThis is the
square root of the number of rows. Write this d@emewhere, you will

need this to tell GAMBIT how the size of the datalg

9. Save the data as a .txt file. Open it in Notepadicheck to see if it looks like the

three Excel columns.
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Part 2. Create Mesh in GAMBIT

1. Open GAMBIT
a. On Linux/Unix systems, open GAMBIT with the follomg command line
to connect a file name with your GAMBIT session
i. GAMBIT —id filename
2. File-Import-IECM input
a. Deselect face and select vertices
b. GAMBIT will import and display the vertex point&ight click and drag
the mouse to rotate the image.
c. Select Isometric view, then fit to window (Globabi@rol tools)
3. Face commands
a. In Face commands, select make face from vertex rows
b. Select all vertices, enter the face name and the&euof rows (calculated
in step 7g above) in the dialog box and click apply
4. Vertex commands
a. Delete vertex, select all, delete.
b. Four will remain, one for each corner of the face.
c. Make four vertices for the top of the domain. Agsenable height is 600
to 750 meters above the highest corner of the cewrfahe top of the
domain should be flat (i.e. the same elevatioretarh top corner).

5. Import additional vertex data (optional)
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a. Data files for the turbine locations are importedEBCM vertices. This
can be useful as a visual reference when examthmmgeometry before
meshing. It's also useful to help determine thetinee size of surface
mesh cells. If the distance between turbines aswkn the number of face
mesh cells between towers is easy to calculate.

6. Split Face (optional)

a. If the square surface area is too large, it casptiewith vertices using
face-split. Note: If the upper left corner of tmap is removed, it is
difficult to keep track of the location of the doim& geographic terms.
This is not recommended. It's OK to reduce the sizthe map by
splitting and deleting small areas from the righd/ar bottom edges.

b. Delete face to delete the smaller faces made Wwélsplit face command.

7. Edge commands

a. Make edges using the bottom and top corner verti¢égre should be
four top edges and four corner/side edges to makaesad box. To select
a group of vertex points, edges, etc. with the raphsld down a shift key
and select by right clicking.

8. Face commands

a. Make a faces from the edges.

b. There will be six faces — top, bottom and four side
9. Volume commands

a. Make a single volume from the six faces.
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10.Mesh commands
a. Mesh the surface face (Mesh Face) using Quad elsraed the Pave
option. Set the spacing (interval size) to setimmber of mesh elements.
b. Use the known distance between turbine vertexilmeato determine the
size of the surface mesh.
c. Adjust mesh size as needed. Optimize between lbweeah size and
boundary layer model accuracy.
11.Boundary Layer
a. Make a boundary layer to control the height offtret three to five mesh
cells. The first mesh cell should be high enoumhbé clear of the
roughness height, but small enough to model tHacitayer. Two
meters is a reasonable height for the first celiéfterrain is smooth and
the vegetation is relatively low (like sage brusisert or most agricultural
land).
b. A reasonable boundary layer: First row =2, Grovetttdr = 2, Depth = 4
(Depth = 30, calculated by GAMBIT). AttachmentacEs, surface face.
The boundary layer appears on the sides of the idamavhite if it
worked correctly.
12.Mesh Volume
a. Mesh the volume above the boundary layer. Sefecvolume, hex
elements, map type. If you use a size functioa sttacing is ignored.

b. Getting a reasonable number of cells takes someiia.
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Use a size function for vertical cell height cohtro
I. Source — surface, Startsize — choose a cell hthghtmatches up

with the boundary layer, Growthrate and Maximunhease to

optimize cell volume. Growthrate 1.7 and max 7gessonable.
On a dual-core processor Linux workstation, modéls less than 1
million cell meshes are easy to open and run fe&AMBIT and
FLUENT. Up to 2 million cell meshes are OK, arouné million cells is
where GAMBIT starts getting slow. Over 2 millioalls often don’t run
well. The system speed and memory makes a bigrdifte with large
meshes. FLUENT is much better than GAMBIT withgkafiles.
GAMBIT is crash and lockup prone so save filesotied know how to
kill the process in Linux.
Note: If you are setting up a process, generateal gless than a million
cells) mesh to run experiments in FLUENT. This esak much easier to

test inlet profiles, buoyancy effects, etc.

13. Size Function

a.

Note: the size function controls the cell growtterabove the boundary
layer. It can also be used instead of a boundamsr) but the combination
of a boundary layer and a size function allow nua# growth control.
Make a size function to start with the meshed bampdnd mesh the
remainder of the volume

Size Function — meshed — set growth rate and mawigell volume
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d. This takes some iteration — try 1.75 for a grovettey 75 for a maximum,
mesh the volume, look at the number of cells andsads needed to
optimize the total number of cells.

14.Set Boundary types

a. Note: this step can be done after step 9. Withmmesh, filling up
memory, it goes faster.

b. Surface = wall

c. Sides = Velocity Inlet, outflow or symmetry as deteed by the model

d. Top is symmetry (can be outflow in complex terriitinere is only one
outflow side boundary).

e. The boundary type can easily be changed in FLUBWEKke each face
separate boundary.

15. Export mesh

a. Use the Export-mesh command to generate a .mstofilELUENT.

b. Save the GAMBIT file (save it often while working GAMBIT)

c. Open the mesh file in FLUENT to make sure it works.

To check the mesh in FLUENT, use Read-case andtskkemesh file. If it opens,
displays data about the mesh and gets to a prangpinesh is probably good. Another

good check is Grid-check and/or Display mesh.
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Start Fluent in 3ddp mode (three dimension, duatigion) with parallel processors (if

available). Steps with an asterisk apply spedlfi¢da the buoyancy model (energy

equation on). To run without the energy equatsiip these entries. Several options

will not be presented without turning the energyadopn on in step 3.

=

w

5.

Start FLUENT
a. Command syntax ‘fluent 3ddp —t2’ Main window opens.
b. If running command line Fluent, ‘fluent 3ddp —tZ.—-LUENT starts and
is ready when the > prompt appears.
Read Case or Read Case and Data
a. Select mesh file to start a new case.
b. Grid-check. Fast error check for new mesh files.
* Define-Model-Energy — Energy On
Define Operating Conditions
a. Define-Operating Conditions:
I. Operating pressure: input a point near the inl¢tiwithe domain
b. * Gravity: On y=-9.81 m/s"2
c. * Boussinesq Parameters: Op Temp 275K
Define Turbulence Model
a. Define-model-viscous: k; standard, standard wall functions
I. Constants for atmospheric flow ar@:®.03329, C& 1.176, and

default values for the other constants
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ii. * Check Full Buoyancy Effects
6. Solve-control-solution: ¥ order upwind
a. SIMPLEC pressure-velocity coupling
b. PRESTO pressure interpolation
c. Under-relaxation factors — adjust as needed (rettubelp convergence).
To start, reduce Density, Body Forces TKE, Turbtéscosity and
Energy (subtract 0.1 from defaults)
7. Solve-Monitors-Residual
a. Select Plot, convergence criteria 1E-5
8. Define-Profiles
a. Read velocity profile data file
9. Define Boundary
a. Outlet — Outflow with percentage if more than ongflow boundary
b. Surface/Wall-Momentum
I. Roughness Height = 30 * actual roughness heigh2(@.03...).
Value is 0.6, 0.9, etc.
ii. Roughness Constant 0.327 ()
c. Surface
i. Thermal Tab: Heat Flux 700 W/m”2 or appropriate flu
d. Velocity Inlet
I. Momentum: Velocity Specification Method-Componer8st X, Y

and Z velocity for each inlet
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1. With Profile data file
a. Xvelocity: u component u
b. Y velocity: v component v
c. Z velocity: w component w
d. K and epsilon if part of profile
ii. Turbulence: TKE = X if not using K in profile
e. *Inlet
I. Thermal Tab: Temp = 277 (match Operating Condijions
f.  Fluid (optional)
i. Click Source Terms
ii. Under Source Terms Tab, set mass, momentum TKH (kip, Dis.
Rate €) and Energy
10.* Define Materials: Air
a. Properties:
i. Density: Boussinesq in drop down
ii. Density = 1.205 (match Op Temp)
iii. Thermal Exp Coeff. .00343 1/K, click Change/Create
11. Solve-Initialize-Initialize
a. Compute from Inlet or All zones
b. Set Velocity Components
12.Post Processing Surfaces

a. Surface-lso-Surface-Surface of constant grid
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i. X-Ctr, Z-Ctr, Y-average hub height, etc. Chooseeslthrough the
domain for contour plots, vector plots.
b. Surface-Transform
I. Y =80 creates a surface 80 meters above the grganallel to the
ground at all points
c. Rake
I. Choose turbine or instrument location, with x,ypzardinates.
Make x and z constant and y from the surface tor2éters, with
21 rake points. An xy plot of the rake will givelgcity at 10
meter intervals from the ground to 200 meters.

13. Solve-lterate-Iterate
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FLUENT User Defined Function

This is the code for FLUENT user defined functitbf) that sets a 1/7 power law wind
speed boundary profile at the inlet. The #defimestants set the wind speed to 12
meters per second at 50 meters above the surfdeewind speed and height can be
changed by changing these constants. The powesdkwlation is in the line that begins
with ‘F_PROFILE(f,t,i).” All statements in capseaFLUENT macros (built in functions)
designed to make programming UDFs easy. This molilgked and compiled after
loading a mesh, using the define drop down merhe fmenu path is: Define-User
Defined-Interpreted. Browse to the file containthg following code, then use the
FLUENT command interpreter to make the UDF readyuie.

#include "udf.h"

[* Constant Ur - wind velocity at ref height */
[* Constant Yr - reference height */

#define Ur 12.0
#define Yr 50.0

DEFINE_PROFILE(x_velocity, t, i)

{

real x[ND_ND];
real y;

face tf;

begin_f_loop(f,t) /*loops over all faces in threpassed in Define Profile*/

{

F_CENTROID(x,f,1);

y = x[1];

F_PROFILE(f,t,i) = Ur*pow((y/Yr),(1./7.));
}
end_f_loop(f,t)
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FLUENT Inlet Boundary Profile File
This sample data file contains inlet boundary datmatted from a WRF forecast. The
first part (variable name u_WRF_NE mesh 1 49) prafets the boundary across the
west side of the domain, starting from the origithe second part (w_WRF_NE mesh
1.49) sets the profile across the north. Theresaven data points at each specified
location along the z axis, 990 meters apart fonespacing across the side of the domain.
In this example, only velocity components are djexti Data for k and epsilon can be
used in the profile along with the wind speeds.atld data for k (TKE), just add it
below the w velocity component, with one value dbkeach specified data point in the

profile.

The co-ordinate system for the profile is right theah with y as the vertical axis. The
length scale is meters, y axis elevation data meters above sea level, and wind speeds
are in meters per second. The y axis data is @f setven elevation points 30 meters
apart for each x, z point in the profile. In thedocity data, u is the x direction wind

speed component, y is the vertical component argitiae z direction component. The

origin is in the upper right or northwest cornetlod domain.
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((u_WRF_NW mesh 1 49)

(x

1 1 1 1 1 1 1 1 1 1 1 1
1 1 1 1 1 1 1 1 1 1 1
1 1 1 1 1 1 1 1 1 1 1
1 1 1 1 1 1 1 1 1 1 1
1 1 1 1 )

(y

1014 1044 1074 1104 1134 1164 1194 1005 1035 10695 11125
1155 1185 999 1029 1059 1089 1119 1149 1179 99929 10
1059 1089 1119 1149 1179 990 1020 1050 1080 111401
1170 991 1021 1051 1081 1111 1141 1171 987 10147 10

1077 1107 1137 1167 )

1 1 1 1 1 1 1 991 991 991 991 991
991 991 1981 1981 1981 1981 1981 1981 1981 297¥1 29
2971 2971 2971 2971 2971 3991 3991 3991 3991 3391
3991 4981 4981 4981 4981 4981 4981 4981 5551 555651
5551 5551 5551 5551 )

(u

9.80 10.48 10.78 10.96 11.09 11.22 11.35 9.80 10188/8 10.96 11.09

11.22 11.35 9.80 10.48 10.78 10.96 11.09 11.2235119.80 10.48

10.78 10.96 11.09 11.22 11.35 9.80 10.48 10.7861011.09 11.22

11.35 9.80 10.48 10.78 10.96 11.09 11.22 11.3%0 9.80.48 10.78

10.96 11.09 11.22 11.35 )

-0.03 -0.04 -0.05 -0.06 -0.06 -0.06 -0.07 -0.03040.-0.05 -0.06 -0.06
-0.06 -0.07 -0.03 -0.04 -0.05 -0.06 -0.06 -0.06.070 -0.03 -0.04
-0.05 -0.06 -0.06 -0.06 -0.07 -0.03 -0.04 -0.05.060 -0.06 -0.06
-0.07 -0.03 -0.04 -0.05 -0.06 -0.06 -0.06 -0.07.030 -0.04 -0.05

-0.06 -0.06 -0.06 -0.07 )

575 630 6.64 6.92 7.18 748 780 575 6.30 6.64€26 7.18
748 780 575 6.30 6.64 692 7.18 7.48 7.80 5.B530
6.64 692 718 748 7.80 575 630 6.64 6.92 7.IA8
780 575 630 6.64 6.92 7.18 748 7.80 5.75 6.8064

6.92 7.18 748 7.80 )
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((Ww_WRF_NW mesh 1 49)

(x
1 1 1 1 1 1 1 1021 1021 1021 1021 1021

1021 1021 2011 2011 2011 2011 2011 2011 2011 30001
3001 3001 3001 3001 3001 4021 4021 4021 4021 4@2r1
4021 5011 5011 5011 5011 5011 5011 5011 5551 55661

5551 5551 5551 5551 )

(y

1014 1044 1074 1104 1134 1164 1194 1005 1035 10685 11125
1155 1185 1018 1048 1078 1108 1138 1168 1198 10088
1078 1108 1138 1168 1198 1022 1052 1082 1112 11472
1202 1022 1052 1082 1112 1142 1172 1202 1027 10%B7

1117 1147 1177 1207 )

PR R R R
PR R R R
PR RR R
PR RR R
—~ R RRE R
N =
N el
N
N = S
Y )
N = =

(u
9.80 10.48 10.78 10.96 11.09 11.22 11.35 9.80 10188/8 10.96 11.09

11.22 11.35 9.80 10.48 10.78 10.96 11.09 11.2235119.80 10.48
10.78 10.96 11.09 11.22 11.35 9.80 10.48 10.7861011.09 11.22
11.35 9.80 10.48 10.78 10.96 11.09 11.22 11.3% 9.80.48 10.78

10.96 11.09 11.22 11.35 )

-0.03 -0.04 -0.05 -0.06 -0.06 -0.06 -0.07 -0.03040.-0.05 -0.06 -0.06
-0.06 -0.07 -0.03 -0.04 -0.05 -0.06 -0.06 -0.06.070 -0.03 -0.04
-0.05 -0.06 -0.06 -0.06 -0.07 -0.03 -0.04 -0.05.060 -0.06 -0.06
-0.07 -0.03 -0.04 -0.05 -0.06 -0.06 -0.06 -0.07.030 -0.04 -0.05

-0.06 -0.06 -0.06 -0.07 )

575 630 6.64 6.92 7.18 748 780 575 6.30 6.64€26 7.18
748 780 575 6.30 6.64 692 7.18 7.48 7.80 5.B530
6.64 692 718 748 7.80 575 630 6.64 6.92 7.IA8
780 575 630 6.64 6.92 7.18 748 7.80 5.75 6.8064

6.92 7.18 748 7.80 )
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GAMBIT and FLUENT are part of the ANSYS softwareguct family. ANSYS

products are industry leading, top quality, weltdmented, supported and proven.
FLUENT is widely used and well accepted in the Gilnmunity as the industry
standard. Most competing CFD software aims tosbgoad as FLUENT, or to provide
some specific benefit to the user compared to FLUENnNfortunately, ANSYS

products are among the most expensive on the malkkay large corporations with a
specific need, like airplane manufacturers, aréngilto pay for the best software
available. For small companies, like wind energgsultants, or wind farm developers, a

single seat license for GAMBIT and FLUENT is a ghitive expense.

Fortunately, there is an alternative. OpenFOAMriopen source CFD product that can
compete with FLUENT and other commercial CFD paelsagOpen source software is
provided for free download and use. The open somadel allows widespread peer
review, and open source code developers use thel&dge of the user base to enhance
and improve the product. OpenCFD Ltd. offers fe##® software that runs on Linux
operating systems. OpenFOAM source code can baeldaded from the company
website: www.opencfd.co.uk/openfoam. It has oflicilocumentation, including a user
guide with tutorials. Many papers, case studieser reviewed journal articles about
OpenFOAM are available online. OpenCFD generatesme by selling support and
consulting services. OpenFOAM training is regylarffered in several locations around

the world for a reasonable fee.
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Running OpenFOAM is very different than FLUENT. €oF-OAM is a set of C++
libraries that run specific CFD models. OpenFOAMsimng tools are part of the same
environment and run just like the solvers. Theeemany utilities for mesh format
conversion, post-processing and other operatiottseitibraries. The current version of
OpenFOAM does not have a GUI interface. All OpeARMDoperations are run from
Linux terminal windows and editors. OpenFOAM dredGUI support because it was
draining their limited resources and a customevesyindicated that very few customers
were using it. Fortunately, the software is desthso that a GUI is not necessary. The
third party post processor ParaView has a GUl fater, and is part of the OpenFOAM
installation package. The ParaView website hasea guide and tutorials available for

download. ParaView offers a full range of postgassing tools, views and options.

After taking the two day OpenFOAM introductory cserit’s clear that OpenFOAM can
fully replace FLUENT for atmospheric flow modeling methodology, similar to the

one outlined can be developed in OpenFOAM. OpenA®As all of the turbulence
models available in FLUENT. The User Guide has#&nt documentation of basic
operations. OpenFOAM source code is written imgke, consistent style, and is
considered as part of the documentation. OpenF@Apkcts users to open source code
files and reading the formulas to understand homggwork. Source code is easy to
modify, and the developers expect advanced usemdtify source code. The second
day of the introductory course mostly covered howntke simple, application specific

modifications to source code. OpenFOAM operatgmnallel, three dimensional mode
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by default, so it's designed to run on a multiplenoprocessor computer or a computer

cluster.

After a few days of investigation, a method of intpw DEM surfaces to mesh looks
reasonable. USGS DEM data processed in MICRODHENMbeasaved in .obj format,
which can be handled by OpenFOAM. The standargsien turbulence model is
available in OpenFOAM and model constants are gasliange. Post processing tools

like contour plots, vector plots and streamlinesart of ParaView.

OpenFOAM is not designed like many commercial safewproducts, so it's not the
easiest package to learn. After the introductonyrse, the advantages to the design of
OpenFOAM are clear. This CFD product is very cépalb producing a high quality
atmospheric flow model, accurate results, and Adieit modeling process. It will take
some time to learn the software, and develop aodett duplicate the FLUENT model.

I’'m looking forward to it.
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Energy Forecasting
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