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Abstract—Indirect field oriented control of an induction machine requires knowledge of the rotor time constant to estimate the rotor flux linkages. An online method is described for estimating the rotor time constant and the stator resistance both of which vary during operation of the machine due to ohmic heating. The method formulates the problem using a nonlinear least-squares criterion and is guaranteed to find the minimizing solution (parameter values) in a finite number of steps. In this work the algorithm has been implemented online in simulation with the results demonstrating its application and efficacy.
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I. INTRODUCTION

The field-oriented control method provides a means to obtain high-performance control of an induction machine for use in applications such as traction drives. This field-oriented control methodology requires knowledge of the rotor flux linkages, which are not usually measured [1][2]. In order to circumvent this problem, the rotor flux linkages are estimated using an observer, and this observer requires the value of the rotor time constant \( T_R \). However, the rotor time constant varies due to ohmic heating. The work presented here implements in simulation an online method which allows the value of the rotor time constant to be updated during normal operation of the machine.

Standard methods for the estimation of induction motor parameters include the blocked rotor test, the no-load test, and the standstill frequency response test. However, these approaches cannot be used online, that is, during normal operation of the machine. The interest here is in tracking the value of \( T_R = L_R / R_R \) as it changes. A model based approach is considered here, which uses measurements of the stator currents, stator voltages, and rotor speed to find the parameter values that best fit this data set to the model in a least-squares sense. The method is implemented online, and simulation results of the tracking of \( T_R \) are presented.

In [3][4], the authors developed a regressor model that was nonlinear in the unknown parameters and used elimination theory (resultants) to solve for the parameter values that minimized the squared error. That methodology, though computationally intensive, made no simplifying assumptions on the system model with the only restriction being that the system was sufficiently excited, which is true as long as there is a load on the motor or it is accelerating. Here we consider the special case in which the machine is running at constant speed during the data collection, which is not a restrictive requirement in most industrial variable speed drives. This constant speed assumption allows the implementation of a method to estimate the rotor time constant and stator resistance that is less computationally intensive than the method proposed in [4][5].

The method is a simplification of the nonlinear least-squares method presented in [4][5] where it is shown that the computational complexity of this algorithm is significantly reduced. In particular, the (reduced complexity) method presented here comes down to solving a 5-th order polynomial rather than a 20-th order polynomial as in [4][5]. The estimation method is used in combination with an input-output linearization controller ([2][6][7]).

A combined parameter identification and velocity estimation problem is discussed in [8][9] where the speed is assumed to be slowly varying. In [10][11] a linear least-squares approach was used for parameter estimation and solved by assuming a slowly varying speed. For a summary of the various techniques for tracking the rotor time constant, the reader is referred to the recent survey [12].

The paper is organized as follows. Section II introduces a standard induction motor model. Section III develops the linear regressor model assuming the motor is at constant speed. Section IV summarizes an algorithmic implementation of the method, with simulation results presented in Section V. Finally, concluding remarks and future work are discussed in Section VI.

II. INDUCTION MOTOR MODEL

Standard models of induction machines are available in the literature. Parasitic effects such as hysteresis, eddy currents, magnetic saturation, and others are generally neglected. Consider a state-space model of the system given by (cf.
\[
\frac{di_{sa}}{dt} = \frac{\beta}{T_R} \psi_{Ra} + \beta n_p \omega \psi_{Rb} - \gamma i_{sa} + \frac{1}{\sigma L_S} u_{sa}
\]
\[
\frac{di_{sb}}{dt} = \frac{\beta}{T_R} \psi_{Rb} - \beta n_p \omega \psi_{Ra} - \gamma i_{sb} + \frac{1}{\sigma L_S} u_{sb}
\]
\[
\frac{d\psi_{Ra}}{dt} = -\frac{1}{T_R} \psi_{Ra} - n_p \omega \psi_{Rb} + M \frac{i_{sa}}{T_R}
\]
\[
\frac{d\psi_{Rb}}{dt} = -\frac{1}{T_R} \psi_{Rb} + n_p \omega \psi_{Ra} - M \frac{i_{sb}}{T_R}
\]
\[
\frac{dw}{dt} = M n_p \frac{1}{J R} (i_{sb} \psi_{Ra} - i_{sa} \psi_{Rb}) - \tau_L
\]  

where \( \omega = d\theta / dt \) with \( \theta \) the position of the rotor, \( n_p \) is the number of pole pairs, \( i_{sa} , i_{sb} \) are the (two-phase equivalent) stator currents, \( \psi_{Ra} , \psi_{Rb} \) are the (two-phase equivalent) rotor flux linksages, and \( u_{sa} , u_{sb} \) are the (two-phase equivalent) stator voltages.

The parameters of the model are the five electrical parameters, \( R_S \) and \( R_R \) (the stator and rotor resistances), \( M \) (the mutual inductance), \( L_S \) and \( L_R \) (the stator and rotor inductances), and the two mechanical parameters, \( J \) (the inertia of the rotor) and \( \tau_L \) (the load torque). The symbols \( T_R = L_R / R_R \) \hspace{1cm} \( \beta = M / (\sigma L_S L_R) \) \hspace{1cm} \( \gamma = R_S / (\sigma L_S) + \beta M / T_R \)

have been used to simplify the expressions. \( T_R \) is referred to as the rotor time constant while \( \sigma \) is called the total leakage factor.

This model is transformed into a coordinate system attached to the rotor. For example, the current variables are transformed according to

\[
\begin{bmatrix}
    i_{sx} \\
    i_{sy}
\end{bmatrix} = \begin{bmatrix}
    \cos(n_p \theta) & \sin(n_p \theta) \\
    -\sin(n_p \theta) & \cos(n_p \theta)
\end{bmatrix} \begin{bmatrix}
    i_{sa} \\
    i_{sb}
\end{bmatrix}.
\]

The transformation simply projects the vectors in the \((a,b)\) frame onto the axes of the moving coordinate frame. An advantage of this transformation is that the signals in the moving frame (i.e., the \((x,y)\) frame typically vary slower than those in the \((a,b)\) frame (they vary at the slip frequency rather than at the stator frequency). At the same time, the transformation does not depend on any unknown parameter in contrast to the field-oriented (or \(dq\)) transformation. The stator voltages and the rotor fluxes are transformed in the same way as the currents resulting in the following model \((10)[11]\)

\[
\frac{di_{sx}}{dt} = \frac{u_{sx}}{\sigma L_x} - \gamma i_{sx} + \frac{\beta}{T_R} \psi_{Ry} - n_p \beta \omega \psi_{Rx} + n_p \omega i_{sy}
\]
\[
\frac{di_{sy}}{dt} = \frac{u_{sy}}{\sigma L_y} - \gamma i_{sy} + \frac{\beta}{T_R} \psi_{Rx} - n_p \beta \omega \psi_{Ry} - n_p \omega i_{sx}
\]
\[
\frac{d\psi_{Rx}}{dt} = M \frac{i_{sx}}{T_R} - \frac{1}{T_R} \psi_{Ry}
\]
\[
\frac{d\psi_{Ry}}{dt} = M \frac{i_{sy}}{T_R} - \frac{1}{T_R} \psi_{Rx}
\]
\[
\frac{dw}{dt} = M n_p \frac{1}{J R^2} (i_{sy} \psi_{Rx} - i_{sx} \psi_{Ry}) - \frac{\tau_L}{J}
\]

As stated in the introduction, the interest here is in online tracking of the value of \( T_R \) as it changes due to ohmic heating so that an accurate value is available to estimate the flux for a field-oriented controller. However, the stator resistance value \( R_S \) will also vary due to ohmic heating so that its variation must also be taken into account. The electrical parameters \( M , L_S , \sigma \) are assumed to be known and not varying. Measurements of the stator currents \( i_{sa} , i_{sb} \) and voltages \( u_{sa} , u_{sb} \) as well as the position \( \theta \) of the rotor are assumed to be available; velocity is then reconstructed from the position measurements. However, the rotor flux linkages are not assumed to be measured.

Standard methods for parameter estimation are based on equalities where known signals depend linearly on unknown parameters. However, the induction motor model described above does not fit in this category unless the rotor flux linkages are measured. The first step is to eliminate the fluxes \( \psi_{Rx} , \psi_{Ry} \) and their derivatives \( d\psi_{Rx} / dt , d\psi_{Ry} / dt \) from the four equations \((3) , (4) , (5) , (6) \) can be used to solve for \( \psi_{Rx} , \psi_{Ry} , d\psi_{Rx} / dt , d\psi_{Ry} / dt \) , but one is left without another independent equation to set up a regressor system for the identification algorithm. Consequently, a new set of independent equations is found by differentiating equations \((3) , (4) \) to obtain

\[
\frac{1}{\sigma L_x} \frac{du_{sx}}{dt} = \frac{d^2 i_{sx}}{dt^2} + \frac{i_{sx}}{\sigma L_x} - \frac{\beta}{T_R} \frac{d\psi_{Ry}}{dt} - n_p \beta \omega \frac{d\psi_{Rx}}{dt} - n_p \omega \frac{di_{sy}}{dt} - n_p \omega i_{sx} \frac{dw}{dt}
\]

and

\[
\frac{1}{\sigma L_y} \frac{du_{sy}}{dt} = \frac{d^2 i_{sy}}{dt^2} + \frac{i_{sy}}{\sigma L_y} - \frac{\beta}{T_R} \frac{d\psi_{Rx}}{dt} + n_p \beta \omega \frac{d\psi_{Ry}}{dt} + n_p \omega \frac{di_{sx}}{dt} + n_p \omega i_{sy} \frac{dw}{dt}.
\]

Next, equations \((3) , (4) , (5) , (6) \) are solved for \( \psi_{Rx} , \psi_{Ry} , d\psi_{Rx} / dt , d\psi_{Ry} / dt \) . These in turn are substituted into equations \((8) , (9) \) with the assumption of constant speed to obtain

\[
0 = -\frac{d^2 i_{sx}}{dt^2} + \frac{di_{sy}}{dt} n_p \omega + \frac{1}{\sigma L_S} \frac{du_{sx}}{dt} - (\gamma + 1) \frac{di_{sx}}{dt}
\]
\[
- \frac{d^2 i_{sy}}{dt^2} + \frac{di_{sx}}{dt} n_p \omega + \frac{1}{\sigma L_S} \frac{du_{sy}}{dt} - (\gamma + 1) \frac{di_{sy}}{dt}
\]

\[
0 = \frac{d^2 i_{sy}}{dt^2} - \frac{di_{sx}}{dt} n_p \omega + \frac{1}{\sigma L_S} \frac{du_{sy}}{dt} - (\gamma + 1) \frac{di_{sy}}{dt}
\]
\[
- \frac{d^2 i_{sx}}{dt^2} + \frac{di_{sy}}{dt} n_p \omega + \frac{1}{\sigma L_S} \frac{du_{sx}}{dt} - (\gamma + 1) \frac{di_{sx}}{dt}
\]

As \( \gamma = R_S / (\sigma L_S) + \beta M / T_R \), it follows that \( -\beta M / T_R^2 + \gamma / T_R = (R_S / T_R) / (\sigma L_S) \) and \( \gamma + 1 / T_R = R_S / (\sigma L_S) + \beta M / T_R \).
\[(\beta M + 1)/TR\] so that (10) and (11) become
\[
0 = -\frac{d^2i_Sx}{dt^2} + \frac{di_{Sy}}{dt} \omega + \frac{1}{\sigma L_S} \frac{du_{Sy}}{dt} + \frac{u_{Sx}}{\sigma L_ST_R}.
\]

\[
0 = -\frac{d^2i_{Sy}}{dt^2} - \frac{di_{Sx}}{dt} \omega + \frac{1}{\sigma L_S} \frac{du_{Sx}}{dt} - \frac{R_S}{(\beta M + 1)} + i_Sy n_p \omega (\beta M + 1)/TR.
\]

A. Regressor Model

With
\[
y(t) \triangleq \begin{bmatrix}
\frac{d^2i_{Sy}}{dt^2} - \frac{di_{Sx}}{dt} \omega + \frac{1}{\sigma L_S} \frac{du_{Sy}}{dt} \\
\frac{d^2i_{Sx}}{dt^2} + \frac{di_{Sy}}{dt} \omega - \frac{1}{\sigma L_S} \frac{du_{Sx}}{dt}
\end{bmatrix}
\]

\[W(t) \triangleq \begin{bmatrix}
-\frac{di_{Sy}}{dt} n_p \omega (\beta M + 1) \left( -\frac{di_{Sy}}{dt} + i_{Sy} n_p \omega \right) + \frac{u_{Sy}}{\sigma L_S} \frac{di_{Sy}}{dt} - \frac{i_{Sy}}{\sigma L_S} \frac{u_{Sy}}{\sigma L_S} \\
-\frac{di_{Sx}}{dt} n_p \omega (\beta M + 1) \left( -\frac{di_{Sx}}{dt} - i_{Sx} n_p \omega \right) + \frac{u_{Sx}}{\sigma L_S} \frac{di_{Sx}}{dt} - \frac{i_{Sx}}{\sigma L_S} \frac{u_{Sx}}{\sigma L_S}
\end{bmatrix},
\]

and
\[
K = \begin{bmatrix}
K_1 \\
K_2 \\
K_3
\end{bmatrix} \triangleq \begin{bmatrix}
R_S \\
1/TR \\
R_S/ST_R
\end{bmatrix}.
\]

equations (12) and (13) are written in regressor form as
\[
y(t) = W(t)K.
\]

This model is over-parameterized in that the parameters are not independent of each other as they must satisfy the constraint
\[
K_3 = K_1 K_2.
\]

Replacing \(K_3\) by \(K_1 K_2\) in (17) results in the model not being over-parameterized, but it is then nonlinear in the parameters. This is considered next.

B. Nonlinear Least-Squares Identification [13]

Equation (17) can be rewritten as
\[
y(nT) = W(nT)K
\]
where \(T\) is the sample period, \(nT\) is the \(n\)-th sample time at which a measurement is taken, and \(K = [K_1 \ K_2 \ K_3]^T\) is the vector of unknown parameters. If the constraint (18) is ignored, then the system is an over-parameterized linear least-squares problem. In this case, theoretically an exact unique solution for the unknown parameter vector \(K\) may be determined after several time instants. However, several factors contribute to errors which make (19) only approximately valid in practice. Specifically, both \(y(nT)\) and \(W(nT)\) are measured through signals that are noisy due to quantization and differentiation. Further, the dynamic model of the induction motor is only an approximate representation of the real system. These sources of error result in an inconsistent system of equations. To find a solution for such a system, the least-squares criterion is used. Specifically, given \(y(nT)\) and \(W(nT)\) where \(y(nT) = W(nT)K\), one defines
\[
E^2(K) = \sum_{n=1}^{N} \left| y(nT) - W(nT)K \right|^2
\]
as the residual error associated to a parameter vector \(K\). Then, the least-squares estimate \(K^*\) is chosen such that \(E^2(K)\) is minimized for \(K = K^*\). The function \(E^2(K)\) is quadratic and therefore has a unique minimum at the point where \(\partial E^2(K)/\partial K = 0\). Solving this expression for \(K^*\) yields the least-squares solution to \(y(nT) = W(nT)K\) as
\[
K^* = \left[ \sum_{n=1}^{N} W^T(nT)W(nT) \right]^{-1} \left[ \sum_{n=1}^{N} W^T(nT)y(nT) \right].
\]

When the system model is over-parameterized (as in the application here), the expression (21) will lead to an ill-conditioned solution for \(K^*\). That is, small changes in the data \(W(nT), y(nT)\) lead to large changes in the value computed for \(K^*\). To get around this problem, a nonlinear least-squares approach is taken which involves minimizing
\[
E^2(K) = \sum_{n=1}^{N} \left| y(nT) - W(nT)K \right|^2
\]
subject to the constraint (18), where
\[
R_y \triangleq \sum_{n=1}^{N} y^T(nT)y(nT),
\]
\[
R_{Wy} \triangleq \sum_{n=1}^{N} W^T(nT)y(nT),
\]
\[
R_W = \sum_{n=1}^{N} W^T(nT)W(nT).
\]

On physical grounds, the parameters \(K_1, K_2\) are constrained to the region
\[
0 < K_1 < \infty, 0 < K_2 < \infty.
\]

Also, based on physical grounds, the squared error \(E^2(K)\) will be minimized in the interior of this region. Define the new error function \(E^2_p(K_1, K_2)\) as
\[
E^2_p(K_1, K_2) \triangleq \sum_{n=1}^{N} \left| y(nT) - W(nT)K \right|^2_{K_3=K_1 K_2}
\]
\[
= R_y - 2R_{Wy}K_{K_3=K_1 K_2} + \left( K^T R_W K \right)_{K_3=K_1 K_2}.
\]
As the minimum of (27) must occur in the interior of the region, it is therefore at an extremum point. This then entails solving the two extrema equations

\[
p_1(K_1, K_2) = \frac{\partial E_p^2(K_1, K_2)}{\partial K_1}
\]

\[
p_2(K_1, K_2) = \frac{\partial E_p^2(K_1, K_2)}{\partial K_2}
\]

which are polynomials in the parameters \( K_1, K_2 \). The degrees of the polynomials \( p_i \) are given in the table below:

<table>
<thead>
<tr>
<th>( p_1(K_1, K_2) )</th>
<th>( \deg K_1 )</th>
<th>( \deg K_2 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( p_1(K_1, K_2) )</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>( p_2(K_1, K_2) )</td>
<td>2</td>
<td>1</td>
</tr>
</tbody>
</table>

These two polynomials can be rewritten in the form

\[
p_1(K_1, K_2) = a_1(K_2)K_1 + a_0(K_2)
\]

\[
p_2(K_1, K_2) = b_2(K_2)K_1^2 + b_1(K_2)K_1 + b_0(K_2).
\]

A systematic procedure to find all possible solutions to a set of polynomials is provided by elimination theory through the method of resultants [14]. (This method was used in [3].) However, in this special case, \( p_1(K_1, K_2) \) is of degree 1 in \( K_1 \) and can be solved directly. Substituting \( K_1 = -a_0(K_2)/a_1(K_2) \) from \( p_1(K_1, K_2) = 0 \) into \( p_2(K_1, K_2) = 0 \) and multiplying the result through by \( a_1^2(K_2) \), one obtains the (resultant) polynomial

\[
r(K_2) = a_2^2(K_2)b_2(K_2) - a_0(K_2)a_1(K_2)b_1(K_2)
\]

\[
+ a_1^2(K_2)b_0(K_2)
\]

where \( \deg r \{ r \} = 5 \). The roots of (32) are the only possible candidates for the values of \( K_2 \) that satisfy \( p_1(K_1, K_2) = p_2(K_1, K_2) = 0 \) for some \( K_1 \). In the online implementation, the coefficients of the polynomials \( a_1(K_2), a_0(K_2), b_2(K_2), b_1(K_2), b_0(K_2) \) (whose explicit expressions in terms of the elements of the matrices \( R_W \) and \( R_{Wy} \) are known a priori vis-a-vis (27), (28), and (29)) are computed and stored during data collection. The coefficients of the polynomial \( r(K_2) \) are then computed online according to (32) by vector convolution, addition, and subtraction. The positive roots \( K_{2i} \) of \( r(K_2) = 0 \) are next computed and then substituted into \( p_1(K_1, K_2) = 0 \) and solved for its positive roots \( K_{1j} \). By this method of back solving, all (finite number) of the possible candidate solutions \( (K_{1j}, K_{2i}) \) are found, and the one that gives the smallest squared error, i.e., the smallest value of \( E_p^2(K_1, K_2) \), is chosen.

IV. Implementation

The aforementioned method is now implemented in this work by designing the necessary blocks in synthesizable m-code on the Simulink® platform. Hence, in addition to the core algorithm of the regressor, several other blocks are required to mitigate numerical issues arising from the implementation of the algorithm, and these will be briefly discussed in what follows. Figure 1 depicts the procedure.

A. Signal Filtering and Differentiation

The regressor model of (14) and (15) requires first and second order derivatives of the signals. This is achieved by numerical differentiation, which is preceded by a discrete filter with an appropriately selected cutoff frequency to reduce noise caused by the differentiation process. Moreover, the signals \( \theta, i_{Se}, i_{Sy}, u_{Se}, \) and \( u_{Sy} \) are passed through the same filter so that they all have the same delay due to the filter.

The numerical differentiation is implemented using the centered difference approach for the first and second order derivatives, and is given by

\[
dx = \frac{x((n+1)T) - x((n-1)T)}{2T}
\]

\[
d^2x = \frac{x((n+1)T) - 2x(nT) + x((n-1)T)}{T^2}
\]

Note that the centered difference approach has a smaller error bound than the forward or backward difference approaches yet with the same computational cost (see [15] pp. 168–176).

B. Parameter Estimation Process

The parameter estimation process utilizes the filtered, and differentiated signals to construct, at every time step, \( Y(nT) \) of (14) and \( W(nT) \) of (15). Then, for the next \( N \) iterations an accumulation process constructs \( R_y, R_{Wy}, \) and \( R_w \) of (23). At the conclusion of every accumulation cycle of \( N \) iterations the values of \( R_y, R_{Wy}, \) and \( R_w \) are presented to the subsequent step before resetting them and restarting the accumulation process. Following the accumulation process, the coefficients of the \( N^{th} \) order polynomial \( r(K_2) \) of (32) are computed directly from \( R_y, R_{Wy}, \) and \( R_w \), and a root finding algorithm is employed to determine its real roots. The root finding algorithm is summarized as follows

1) Scale the coefficients of the polynomial \( r(K_2) \) by scaling its roots by Cauchy’s bound.
2) Apply Weyl’s quadtree root-finding approach (see [16] and [17]).
3) Numerically determine the real and complex roots, and remove repeated roots.
4) Rescale the real roots.
5) For every real root for \( K_2 \) compute the corresponding value \( K_1 \). Out of the finite possible pairs \( K_1, K_2 \), choose the one that minimizes the error function \( E_p^2(K_1, K_2) \) of (27).

Hence, the root finding algorithm produces the parameters \( R_s = K_1 \) and \( T_R = 1/K_2 \) that minimize the error function \( E_p^2(K_1, K_2) \).
The combination of root normalization and the Quadtree approach result in a consistent and stable root finding algorithm even when the coefficients of $r(K_2)$ are badly scaled.

V. SIMULATION RESULTS

The estimation method is applied to a two-phase equivalent model of the induction machine that is under closed-loop control. An input-output linearizing controller is applied to the induction machine. The simulation carried out in this section highlights the gain in performance that is achieved by applying the online estimation process to update the rotor time constant to the controller.

The parameters of the induction machine under study are (see [2]): $M = 0.0117$ H, $L_R = 0.014$ H, $L_S = 0.014$ H, $R_S = 1.7$ Ω, $R_R = 3.9$ Ω, $\tau_{L0} = 0.15$ N-m, $f = 0.00014$ N-m/rad/sec, $J = 0.00011$ Kg-m$^2$, and $n_P = 3$. The controller sets the desired rotor speed at $\omega_R = 2\pi \times 75$ rad/sec, while the load torque is defined to be $\tau_L = \tau_{L0} + f\omega$ to incorporate the viscous friction $f = 0.00014$ N-m/rad/sec and an output load torque $\tau_{L0} = 0.15$ N-m. The data is collected at a sampling rate of $f_S = 4$ kHz. The filter was a 2nd order low pass Butterworth filter with a cutoff frequency of 70 Hz.

In the simulation the resistor values are increased by 50% after 3 seconds of operation with the estimator updating the value of $T_R$ every 0.5 seconds. Figure 2 is the rotor speed and its reference profile that was run during the collection of the data (voltages, currents, and position). Figure 3 shows the plot of $K_1 = R_S$ and its reference versus time. After the update at 3.5 secs the estimator gives the correct value of $K_1$ within 0.03%. Similarly, Figure 4 is a plot of $K_2 = 1/T_R$ and its reference versus time showing that after the update the estimator gives the correct value of $K_2$ within 2%. Figure 5 is a plot of the real power $P(t) = u_{Sa}i_{Sa} + u_{Sb}i_{Sb}$ vs time. As the figure shows, the real power jumps up to 66.9 W at 3 sec. After the rotor time constant is updated at 3.5 seconds, the real power comes down to 63.7 W, which is a 5% decrease. Figure 6 is a plot of the reactive power $Q(t) = u_{Sa}i_{Sb} - u_{Sa}i_{Sb}$.
The figure shows that the reactive power jumps in magnitude to 88.0 W at $t = 3$ sec. After the rotor time constant is updated at 3.5 seconds, its magnitude comes down to 82.8 W, which is a 6% decrease. As mentioned in the introduction, the rotor time constant $T_R = 1/K_2$ is used to estimate the rotor fluxes which in turn are used to estimate the direct and quadrature currents for use in field oriented control. In field oriented control the motor torque is given by $T = \mu i_d q$ ($\mu = \frac{M \psi}{JL}$) which at constant speed is given by $T = \mu M i_d q$ [2]. For a given torque, the current magnitude $i_d^2 + i_q^2$ is minimized if $i_d = i_q$. Consequently, if an incorrect value of the time constant is used, then non optimum values of the currents will be commanded by the controller resulting in increased Ohmic losses in the stator and rotor resistors. This then results in a higher power usage for the same torque requirement. Thus it is important to know the correct value of $T_R$ as it varies for energy efficient operation of the motor.

VI. CONCLUSIONS AND FURTHER WORK

An approach for the online identification of the values of the rotor time constant and the stator resistance that was originally developed by the authors in [18] has been simulated online in this work. A practical benefit of updating the rotor time constant is the power savings as shown above. Work is now proceeding on implementing the above algorithm in an experimental setting and results are expected by the time of the conference.
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