












attenuation differences. Also note the attenuation-difference hole
that appears when the transmitter and receiver are located at approx-
imately 12 and 11.5 m depth, respectively. As we will show, the in-
verse mapping of this feature is readily observable in the tomo-
grams.

Figure 6 shows the zero-offset profile �or level runs� nine and
10 days after injection. The low first-pulse energy difference at ap-
proximately 12-m depth corresponds to the hole in the first pulse en-
ergy difference crossplots shown in Figure 5. The zero-offset pro-
files display separate peaks for both days, indicating that the plume
may have two separate lobes above and below approximately 12-m
depth. Also note that the attenuated trace shown in Figure 2 was col-
lected with the source and receiver antennas at a 13-m depth in wells
B3 �the injection well� and B6 �the withdrawal well�, respectively,

on the tenth day of the test. The background trace was collected be-
fore the bromide was injected. The large attenuation displayed in
this trace is caused by the presence of bromide tracer between well
B3 and B6 at a 13-m depth.

L-curve analysis

Figure 7 compares the L-curves for the FADT and RADT inver-
sions. Each point on the L-curve is generated by solving equation 10
for a constant � value, and the optimum � value occurs at the point of
greatest curvature �Hansen, 1992�. Comparing the L-curves be-
tween days nine and 10 we see that, for a given � value, day 10 con-
sistently has a larger data norm than day nine for both the FADT and
RADT inversions, suggesting more noise in the day 10 attenuation-
difference data. However, the optimum � value for each day is the
same ��66 for FADT, as shown in Figure 7�. If the day 10 data have
a larger noise component than the day nine data, then the optimal �
value for day 10 should be larger than the optimal � value for day
nine. This apparent discrepancy leads to some insight about radar at-
tenuation-difference data that can be explained as follows. Note that
with respect to day nine, the day 10 model norm also increases for a
given � value. This is reasonable because the attenuation-difference
values �and hence inverse model values� are greater on day 10 than
on day nine, leading to a larger model norm. In other words, we have
larger signals �attenuation differences� and a larger noise component
�as indicated by the data norm at the optimal � value� on day 10 com-
pared to day nine. The constant � value for the two days suggests that
the signal-to-noise ratio is constant for each day. In fact, although we
only show inversions for two days in this paper, the L-curves con-
structed for day six through day 15 inversions display approximately
the same optimal � values. The constant optimal � value reinforces
the compatibility between the data sets, a crucial aspect for time-

lapse imaging, and suggests the data reduction
procedure prior to inversion is able to preserve
the changes that are comparable. On day six, for
example, the plume is just visible and the optimal
� value results in a small model and data norm.
The constant � value for each day suggests that
for this test, time-lapse radar attenuation-differ-
ence data display the same signal-to-noise ratio
and thus the same optimal � value. This is impor-
tant because, if optimal � values are constant,
then the effort required to produce appropriately
regularized and comparable time-lapse inversion
results will be greatly reduced. This may help in-
crease the utility of time-lapse tomography and
facilitate technological advances such as real-
time imaging.

Note that the FADT and RADT inversions dis-
play significantly different optimal � values, data
norms, and model norms. These differences arise
because of the difference in operators mapping
the model to the data �i.e., JF versus JS�. The SVD
analysis conducted in Johnson et al. �2005� shows
that RADT requires more basis functions than
FADT to reconstruct a model to the same noise
level. Including more basis functions is analo-
gous to reducing the � value. Thus, we observe
that the optimal � value is lower for RADT in
comparison to FADT. In addition, the higher or-
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Figure 6. B4–B1 first-pulse energy difference zero-offset profiles
�level runs� �a� nine days and �b� 10 days after injection.
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der basis functions for RADT saturate such that including more basis
functions does not change the model norm significantly. This effect
is illustrated by the RADT L-curves in Figure 7. For example, given
a data norm of 10 we see that the model norm for FADT is an order of
magnitude greater than the model norm for RADT.

Attenuation-difference tomograms

The FADT and RADT attenuation-difference tomograms for
days nine and 10 are compared in Figure 8. The tomograms are ori-
ented such that the injection well B3 is behind the page and the ex-
traction well B6 is in front of the page. Wells B1 and B4 are on the
left and right boundaries of the tomograms, respectively, and the
plume is migrating out of the page toward the reader. The test was
configured so that the injection interval straddled an approximately
horizontal boundary located at approximately 11-m depth in well B3
that separates a relatively low-porosity zone �Figure 4, zone 3� from
a higher porosity zone �Figure 4, zone 2� that is
persistent throughout the test region �Barrash and
Clemo, 2002�. Each of the tomograms indicate
that on days nine and 10, most of the plume is lo-
cated in the high porosity zone below 12 m in the
B1–B4 plane. The FADT tomograms suggest that
the plume is divided into an upper lobe and a low-
er lobe. The lobes are smeared together in the
RADT tomograms suggesting the plume is con-
nected across the porosity boundary.

The smearing between lobes in the RADT case
is a consequence of the ray approximation. For
example, consider the trace collected on day nine
with the source and receiver both at 12 m depth in
their respective wells. If we assume the plume
consists of an upper and a lower lobe separated by
approximately 1.5 m, then the trace will be atten-
uated with respect to the background trace be-
cause much of the plume in each lobe is located
within the first Fresnel zone. Thus, the datum as-
sociated with the source and receiver displays at-
tenuation.

Now consider the ray associated with the
source-receiver pair. The ray-based sensitivities
are located along a line between the source and
receiver and do not represent sensitive regions
adjacent to the ray that are caused by finite fre-
quency propagation. In order to fit the datum the
inversion routine must smear the boundaries of
the plume to the ray, thereby resulting in a loss of
spatial resolution. This can explain why the lobes
appear connected in the RADT inversion but sep-
arated in the FADT inversion. The ray-based in-
version is forced to smear the boundaries of the
plume in order to fit data points associated with
rays passing near the plume boundaries. Note
also that the predicted bulk conductivity changes
are significantly lower in the ray-based tomo-
grams. This occurs because sensitivities are con-
centrated along the ray and overpredict the sensi-
tivity of each cell within the ray, resulting in a
poor amplitude recovery. The loss of spatial reso-

lution and poor amplitude recovery for RADT were also shown for a
synthetic case by Johnson et al. �2005�.

Comparison with fluid conductivity

Comparisons of normalized predicted bulk conductivity versus
normalized measured fluid conductivity at well A1 are shown in Fig-
ure 9. It is important to interpret these comparisons in context. The
support volumes for the fluid conductivity measurements are essen-
tially one-dimensional point values aligned at 25-cm intervals along
A1. In contrast, the radar support volume �i.e., the Fresnel volume� is
a 3D volume on the order of several cubic meters �Figure 2�. The
plume will be sensed during radar propagation and will be located in
the tomograms at the point where it reaches the Fresnel volume
boundary, but before it reaches A1, thereby resulting in a discrepan-
cy �or time lag� between radar and fluid conductivity measurements
made at a given time. In the FADT case, this data discrepancy is a
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Figure 8. �top row� B4–B1 FADT and �bottom row� RADT tomograms at �left column�
nine and �right column� 10 days after injection.
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consequence of the 2D inversion. If a 3D inversion was conducted,
there would be no discrepancy between the attenuation difference
and fluid conductivity data because the FADT method would ac-
count for out-of-plane sensitivities. Although we have conducted the
2D inversion in this case �and therefore the data discrepancy exists�,
it is useful to qualitatively compare the fluid conductivity measure-
ments to the inverse estimates at A1. For instance, the upper lobe
shown in the tomograms does not appear in the fluid conductivity
measurements. This suggests that the upper lobe has not yet reached
A1 but is within the Fresnel volume of the radar data. Thus, the lower

lobe �which has reached A1� is moving faster than the upper lobe,
which is consistent with the porosity structure of the BHRS �assum-
ing that the ratio of hydraulic conductivity to porosity is positively
correlated with porosity at the BHRS�. The fluid conductivity mea-
surements are also consistent with the tomographic structure of the
lower lobe. The conductivity peaks are colocated and the vertical ex-
tent of the predicted bulk conductivity change matches well with the
measured fluid conductivity change, at least to the depth where fluid
conductivity measurement are available. This is most evident in the
FADT inversions, which are less affected by smearing artifacts.

The negative portions of the tomograms
�which are somewhat hidden by the color scale in
Figure 8� are most likely tomographic artifacts.
We assume the negative lobes are artifacts be-
cause negative bulk conductivity changes are not
sensible given the nature of the tracer test �e.g., all
bulk conductivity changes should be positive�. In
addition, fluid conductivity measurements in the
monitoring wells indicate no negative changes in
fluid conductivity with respect to pretest levels.
The negative artifacts could possibly be removed
with a more advanced inversion technique �e.g.,
positivity constraints�, but no such inversion was
attempted in this work.

CONCLUSIONS

We have shown a practical application of at-
tenuation-difference tomography with the intent
of demonstrating the utility of Fresnel zone to-
mography versus traditional ray-based methods.
Although the tomographic images are interesting
on their own, they are not of much value unless
they can be used to give greater insight into the
distribution of subsurface properties, or other-
wise solve some problem. Attenuation-differ-
ence tomography is a useful tool for monitoring
the migration of conductively anomalous fluids
through the subsurface. However, in the current
state of the practice, using the tomographic imag-
es to infer something about subsurface properties
requires some type of interpretation, whether
mathematical or in the form of expert judgment.
For instance, we may wish to use the tomograms
to estimate the actual boundaries of the plume in
the tomographic plane, which are dependent
upon lateral and vertical hydraulic dispersivities,
or we may wish to generate pseudobreak through
curves based upon time lapse tomographic imag-
es for use in hydrogeologic parameter estimation
�which would require a bulk conductivity to fluid
conductivity petrophysical transform�. In any
case, the accuracy of the interpretation and con-
clusions based on the interpretation is dependent
upon the accuracy of the tomogram�s�.

By better representing the physics of wave
propagation in attenuation-difference tomogra-
phy, we can better leverage the information con-
tent in the radar data to produce more accurate es-
timates of the distribution of fluid conductivity
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anomalies. By producing more accurate tomograms, we can reduce
the possibility of interpretational errors. The field example presented
in this paper is illustrative in this regard. Although the Fresnel zone
and ray-based tomograms display the same general distribution of
conductivity changes, the Fresnel zone images suggest the plume
consists of two relatively compact lobes while the ray-based images
suggests the plume is more continuous and extensive. These two im-
ages could lead to significantly different inferences about the subsur-
face and the distribution of aquifer properties. For example, we may
conclude, based on the FADT tomograms, that there is a low hydrau-
lic conductivity wedge centered at approximately a 12-m depth
causing the separation of the plume into an upper and lower lobe.
The RADT tomograms do not suggest such a feature because the
lobes are more continuous, which may lead to the interpretation of a
more homogeneous subsurface. In addition, the RADT tomograms
may lead to erroneously large estimates of dispersivity values, be-
cause the boundaries of the plume must be extended in order to satis-
fy the data in the RADT method. Because the FADT images are
more accurate, we expect to gain more accurate knowledge about the
subsurface and reduce the possibility of false interpretation by em-
ploying Fresnel zone tomography.

Ideally, it would be possible to use tomographic GPR attenuation-
difference data directly to help calibrate flow and transport models
via joint inversion. Such a development would be a significant ad-
vancement in hydrogeophysics because tomographic radar data con-
tain a tremendous amount of information concerning the shape
plume, and thus the hydrogeologic properties that control the plumes
structure. We believe that the development of FADT is an important
step toward making possible the joint inversion of hydrogeologic
and GPR attenuation-difference data, not only because FADT more
accurately resolves plume dimensions, but also because FADT more
accurately recovers the magnitude of bulk-conductivity changes
than does RADT. Both of these advantages are important to elimi-
nate RADT-based inconsistencies between the attenuation-differ-
ence data and hydrogeologic or transport data that may be available.
For instance, consider a fluid conductivity measurement taken just
above the boundary of a plume, indicating that no tracer is present.
The RADT method may suggest tracer is present at that point be-
cause the datum feels the effects of the plume, but the ray does not
pass directly through the plume, leading to an inconsistency between
the measured fluid conductivity and the RADT data. A similar argu-
ment could be made concerning the magnitude of measured and
RADT predicted fluid conductivity values �assuming a valid bulk-
conductivity to fluid-conductivity transform were available�, be-
cause RADT significantly underpredicts bulk conductivity changes.
FADT resolves these issues, bringing the possibility of joint inver-
sion to calibrate groundwater models closer to reality.
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