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ERROR AND STABILITY ESTIMATES FOR

SURFACE-DIVERGENCE FREE RBF INTERPOLANTS

ON THE SPHERE

EDWARD J. FUSELIER, FRANCIS J. NARCOWICH, JOSEPH D. WARD,
AND GRADY B. WRIGHT

Abstract. Recently, a new class of surface-divergence free radial basis func-
tion interpolants has been developed for surfaces in ℝ3. In this paper, several
approximation results for this class of interpolants will be derived in the case
of the sphere, 𝕊2. In particular, Sobolev-type error estimates are obtained, as
well as optimal stability estimates for the associated interpolation matrices.
In addition, a Bernstein estimate and an inverse theorem are also derived.
Numerical validation of the theoretical results is also given.

1. Introduction

In [35], a new tool was developed, based on radial basis functions (RBFs), for
fitting a divergence-free vector field tangent to a two-dimensional orientable surface
𝒫 ⊂ 𝑅3 to samples of such a field taken at scattered sites on 𝒫. The central idea
in [35] was to construct positive definite kernels, “surface-divergence free RBFs”,
to obtain a surface-divergence free vector field to fit a given finite set of tangent
vectors on the surface 𝒫.

An important application for these new surface-divergence free kernel methods
is modeling the velocity field of an incompressible fluid whose flow is constrained
to the surface 𝒫. In this case, the incompressibility assumption gives rise to the
constraint that the velocity field has vanishing surface-divergence. This type of
problem arises in atmospheric sciences and oceanography in which case 𝒫 is the
entire surface of the sphere (𝕊2) or some portion of it. For example, the shallow
water wave equations describe the nonlinear flow of an incompressible fluid in a
single hydrostatic layer and are used not only as a simplified model for the horizontal
dynamics of the atmosphere [43], but also as a model for tidal motion [22]. The
incompressibility constraint also arises in the barotropic vorticity equations, which
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are used to model the 500-mb short-term weather forecasts in mid-latitudes [14, pp.
108–110]. These new surface-divergence free kernel methods could be used either
to interpolate velocity fields generated from simulations of these models, or directly
used in the simulation as the representation of the velocity fields.

Divergence-free RBFs and curl-free RBFs were introduced several years ago for
modeling velocity fields and the magnetic fields in ℝ3 [29]. However, when restricted
to a sphere or to a surface 𝒫, these RBFs, which are constructed to be divergence
free or curl free in ℝ3, lose those properties on 𝒫.

The specifics of the new method are as follows. Suppose that 𝒫 has a fixed
orientation and 𝑥 and 𝑦 belong to 𝒫. Let n𝑥 and n𝑦 denote the normals to 𝑥 and
𝑦, respectively, and for any vector a = [𝑎1, 𝑎2, 𝑎3]

𝑇 ∈ ℝ3 define

(1.1) Xa =

⎡⎣ 0 −𝑎3 𝑎2
𝑎3 0 −𝑎1
−𝑎2 𝑎1 0

⎤⎦ .

Note that for b ∈ ℝ3, Xa b = a× b. The surface-divergence free RBF is given by

(1.2) Ψ(𝑥, 𝑦) := Xn𝑥(−∇∇𝑇𝝍(𝑥− 𝑦)︸ ︷︷ ︸
Ψ𝑐𝑢𝑟𝑙

) X𝑇
n𝑦 = Xn𝑥 Ψ𝑐𝑢𝑟𝑙(𝑥− 𝑦) X𝑇

n𝑦 ,

where 𝝍 is a positive definite or an order 1 positive definite RBF. The kernel
Ψ𝑐𝑢𝑟𝑙 := −∇∇𝑇𝝍 is the negative of the 3D Hessian of 𝝍 and is a 3 × 3 matrix-
valued RBF whose columns are curl free [29, 8]. The kernel Ψ(𝑥, 𝑦) takes vectors
tangent to 𝒫 at 𝑦 and outputs vectors tangent at 𝑥. The output vector field is
surface-divergence free [35, Theorem 1].

Let 𝑋 = {𝑥1, . . . , 𝑥𝑁} ⊂ 𝒫 and suppose {t1, . . . , t𝑁} are the corresponding sam-
ples of some vector field tangent to 𝒫 at these points. Then the surface-divergence
free RBF interpolant to this data is given by

(1.3) t(𝑥) =
𝑁∑
𝑘=1

Ψ(𝑥, 𝑥𝑘)s𝑘,

where t(𝑥𝑗) = t𝑗 and s𝑗 is tangent to 𝒫 at 𝑥𝑗 , 𝑗 = 1, . . . , 𝑁 . These requirements
are met by solving the following linear system of equations for the s𝑘’s:

(1.4) t𝑗 =
𝑁∑
𝑘=1

Ψ(𝑥𝑗 , 𝑥𝑘)s𝑘, 𝑗 = 1, . . . , 𝑁.

In Theorem 2 of [35], it is shown that this linear system is positive definite, which
guarantees a unique solution. In the actual implementation of the method, one
can reduce the 3𝑁 × 3𝑁 linear system (1.4) to a 2𝑁 × 2𝑁 system by introducing
coordinates and bases for the various tangent planes of 𝒫 involved. In the specific
case of 𝒫 = 𝕊2, these details are reviewed in section 3.2; for a general orientable
surface 𝒫 see [35, §3.1].

There is a bonus. In addition to producing a fit of the t𝑗 ’s, these new interpolants
can also be used to obtain a stream function with level curves having the t𝑗 ’s as
tangents at the 𝑥𝑗 ’s at virtually no extra cost. This is important since in many
applications from oceanography and atmospheric sciences, it is sometimes more
desirable to model stream functions instead of velocity fields since they are a better
tool for analyzing flows and fluxes on the surface of the sphere (cf. [2, 11]).
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The details are as follows. Suppose the field has been fit, i.e., the coefficients
s𝑘 in (1.3) have been determined. Let Υ(𝑥, 𝑦) := ∇𝑇𝝍(𝑥 − 𝑦) X𝑇

n𝑦 and define the
scalar valued function

(1.5) 𝐹 (𝑥) :=

𝑁∑
𝑘=1

Υ(𝑥, 𝑥𝑘)s𝑘.

It follows immediately that the level curves of 𝐹 (𝑥) are tangent to the vector field
t(𝑥) at 𝑥 = 𝑥𝑗 , 𝑗 = 1, . . . , 𝑁 , and consequently 𝐹 (𝑥) is a stream function for t(𝑥).

In this paper the basic approximation properties of these kernels will be devel-
oped in the case that the surface 𝒫 is 𝕊2. In particular, Sobolev-type error bounds
are obtained when approximating a divergence-free function f by divergence-free
interpolants. In addition, optimal estimates on the smallest eigenvalue of the inter-
polation matrix are obtained, a Bernstein inequality together with inverse theorem
are derived and finally numerical results confirming the theoretical expectations
for both approximation rates and stability are presented. Prior work, related to
this paper, appeared in [7]. However, neither optimal error estimates nor stability
results were obtained in [7]. Moreover, the results could not be adapted to surfaces
other than the sphere.

This paper consists of five sections. Section 2 reviews spherical harmonics and
vector spherical harmonics, Sobolev spaces of vector fields, and develops the native
spaces needed to analyze both the stability of interpolation matrices as well as ap-
proximation error rates. In section 3 we obtain pointwise error bounds and discuss
stability for the interpolation matrices involved. For certain kernels, we show that
the stability is optimal. In section 4, we begin by obtaining Sobolev error estimates
for interpolation with surface-divergence free vector spherical polynomials. These
results are then applied to finding error estimates for functions too rough to be
in the native space, for those in the native space, and then for those smoother
than required for being in that space; i.e., the “doubling trick” introduced in [38].
Once we have done this, we will turn to Bernstein inequalities and corresponding
inverse theorems. Finally, section 5 contains numerical validation of the predicted
theoretical estimates for errors and for stability.

2. Function spaces on the sphere

Our notation for Sobolev spaces on ℝ𝑛 will follow [1]. If 𝑀 is a smooth manifold
and 𝑥 ∈ 𝑀 , we denote the space of tangent vectors to 𝑀 at 𝑥 by 𝑇𝑥𝑀 , and let 𝑇𝑀
denote the tangent bundle of 𝑀 . We will focus on the manifold 𝕊2. The geodesic
distance will be denoted by 𝑑(𝑥, 𝑦). The 𝐿2 inner product on the sphere will be
denoted by (⋅, ⋅). Vector fields will be written in boldface to distinguish them from
scalar functions. We will often view tangent vector fields to 𝕊2 as being embedded
in ℝ3. This should cause no confusion. When the context is clear we will use
“divergence” to mean “surface-divergence.” We denote the surface gradient by ∇∗

and the Laplace-Beltrami operator by Δ.
The operator n × ∇∗, where n is the unit normal to 𝕊2, is the generator of an

infinitesimal rotation about n. We will denote it by L. (In quantum mechanics,
L denotes −𝑖n×∇∗, which is the angular momentum operator.) There is another
important, well-known fact that we will need.
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Proposition 2.1. If f is a 𝐶1 tangential vector field on 𝕊2 such that div𝕊2(f) = 0,
then there is a function 𝑓 ∈ 𝐶2(𝕊2), unique up to an additive constant, such that
f = L 𝑓 .

Proof. By the Poincaré Lemma and the fact that 𝕊2 is simply connected, every
smooth, closed 1-form on 𝕊2 is exact. Moreover, div𝕊2(f) = 0 is equivalent to
f ×n ⋅𝑑x = 0, i.e., f ×n ⋅𝑑x is closed, and therefore exact. Thus there is a function
𝑓 ∈ 𝐶2(𝕊2) such that f × n = ∇∗𝑓 , from which we see that f = L 𝑓 . □

2.1. Scalar and vector spherical harmonics. Spherical harmonics are eigen-
functions of the Laplace-Beltrami operator on the sphere, and they form an or-
thonormal basis for 𝐿2(𝕊

𝑛) [6, 26]. We let {𝑌𝑙,𝑚∣1 ≤ 𝑚 ≤ 𝑑𝑙} denote the orthonor-
mal basis of spherical harmonics of degree 𝑙, which is the eigenspace corresponding
to the eigenvalue 𝜆𝑙 = 𝑙(𝑙 + 𝑛 − 1). Thus every function in 𝐿2(𝕊

𝑛) has a Fourier
representation of the form

𝑓(𝑥) =
∞∑
𝑙=0

𝑑𝑙∑
𝑚=1

𝑓(𝑙,𝑚)𝑌𝑙,𝑚(𝑥) with 𝑓(𝑙,𝑚) = (𝑓, 𝑌𝑙,𝑚) .

From this representation we also have various Sobolev spaces, whose norms are
given via

∥𝑓∥2𝐻𝜏 (𝕊𝑛) =

∞∑
𝑙=0

𝑑𝑙∑
𝑚=1

(1 + 𝜆𝑙)
𝜏 ∣𝑓(𝑙,𝑚)∣2.

In the case of 𝕊2, we have 𝑑𝑙 = 2𝑙 + 1 and 𝜆𝑙 = 𝑙(𝑙 + 1).
Sobolev spaces on the sphere can also be defined in terms of charts. Let 𝒜 =

{𝑈𝑗 , 𝜓𝑗}𝑁𝑗=1 be an atlas of charts for 𝑀 . With such an atlas, one always has

an associated partition of unity. That is, a collection {𝜒𝑗 : 𝕊𝑛 → ℝ}𝑁𝑗=1 of 𝐶∞

functions that satisfy

𝜒𝑗 ≥ 0, supp(𝜒𝑗) ⊆ 𝑈𝑗 ,
∑𝑁

1 𝜒𝑗 = 1 on 𝕊𝑛.

Also, for 𝑓 : 𝑀 → ℝ we define the projections 𝜋𝑗(𝑓) : ℝ
𝑛 → ℝ by

𝜋𝑗(𝜒𝑗𝑓) =

{
𝜒𝑗𝑓(𝜓

−1(𝑥)) 𝑥 ∈ 𝐵(0, 1),
0 otherwise.

The Sobolev space 𝑊 𝜏
𝑝 (𝕊

𝑛) can be defined by

𝑊 𝜏
𝑝 (𝕊

𝑛) :=
{
𝑓 ∈ 𝐿2(𝕊𝑛) : 𝜋𝑗(𝜒𝑗𝑓) ∈ 𝑊 𝜏

𝑝 (ℝ
𝑛) for 𝑗 = 1, . . . , 𝑁

}
.

The norm for this space is defined by

∥𝑓∥𝑊 𝜏
𝑝 (𝕊

𝑛) =

⎛⎝ 𝑁∑
𝑗=1

∥𝜋𝑗(𝜒𝑗𝑓)∥2𝑊 𝜏
𝑝 (ℝ

𝑛)

⎞⎠1/2

.

We should mention that the spaces are independent of the choice of charts, and
when different charts are used the norms are equivalent [21]. Further, we have
𝑊 𝜏

2 (𝕊
𝑛) = 𝐻𝜏 (𝕊𝑛) with equivalent norms [10, Chapter II].

There is a vectorial analogue of Fourier expansions on the sphere, where spher-
ical harmonics are replaced by vector spherical harmonics [6]. These are used in
electrodynamics [17, Section 16.2], although they are certainly less familiar than
the spherical harmonics.
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The vector spherical harmonics are arranged in three families, only one of which,
the surface-divergence free family, is employed here. We define them via the for-
mulas

y𝑙,𝑚 = L𝑌𝑙,𝑚/
√

𝑙(𝑙 + 1), 𝑙 = 1, 2, . . . , 𝑚 = 1, . . . , 2𝑙 + 1.

In addition, we define the spaces

(2.1) Σ𝑙 = span {y𝑙,𝑚 ∣ 1 ≤ 𝑚 ≤ 2𝑙 + 1} and Σ𝐿 =

𝐿⊕
𝑙=1

Σ𝑙 .

The y𝑙,𝑚’s are orthonormal in the sense that
∫
𝕊2
y𝑇𝑗,𝑘(𝑥)y𝑙,𝑚(𝑥)𝑑𝜇(𝑥) = 𝛿𝑗,𝑙𝛿𝑘,𝑚.

If f is in the 𝐿2 closure of the span of these vector spherical harmonics, then its
orthogonal series in the y𝑙,𝑚’s has (scalar) expansion coefficients given by

f̃(𝑙,𝑚) :=

∫
𝕊2

f𝑇 (𝑥)y𝑙,𝑚(𝑥)𝑑𝜇(𝑥).

Recall that by Proposition 2.1 every 𝐶1 divergence-free tangent field f has the

form f = L 𝑓 . To obtain the f̃(𝑙,𝑚)’s coefficients in terms of the corresponding

𝑓(𝑙,𝑚)’s, note that

f̃(𝑙,𝑚) =

∫
𝕊2

(L 𝑓)𝑇y𝑙,𝑚𝑑𝜇

=
1√

𝑙(𝑙 + 1)

∫
𝕊2

(n×∇∗𝑓) ⋅ (n×∇∗𝑌𝑙,𝑚)𝑑𝜇

=
1√

𝑙(𝑙 + 1)

∫
𝕊2

∇∗𝑓 ⋅ ∇∗𝑌𝑙,𝑚𝑑𝜇 =
(𝑓,−Δ𝑌𝑙,𝑚)√

𝑙(𝑙 + 1)
,

where the final step follows via integration by parts. Using −Δ𝑌𝑙,𝑚 = 𝑙(𝑙 + 1)𝑌𝑙,𝑚
in the last equation above then results in this:

(2.2) f̃(𝑙,𝑚) =
√

𝑙(𝑙 + 1)𝑓(𝑙,𝑚), 𝑙 ≥ 1.

One can also define Sobolev spaces for tangent vector fields in a way similar to
that for the scalar case. The only complication is that locally we have to deal with
vector-valued functions instead of scalar-valued functions [10]. Sobolev spaces of
vector fields will be denoted the same way as Sobolev spaces of scalar functions,
𝐻𝜏 (𝕊𝑛); the meaning will be clear from the context. By using the Fourier coeffi-
cients in (2.2), we see that the closure of the space of divergence-free vector fields,
denoted by 𝐻𝜏

𝑑𝑖𝑣(𝕊
𝑛), comprises all divergence-free vector fields in 𝐻𝜏 (𝕊𝑛) for which

(2.3) ∥f∥2𝐻𝜏
𝑑𝑖𝑣

:=

∞∑
𝑙=1

2𝑙+1∑
𝑚=1

(1 + 𝜆𝑙)
𝜏 ∣̃f(𝑙,𝑚)∣2 < ∞.

It is easy to show that when 𝜏 > 1 the functions in 𝐻𝜏
𝑑𝑖𝑣(𝕊

𝑛) are continuous.

2.2. Positive definite kernels and native spaces. A native space is a repro-
ducing kernel Hilbert space [13] associated with a kernel generated by a radial
basis function or a spherical basis function (SBF) [42]. SBFs are positive definite
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functions on the sphere with expansions of the form

𝜓(𝑥, 𝑦) =
∞∑
𝑙=0

𝜓(𝑙)
2𝑙+1∑
𝑚=1

𝑌𝑙,𝑚(𝑥)𝑌𝑙,𝑚(𝑦)︸ ︷︷ ︸
(2𝑙+1)𝑃𝑙(𝑥⋅𝑦)/(4𝜋)

, 𝜓(𝑙) > 0,

where 𝑃𝑙 is the Legendre polynomial of degree 𝑙. The identity 2𝑙+1
4𝜋 𝑃𝑙(𝑥 ⋅ 𝑦) =∑2𝑙+1

𝑚=1 𝑌𝑙,𝑚(𝑥)𝑌𝑙,𝑚(𝑦) is the familiar addition formula for spherical harmonics. This
shows that such 𝜓 are zonal, so we use the standard abuse of notation 𝜓(𝑥, 𝑦) =
𝜓(𝑥 ⋅ 𝑦). Our aim here is to discuss SBFs and their associated reproducing kernel
Hilbert spaces of divergence-free vector fields, and in addition discuss their rela-
tionship with native spaces of curl-free functions on ℝ3.

2.2.1. Surface-divergence free vector fields on 𝕊2. The kernel Ψ(𝑥, 𝑦) defined in
(1.2) is related to an SBF, as long as 𝝍 is an RBF; i.e., 𝝍(𝑥, 𝑦) = 𝝍(∣𝑥 − 𝑦∣). We
define the function 𝜓(𝑥, 𝑦) = 𝝍(∣𝑥− 𝑦∣)∣𝑥,𝑦∈𝕊2 . A quick calculation gives 𝜓(𝑥, 𝑦) =

𝝍(
√
2− 2(𝑥 ⋅ 𝑦)), which shows that 𝜓 is zonal, i.e., 𝜓(𝑥, 𝑦) = 𝜓(𝑥 ⋅𝑦). Also, by [30,

Corollary 4.3], 𝜓 is an SBF. Doing a straightforward computation yields Ψ(𝑥, 𝑦) =

L𝑥 L
𝑇
𝑦 𝜓(𝑥, 𝑦), where L𝑥 and L𝑦 operate on the 𝑥 and 𝑦 variables, respectively.

This is a special case of the following. Let 𝜓(𝑥, 𝑦) be an SBF and define Ψ(𝑥, 𝑦) :=

L𝑥 L
𝑇
𝑦 𝜓(𝑥, 𝑦). This kernel can be expanded in a series of divergence-free vector

spherical harmonics,

Ψ(𝑥, 𝑦) =

∞∑
𝑙=1

𝜓(𝑙)

2𝑙+1∑
𝑚=1

L𝑥 𝑌𝑙,𝑚(𝑥)L𝑇𝑦 𝑌𝑙,𝑚(𝑦)

=
∞∑
𝑙=1

𝑙(𝑙 + 1)𝜓(𝑙)
2𝑙+1∑
𝑚=1

y𝑙,𝑚(𝑥)y𝑇𝑙,𝑚(𝑦).

Requiring that 𝜓(𝑙) = 𝒪(𝑙−4−𝜖) is enough to ensure that the kernel is continuous
in both arguments.

This kernel is strictly positive definite. Given an arbitrary set of tangent vectors
{s𝑗} corresponding to the discrete set of points 𝑋, we have

𝑁∑
𝑗,𝑘=1

s𝑇𝑗 Ψ(𝑥𝑗 , 𝑥𝑘)s𝑘 =

∞∑
𝑙=1

𝑙(𝑙 + 1)𝜓(𝑙)

2𝑙+1∑
𝑚=1

𝑁∑
𝑗,𝑘=1

s𝑇𝑗 y𝑙,𝑚(𝑥𝑗)y
𝑇
𝑙,𝑚(𝑥𝑘)s𝑘

=
∞∑
𝑙=1

𝑙(𝑙 + 1)𝜓(𝑙)
2𝑙+1∑
𝑚=1

∣∣∣∣∣∣
𝑁∑
𝑗=1

s𝑇𝑗 y𝑙,𝑚(𝑥𝑗)

∣∣∣∣∣∣
2

≥ 0.(2.4)

Proving that Ψ is strictly positive definite requires showing that equality holding
in the last line above implies that s𝑘 = 0 for 𝑘 = 1, . . . , 𝑁 . If equality does hold,
then, because each term in the sum is nonnegative, each must vanish. Moreover,

since 𝜓(𝑙) > 0, we may divide by it to obtain
∑𝑁

𝑗=1 s
𝑇
𝑗 y𝑙,𝑚(𝑥𝑗) = 0, which holds

for all 𝑙 ≥ 1 and 𝑚 = 1, . . . , 2𝑙 + 1. Next, it is easy to show that one may choose a
smooth, divergence-free vector field g on 𝕊2 that is supported in a small neighbor-
hood about a fixed 𝑥𝑘. The neighborhood should not contain any other points of
𝑋, and the vector field should satisfy g(𝑥𝑘) = s𝑘. One may then use g’s expansion
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in the y𝑙,𝑚’s to see that

∥s𝑘∥2 =
∑
𝑗

s𝑇𝑗 g(𝑥𝑗)︸ ︷︷ ︸
s𝑘𝛿𝑘,𝑗

=
∑
𝑙,𝑚

g̃(𝑙,𝑚)
∑
𝑗

s𝑇𝑗 y𝑙,𝑚(𝑥𝑗)︸ ︷︷ ︸
0

= 0,

The native space associated with Ψ(𝑥, 𝑦) = L𝑥 L
𝑇
𝑦 𝜓(𝑥, 𝑦) is defined to be 𝒩Ψ,

where
(2.5)

𝒩Ψ :=

{
f ∈ 𝐻0

𝑑𝑖𝑣 :

∞∑
𝑙=1

2𝑙+1∑
𝑚=1

∣̃f(𝑙,𝑚)∣2
𝑙(𝑙 + 1)𝜓(𝑙)

< ∞
}

, (f ,g)𝒩Ψ
=

∞∑
𝑙=1

2𝑙+1∑
𝑚=1

f̃(𝑙,𝑚)g̃(𝑙,𝑚)

𝑙(𝑙 + 1)𝜓(𝑙)
.

It is straightforward to show that the following holds.

Theorem 2.2. Let 𝜓 be an SBF satisfying 𝜓(𝑙) = 𝒪(𝑙−4−𝜖). Then 𝒩Ψ, given
above together with its inner product, is the native space (RKHS) associated with
Ψ. Moreover, Ψ is a reproducing kernel for 𝒩Ψ in the sense that, for all t𝑥 ∈ 𝑇𝑥𝕊

2

and f ∈ 𝒩Ψ, this holds:

(2.6) (f ,Ψ(⋅, 𝑥)t𝑥)𝒩Ψ
= t𝑇𝑥 f(𝑥).

This result has several consequences. Recall that by Proposition 2.1 every 𝐿2

surface-divergence free function satisfies f = L 𝑓 for a scalar function 𝑓 . It is not
hard to show that f ∈ 𝒩Ψ if and only if 𝑓 ∈ 𝒩𝜓, where 𝜓 is the SBF that generates

Ψ. Further, by comparing the Fourier coefficients involved, if 𝑓(0) = 0, then one
has ∥f∥2𝒩Ψ

= ∥𝑓∥2𝒩𝜓 . This is not surprising given similar results in the scalar case

[42, Theorem 16.9].
Another consequence of Theorem 2.2 is that, when it is combined with (2.3),

we can easily relate the native spaces to Sobolev spaces. In fact, we have a more
general result relating native spaces for two SBFs. The proof of the corollary below,
which is a straightforward consequence of the equality in (2.4), will be omitted.

Corollary 2.3. Let 𝜙 and 𝜓 be SBFs for which there is a constant 𝑎 > 0 such that

𝜓(𝑙) ≤ 𝑎𝜙(𝑙) for all 𝑙 ≥ 0. Then,

∥
𝑁∑
𝑗=1

Ψ(⋅, 𝑥𝑗)s𝑗∥2Ψ ≤ 𝑎∥
𝑁∑
𝑗=1

Φ(⋅, 𝑥𝑗)s𝑗∥2Φ.

Moreover, if 𝜓(𝑙) ∼ 𝜙(𝑙), then 𝒩Ψ = 𝒩Φ, with equivalent norms. Finally, for
Sobolev spaces we have that if

(2.7) 𝜓(𝑙) ∼ (1 + 𝑙(𝑙 + 1))−(𝜏+1),

where 𝜏 > 1, then 𝑁Ψ = 𝐻𝜏
𝑑𝑖𝑣(𝕊

2), with equivalent norms.

2.2.2. Curl-free vector fields on ℝ3 and lifting from 𝕊2 to ℝ3. So far, we have not
connected the case in which Ψ comes from an SBF 𝜓 to the case in which an RBF
𝝍 generates Ψ, and hence Ψ𝑐𝑢𝑟𝑙 via (1.2). We want to do that now.

The native space for Ψ𝑐𝑢𝑟𝑙 = −∇∇𝑇𝝍 is discussed in [9, §3.2]; it will play an
important role here. Let the RBF 𝝍 be in 𝐶2 ∩ 𝐿1 and, in addition, suppose that
Δℝ3𝝍 ∈ 𝐿1. Define the space

𝒩Ψ𝑐𝑢𝑟𝑙 := {f : ∇× f = 0 and

∫
ℝ3

∣𝜉𝑇 f̂(𝜉)∣2
∣𝜉∣4𝝍(𝜉)

𝑑3𝜉 < ∞}
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and equip it with the inner product

(f ,g)Ψ𝑐𝑢𝑟𝑙 := (2𝜋)−3/2

∫
ℝ3

𝜉𝑇 f̂(𝜉)𝜉𝑇 ĝ(𝜉)

∣𝜉∣4𝝍(𝜉)
𝑑3𝜉.

The space 𝒩Ψ𝑐𝑢𝑟𝑙 is then a reproducing kernel Hilbert space, with Ψ𝑐𝑢𝑟𝑙(𝑥, 𝑦) being
the reproducing kernel in the sense that if c ∈ ℝ3 and f ∈ 𝒩Ψ𝑐𝑢𝑟𝑙 , then c

𝑇 f(𝑥) =
(f ,Ψ𝑐𝑢𝑟𝑙(⋅, 𝑥)c)Ψ𝑐𝑢𝑟𝑙 .

There is a relationship between the native spaces for Ψ and Ψ𝑐𝑢𝑟𝑙 that allows us
to connect or “lift” native space results from 𝕊2 to ℝ3. This will be very important
later on. Let 𝑥 ∈ 𝕊2, n𝑥 be the outward normal to 𝕊2, and let s𝑥 be in 𝑇𝑥𝕊

2. Then,
define

s̀𝑥 := n𝑥 × s𝑥.

When 𝑥, 𝑦 ∈ 𝕊2 and s𝑥 and s𝑦 are tangent vectors at 𝑥 and 𝑦, then from (1.2),
one has that the kernels Ψ and Ψ𝑐𝑢𝑟𝑙 satisfy s

𝑇
𝑥Ψ(𝑥, 𝑦)s𝑦 = s̀𝑇𝑥Ψ𝑐𝑢𝑟𝑙(𝑥, 𝑦)s̀𝑦. Conse-

quently, for an arbitrary set of tangent vectors {s𝑗}𝑁𝑗=1 corresponding to the discrete
set of points 𝑋, it follows that

(2.8)

𝑁∑
𝑗,𝑘=1

s𝑇𝑗 Ψ(𝑥𝑗 , 𝑥𝑘)s𝑘 =

𝑁∑
𝑗,𝑘=1

s̀𝑇𝑗 Ψ𝑐𝑢𝑟𝑙(𝑥𝑗 , 𝑥𝑘)s̀𝑘.

Because Ψ and Ψ𝑐𝑢𝑟𝑙 are reproducing kernels, the previous equation also has the
form

(2.9) ∥
𝑁∑
𝑗=1

Ψ(⋅, 𝑥𝑗)s𝑗∥2Ψ = ∥
𝑁∑
𝑗=1

Ψ𝑐𝑢𝑟𝑙(⋅, 𝑥𝑗)s̀𝑗∥2Ψ𝑐𝑢𝑟𝑙 .

3. Pointwise error estimates and optimal stability

Error estimates of the interpolation process typically take place at the native
space level first. In this case, the natural tool to use is the so-called power function,
which we introduce shortly in the case of vector fields on the sphere. The “power
function” technique is based on general approximation techniques in a Hilbert space
set forth in a paper by Golumb and Weinberger [13]. There are numerous publi-
cations that use the power function to obtain error estimates for RBFs and SBFs,
and we mention only a few [18, 23, 45]. Our approach will be based on the concept
of norming sets [18, 32].

Even though we will be working on 𝕊2, for convenience extrinsic coordinates will
be used and tangent vectors will be viewed as being embedded in ℝ3. Define the
space

𝑉𝑋,Ψ :=

⎧⎨⎩
𝑁∑
𝑗=1

Ψ(⋅, 𝑥𝑗)s𝑗 : s𝑗 ∈ 𝑇𝑥𝑗𝕊
2

⎫⎬⎭ .

For any continuous vector field f , we let 𝐼𝑋 f ∈ 𝑉𝑋,Ψ denote the interpolant of f on
𝑋. Let c ∈ ℝ3 be tangent to the sphere at the point 𝑥 ∈ 𝕊2. Given f ∈ 𝒩Ψ and
g ∈ 𝑉𝑋,Ψ, one can use the reproducing kernel property of Ψ together with f − 𝐼𝑋f
being perpendicular to 𝑉𝑋,Ψ to get the following:

∣c𝑇 (f(𝑥)− 𝐼𝑋f(𝑥))∣ =
∣∣(f − 𝐼𝑋f ,Ψ(⋅, 𝑥)c)𝒩Ψ

∣∣ = ∣∣(f − 𝐼𝑋f ,Ψ(⋅, 𝑥)c− g)𝒩Ψ

∣∣
≤ ∥f − 𝐼𝑋f∥𝒩Ψ

∥Ψ(⋅, 𝑥)c− g∥𝒩Ψ
.

≤ ∥f∥𝒩Ψ
∥Ψ(⋅, 𝑥)c− g∥𝒩Ψ

.
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This leads to the estimate

∣c𝑇 (f(𝑥)− 𝐼𝑋f(𝑥))∣ ≤ 𝑃Ψ,𝑋,c(𝑥) ∥f∥𝒩Ψ
,

where
𝑃Ψ,𝑋,c(𝑥) := inf

g∈𝑉𝑋,Ψ
∥Ψ(⋅, 𝑥)c− g∥𝒩Ψ

is called the power function. A careful analysis of the power function is central for
the derivation of the pointwise error estimates.

The error estimates obtained in this section will be quite limited in scope when
compared to those in the later sections. However, this exercise will not be in
vain; one can also use the bounds on the power function to show that the stability
estimates from the previous section are, in some sense, the best possible.

A simple Markov inequality will be useful throughout the rest of this section.
Recall that at a point 𝑥 the surface curl-gradient is given by L = n × ∇∗. Also,
every spherical harmonic of degree 𝑙 is given by the restriction of a homogeneous
harmonic polynomial of degree 𝑙 on ℝ3 to the sphere. Using these facts one can
show that each Cartesian coordinate of L𝑌𝑙,𝑚 is in Σ𝑙. One may therefore use
the scalar Markov inequality derived in [18, Equation 7] to obtain the following
vectorial Markov inequality for y ∈ Σ𝐿:

(3.1) ∣y(𝑥)− y(𝑦)∣𝑙∞ ≤ 𝑙 𝑑(𝑥, 𝑦) ∥y∥∞.

3.1. Norming sets. Norming sets were first introduced in the context of RBFs
and SBFs in [18]. They are useful for dealing with error estimates. A more general
version of them, which applies to other types of reproducing kernels, is given in [32]
and will be the one employed here.

Definition 3.1. Let 𝑉 be finite dimensional normed linear space and let 𝑍 ⊂ 𝑉 ∗

be a finite set of 𝑁 functionals. We say that 𝑍 is a norming set for 𝑉 if the mapping
𝑇 : 𝑉 → 𝑇 (𝑉 ) ⊂ 𝑅𝑁 defined by 𝑇 (𝑣) = (𝑧(𝑣))𝑧∈𝑍 is injective.

The mapping 𝑇 is known as the sampling operator for 𝑍. If 𝑍 is a norming
set for 𝑉 , then 𝑇−1 exists on the range of 𝑇 . The norm of 𝑇−1 is known as the
norming constant. The main result on norming sets is as follows.

Proposition 3.2. Suppose 𝑉 is a finite-dimensional normed linear space and 𝑍 =
{𝑧1, 𝑧2, . . . , 𝑧𝑁} is a norming set for 𝑉 , and let 𝑇 be the corresponding sampling
operator. For every 𝜆 ∈ 𝑉 ∗ there exists a vector 𝑢 ∈ ℝ𝑁 depending only on 𝜆 such
that, for every 𝑣 ∈ 𝑉 ,

𝜆(𝑣) =
𝑁∑
𝑖=1

𝑢𝑗𝑧𝑗 and ∥𝑢∥ℝ𝑁∗ ≤ ∥𝜆∥∥𝑇−1∥.

Proof. See Proposition 3.4 in [32]. □
For each 𝑥𝑗 ∈ 𝑋, let c𝑗 ∈ 𝑇𝑥𝑗 (𝕊

2). For our purposes, 𝑉 and 𝑍 will be given by

(3.2) 𝑉 = Σ𝐿, 𝑍 =
{
𝑐𝑗𝑖𝛿𝑥𝑗

}
𝑥𝑗∈𝑋, 1≤𝑖≤3

.

Next consider 𝑍 as functionals on 𝐶(𝕊2), which motivates us to use the 𝑙∞ norm
on 𝑅𝑁 . Therefore, the dual norm of ℝ𝑁 is given by the 𝑙1 norm.

Proposition 3.3. Suppose 𝑋 ⊂ 𝕊2 is finite with mesh norm satisfying ℎ𝑋 ≤ 1/2𝐿.
Let 𝑍 be as in (3.2). Then 𝑍 is a norming set of Σ𝐿 with norming constant bounded
by 2.
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Proof. This proof follows the proof of [18, Proposition 1], with the only difference
being that here we use the vectorial Markov inequality from (3.1). □

Now we apply Proposition 3.2 to get the following corollary.

Corollary 3.4. For ℎ𝑋 satisfying ℎ𝑋 ≤ 1/(2𝐿) and any continuous linear func-

tional 𝜆 on Σ𝐿 with ∥𝜆∥ = 1, there exists {c𝑗 ∈ 𝑇𝑥𝑗 (𝕊
2)}𝑁𝑗=1 with

∑𝑁
𝑗=1 ∥c𝑗∥1 ≤ 2

such that

𝜆(y) =

〈
𝑁∑
𝑗=1

c𝑇𝑗 𝛿𝑥𝑗 ,y

〉
,

for all y ∈ Σ𝐿.

In order to prove a bound on the power function, we will need a few elementary
results concerning the matrix-valued function L𝑥 L

𝑇
𝑦 𝑃𝑙(𝑥, 𝑦).

Lemma 3.5. Let 𝑐 ∈ ℝ3 and 𝑙 ∈ ℕ. Then

(3.3) L𝑥 L
𝑇
𝑦 𝑃𝑙(𝑥, 𝑦) =

4𝜋

2𝑙 + 1

2𝑙+1∑
𝑘=1

L𝑌𝑙,𝑘(𝑥)L
𝑇 𝑌𝑙,𝑘(𝑦)

and

(3.4) ∥L𝑥 L𝑇𝑦 𝑃𝑙(𝑥, 𝑦)𝑐∥2 ≤ 𝑙(𝑙 + 1)∥𝑐∥2.
Proof. Using the Addition Theorem, one may represent L𝑥 L

𝑇
𝑦 𝑃𝑙(𝑥, 𝑦) as

L𝑥 L
𝑇
𝑦 𝑃𝑙(𝑥, 𝑦) = L𝑥 L

𝑇
𝑦

(
4𝜋

2𝑙 + 1

2𝑙+1∑
𝑘=1

𝑌𝑙,𝑘(𝑥)𝑌𝑙,𝑘(𝑦)

)

=
4𝜋

2𝑙 + 1

2𝑙+1∑
𝑘=1

L𝑌𝑙,𝑘(𝑥)L
𝑇 𝑌𝑙,𝑘(𝑦).

For the bound in (3.4), see [6, Equation 12.6.5]. □

Theorem 3.6. Let 𝜆 = c𝑇 𝛿𝑥 be a continuous linear functional on 𝐶(𝕊2), where
∥c∥1 = 1. For ℎ𝑋 satisfying ℎ𝑋 ≤ 1/(2𝐿), there exists vectors c𝑗 ∈ 𝑇𝑥𝑗𝕊

2, 1 ≤ 𝑗 ≤
𝑁 , so that for all y ∈ Σ𝐿,

(3.5)

〈
𝜆−

𝑁∑
𝑗=1

c𝑇𝑗 𝛿𝑥𝑗 ,y

〉
= 0 and

𝑁∑
𝑗=1

∥c𝑗∥1 ≤ 2.

Further, the power function 𝑃Ψ,𝑋,c(𝑥) can be bounded by

∣𝑃Ψ,𝑋,c(𝑥)∣2 ≤ 9

4𝜋

∑
𝑙>𝐿

𝜓(𝑙)𝑙(𝑙+ 1)(2𝑙 + 1).

Proof. The results in (3.5) are a direct result of Corollary 3.4. Let g be the Riesz

representer of the continuous linear functional −c𝑇 𝛿𝑥 +
∑𝑁

𝑗=1 c
𝑇
𝑗 𝛿𝑥𝑗 in 𝒩Ψ. If we

define c0 = −c and 𝑥0 = 𝑥, g is given by

g =
𝑁∑
𝑗=0

Ψ(⋅, 𝑥𝑗)c𝑗 .
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Before proceeding, note that (3.5) gives us (g,y)𝒩Ψ
= 0 for all y ∈ Σ𝐿. In partic-

ular, g̃(𝑙,𝑚) = 0 for all 𝑙 ≤ 𝐿. One can bound the power function with

∣𝑃Ψ,𝑋,c(𝑥)∣2 ≤ ∥g∥2𝒩Ψ
=

∞∑
𝑙=𝐿+1

2𝑙+1∑
𝑚=1

g̃(𝑙,𝑚)2

𝜓(𝑙)𝑙(𝑙+ 1)

=

∞∑
𝑙=𝐿+1

𝜓(𝑙)𝑙(𝑙+ 1)

2𝑙+1∑
𝑚=1

g̃(𝑙,𝑚)2

(𝜓(𝑙)𝑙(𝑙+ 1))2
.

A straightforward computation of g̃(𝑙,𝑚) yields

g̃(𝑙,𝑚) = 𝜓(𝑙)𝑙(𝑙+ 1)

𝑁∑
𝑗=0

c𝑇𝑗 y𝑙,𝑚(𝑥𝑗).

Now use this and (3.3) to get

2𝑙+1∑
𝑚=1

g̃(𝑙,𝑚)2

(𝜓(𝑙)𝑙(𝑙+ 1))2
=

2𝑙+1∑
𝑚=1

∣∣∣∣∣∣
𝑁∑
𝑗=0

c𝑇𝑗 y𝑙,𝑚(𝑥𝑗)

∣∣∣∣∣∣
2

=

2𝑙+1∑
𝑚=1

∑
𝜇,𝜈

c𝑇𝜇
[
y𝑙,𝑚(𝑥𝜇)y

𝑇
𝑙,𝑚(𝑥𝜈)

]
c𝜈

=
1

𝑙(𝑙 + 1)

∑
𝜇,𝜈

c𝑇𝜇

[
2𝑙+1∑
𝑚=1

L𝑌𝑙,𝑚(𝑥𝜇)L
𝑇 𝑌𝑙,𝑚(𝑥𝜈)

]
c𝜈

=
2𝑙 + 1

4𝜋𝑙(𝑙 + 1)

∑
𝜇,𝜈

c𝑇𝜇 L𝑥 L
𝑇
𝑦 𝑃𝑙(𝑥𝜇, 𝑥𝜈)c𝜈 .

Next, use the fact that 𝑙1 norms are larger than 𝑙2 norms and the bound in (3.4) to
get

2𝑙+1∑
𝑚=1

g̃(𝑙,𝑚)2

(𝜓(𝑙)𝑙(𝑙+ 1))2
≤ 2𝑙 + 1

4𝜋𝑙(𝑙 + 1)

∑
𝜇,𝜈

∣c𝑇𝜇 L𝑥 L𝑇𝑦 𝑃𝑙(𝑥𝜇, 𝑥𝜈)c𝜈 ∣

≤ 2𝑙 + 1

4𝜋𝑙(𝑙 + 1)

∑
𝜇,𝜈

∥c𝜇∥2∥L𝑥 L𝑇𝑦 𝑃𝑙(𝑥𝜇, 𝑥𝜈)c𝜈∥2

≤ 2𝑙 + 1

4𝜋

∑
𝜇,𝜈

∥c𝜇∥2∥c𝜈∥2 =
2𝑙 + 1

4𝜋

∑
𝜇,𝜈

∥c𝜇∥1∥c𝜈∥1

=
2𝑙 + 1

4𝜋

(
𝑁∑
𝜈=0

∥c𝜈∥1
)2

.

To finish the bound, use (3.5) to get
∑𝑁

𝑗=0 ∥c𝑗∥1 = 1 +
∑𝑁

𝑗=1 ∥c𝑗∥1 ≤ 3. Putting
all these inequalities together gives the result. □

The direct consequences of this theorem are twofold. First, one can express
the pointwise error of a function in the native space and its divergence-free SBF

interpolant in terms of the mesh norm. Second, if the function 𝜓 satisfies 𝜓(𝑙) ∼
(1+ 𝑙(𝑙+1))−(𝜏+1) and 𝐿 is chosen so that 1/(2+ 2𝐿) ≤ ℎ𝑋 ≤ 1/2𝐿, then we have
the estimate

∥f − 𝐼𝑋f∥2∞ ≤ 𝐶ℎ2𝜏−2
𝑋 ∥f∥2𝒩Ψ

.

Note that in this case the native space is equal to 𝐻𝜏
𝑑𝑖𝑣(𝕊

2). These are the optimal
orders of ℎ𝑋 in pointwise error for a function of this smoothness.
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3.2. Optimal stability. In this section we explore the stability of the interpolation
matrix, denoted by 𝐴𝑋,Ψ, through its spectral condition number. Our methods are
only valid in the case where the scalar kernel 𝜓 is the restriction to 𝕊2 of a positive
definite function on ℝ3. For practical purposes, this is a mild restriction. Indeed,
as discussed in section 2.2.1, many SBFs can be obtained by restricting RBFs to
spheres. For the remainder of this section, we will assume that the SBF 𝜓 is the
restriction of an RBF 𝝍 : ℝ3 → ℝ to the sphere. In this case, stability estimates
result from “lifting” the problem from the sphere back to ℝ3.

We will relate the minimum eigenvalue of 𝐴𝑋,Ψ to the minimum eigenvalue of
𝐴𝑋,Ψ𝑐𝑢𝑟𝑙 . Recall that Ψ𝑐𝑢𝑟𝑙 = −∇∇𝑇𝝍 is the 3× 3 matrix kernel defined in (1.2);
it can be used to generate curl-free interpolants on ℝ3. We will make use of the
following result.

Proposition 3.7 ([9, Theorem 7]). Let 𝝍 be an even, positive definite function,

which possesses a positive Fourier transform 𝝍 ∈ 𝐶(ℝ𝑛/0). With the function

𝑀(𝜎) := inf
∥𝜉∥2≤𝜎

𝝍(𝜉)

a lower bound on 𝜆min(𝐴𝑋,Ψ𝑐𝑢𝑟𝑙) is given by

𝜆min(𝐴𝑋,Ψ𝑐𝑢𝑟𝑙) ≥
(

𝜎2

16𝜋

)(𝑛+2)/2
𝑀(𝜎)𝜋

(4𝜋)𝑛Γ ((𝑛+ 2)/2)

for any 𝜎 > 0 satisfying

𝜎 ≥ 𝐶/𝑞𝑋,ℝ𝑛 .

Here the constant 𝐶 is independent of 𝑋 and 𝝍.

We begin with a brief review of how to set up the 2𝑁 ×2𝑁 interpolation matrix.
Let f be a tangent vector field. We define the data vectors by d𝑗 = f(𝑥𝑗) for all
𝑥𝑗 ∈ 𝑋. We look for an interpolant of the form

𝐼𝑋f =

𝑁∑
𝑘=1

Ψ(𝑥, 𝑥𝑘)c𝑘,

where each c𝑘 is tangent to 𝕊2 at 𝑥𝑘. The interpolation conditions then become

(3.6)

𝑁∑
𝑘=1

Ψ(𝑥𝑗 , 𝑥𝑘)c𝑘 = d𝑗 , 𝑗 = 1, . . . , 𝑁.

It is tempting to try and solve this directly, but note that multiplication of c𝑘
by Ψ(𝑥𝑗 , 𝑥𝑘) zeros out any normal component of c𝑘, so the system (3.6) will be
singular unless we incorporate the fact that we are dealing with tangent vectors.
To fix this, at each 𝑥𝑘 we will choose a right-handed orthonormal 3-frame. Let
n𝑘 be normal to 𝕊2 at 𝑥𝑘 and choose e𝑘 to be a unit tangent vector. Now let
f𝑘 = n𝑘 × e𝑘, which makes {e𝑘, f𝑘,n𝑘} our frame. With this frame one can expand
the coefficient vectors in terms of an appropriate basis:

c𝑘 = 𝛼𝑘e𝑘 + 𝛽𝑘f𝑘 and d𝑗 = 𝛾𝑗e𝑗 + 𝛿𝑗f𝑗 .

Next, define c̃𝑘 = (𝛼𝑘, 𝛽𝑘)
𝑇 and d̃𝑗 = (𝛾𝑗 , 𝛿𝑗). In general, if t𝑘 ∈ 𝑇𝑥𝑘𝕊

2, then t̃𝑘
will denote its corresponding 2-dimensional vector in terms of the basis {e𝑘, f𝑘,n𝑘}.
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The interpolation conditions then become

𝑁∑
𝑘=1

⎛⎝e𝑇𝑗
f𝑇𝑗

⎞⎠Ψ(𝑥𝑗 , 𝑥𝑘) (e𝑘 f𝑘) c̃𝑘 = d̃𝑗 , 𝑗 = 1, . . . , 𝑁.

Now define 𝐴𝑗,𝑘 to be the following 2× 2 matrix

𝐴𝑗,𝑘 =

⎛⎝e𝑇𝑗
f𝑇𝑗

⎞⎠Ψ(𝑥𝑗 , 𝑥𝑘) (e𝑘 f𝑘) .

Finally, define the matrix 𝐴𝑋,Ψ to be the 2𝑁 × 2𝑁 matrix whose blocks are given
by 𝐴𝑗,𝑘. This is the matrix in whose stability we are interested. The stability will
be determined by bounding the minimum eigenvalue from below. Since the matrix
𝐴𝑋,Ψ is symmetric and positive definite, this amounts to measuring the quadratic
form

c̃𝑇𝐴𝑋,Ψc̃.

The interpolation matrix is directly related to the curl-free RBF interpolation
matrix in ℝ3, denoted by 𝐴𝑋,Ψ𝑐𝑢𝑟𝑙 . We will show that any eigenvalue of 𝐴𝑋,Ψ is
also an eigenvalue of 𝐴𝑋,Ψ𝑐𝑢𝑟𝑙 . Once this is established, we will use Proposition 3.7
to estimate the minimal eigenvalue of 𝐴𝑋,Ψ.

Let c̃ be a unit eigenvector of 𝐴𝑋,Ψ with corresponding eigenvalue 𝜆. Let c̃𝑘 be
the 2 vector whose components are given by the 𝑘th 2-block of c̃. Let c𝑘 be the
usual representation of c̃𝑘 in ℝ3, and define c to be the 3𝑁 × 1 vector whose 𝑘th
3-component block is given by c𝑘. We have

𝜆 = c̃𝑇𝐴𝑋,Ψc̃ =
∑
𝑗,𝑘

c̃𝑇𝑗 𝐴𝑗,𝑘c̃𝑘 =
∑
𝑗,𝑘

c̃𝑇𝑗

⎛⎝e𝑇𝑗
f𝑇𝑗

⎞⎠Ψ(𝑥𝑗 , 𝑥𝑘) (e𝑘 f𝑘) c̃𝑘

=
∑
𝑗,𝑘

c𝑇𝑗 Ψ(𝑥𝑗 , 𝑥𝑘)c𝑘.(3.7)

Rewriting Ψ in terms of Ψ𝑐𝑢𝑟𝑙, one continues with (3.7) to get∑
𝑗,𝑘

c𝑇𝑗

(
𝑋𝑇
𝑥𝑗Ψ𝑐𝑢𝑟𝑙(𝑥𝑗 , 𝑥𝑘)𝑋𝑥𝑘

)
c𝑘 =

∑
𝑗,𝑘

(c𝑗 × 𝑥𝑗)
𝑇
Ψ𝑐𝑢𝑟𝑙(𝑥𝑗 , 𝑥𝑘)(c𝑘 × 𝑥𝑘)

=
∑
𝑗,𝑘

c̀𝑇𝑗 Ψ𝑐𝑢𝑟𝑙(𝑥𝑗 , 𝑥𝑘)c̀𝑘,

where c̀𝑘 = c𝑘 × 𝑥𝑘. This gives us the following estimate for 𝜆,

(3.8) 𝜆 =
∑
𝑗,𝑘

c̀𝑇𝑗 Ψ𝑐𝑢𝑟𝑙(𝑥𝑗 , 𝑥𝑘)c̀𝑘 = c̀𝑇𝐴𝑋,Ψ𝑐𝑢𝑟𝑙 c̀ ≥ 𝜆𝑚𝑖𝑛(𝐴𝑋,Ψ𝑐𝑢𝑟𝑙)∥c̀∥22,

where 𝜆𝑚𝑖𝑛(𝐴𝑋,Ψ𝑐𝑢𝑟𝑙) is the minimal eigenvalue of 𝐴𝑋,Ψ𝑐𝑢𝑟𝑙 . Also, one can easily
determine that ∥c̀∥22 = 1. Indeed, recall that c𝑘 is tangent to the sphere and 𝑥𝑘 is a
unit vector, giving us ∥c𝑘∥2 = ∥c̀𝑘∥2. It follows that ∥c∥2 = ∥c̀∥2. Also, note that
∥c̃∥2 = ∥c∥2, so ∥c̀∥2 = 1. With this estimate we have the following theorem.

Theorem 3.8. Let 𝝍 be an even positive definite function, which possesses a pos-

itive Fourier transform 𝝍 ∈ 𝐶(ℝ3/0). Define 𝜓 by 𝜓(𝑥, 𝑦) := 𝝍(𝑥, 𝑦)∣𝕊2×𝕊2 and let
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Ψ be the divergence-free SBF on 𝕊2 generated by 𝜓. With the function

𝑀(𝜎) := inf
∥𝜉∥2≤𝜎

𝝍(𝜉),

a lower bound on 𝜆𝑚𝑖𝑛(𝐴𝑋,Ψ) is given by

𝜆𝑚𝑖𝑛(𝐴𝑋,Ψ) ≥
(

𝜎2

16𝜋

)5/2
𝑀(𝜎)𝜋

(4𝜋)3Γ (5/2)

for any 𝜎 > 0 satisfying

𝜎 ≥ 𝐶/𝑞𝑋,𝕊2 .

Here the constant 𝐶 is independent of 𝑋 and 𝝍.

Proof. The result follows from Proposition 3.7, the subsequent discussion, and the
fact that 𝑞𝑋,ℝ3 ≤ 𝑞𝑋,𝕊2 . □

Note that when 𝝍 satisfies

(3.9) 𝝍(𝜉) ∼ (1 + ∥𝜉∥22)−(𝜏+ 3
2 ),

then 𝜓 will satisfy (2.7), causing 𝒩Ψ = 𝐻𝜏
𝑑𝑖𝑣(𝕊

2) [30, Sect. 4.2] and [28, Sect. 4].
If we apply the theorem to this situation, we get the following corollary.

Corollary 3.9. If the Fourier transform of the RBF 𝝍 satisfies (3.9), then the
smallest eigenvalue of the interpolation matrix 𝐴𝑋,Ψ can be bounded by

𝜆𝑚𝑖𝑛(𝐴𝑋,Ψ) ≥ 𝐶𝑞2𝜏−2
𝑋 ,

where 𝐶 is a constant independent of 𝑋 and 𝝍.

The following remark concerns the orders of 𝑞𝑋 in this estimate. In the scalar
theory, when the kernel 𝝍 gives rise to a Sobolev space 𝐻𝜏 (ℝ𝑛), the resulting
stability estimate is

𝜆𝑚𝑖𝑛(𝐴𝑋,𝝍) ≥ 𝐶𝑞2𝜏−𝑛𝑋 .

In our case, the kernel Ψ generates a native space that is a subset of a Sobolev
space of order 𝜏 , and the dimension of the underlying space is 2. Therefore, the
orders in Corollary 3.9 should be of no surprise.

Second, one can use the bounds on the power function to show that the stability
estimates given above are the best possible. To see this, one needs to derive an
“uncertainty relation” similar to the one discovered by Schaback in the scalar-
valued theory [39]. Given a point set 𝑋, a point 𝑥1 ∈ 𝑋 and 𝑐1 ∈ 𝑇𝑥1

(𝕊2), one can
estimate the power function 𝑃Ψ,𝑋∖𝑥1,𝑐1(𝑥1) in terms of the minimal eigenvalue of
𝐴𝑋,Ψ. Indeed, assuming ∥𝑐1∥2 = 1 and using the fact that Ψ is the reproducing
kernel for 𝒩Ψ we have

[
𝑃Ψ,𝑋∖𝑥1,𝑐1(𝑥1)

]2
= inf

g∈𝐹𝑋∖𝑥1
∥Ψ(⋅, 𝑥1)𝑐1 − g∥2𝒩Ψ

= inf
𝑐𝑗∈𝑇𝑥𝑗 (𝕊2)

𝑁∑
𝑗,𝑘=1

𝑐𝑇𝑗 Ψ(𝑥𝑗 , 𝑥𝑘)𝑐𝑘

≥ inf
𝑐𝑗∈𝑇𝑥𝑗 (𝕊2)

𝜆𝑚𝑖𝑛(𝐴𝑋,Ψ)

⎛⎝1 +
𝑁∑
𝑗=2

∥𝑐𝑗∥22

⎞⎠ = 𝜆𝑚𝑖𝑛(𝐴𝑋,Ψ)

≥ 𝐶1 𝑞
2𝜏−2
𝑋 ,
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where the last equality follows from Corollary 3.9. Also, the bounds proved in
Theorem 3.6 give [

𝑃Ψ,𝑋∖{𝑥1},𝑐(𝑥1)
]2 ≤ 𝐶2 ℎ

2𝜏−2
𝑋∖{𝑥1}.

Assuming the points in 𝑋 are quasi-uniform, we get

(3.10) 𝐶1 𝑞
2𝜏−2
𝑋 ≤ 𝜆min(𝐴𝑋,Ψ) ≤ 𝐶2 𝑞

2𝜏−2
𝑋 ,

which shows that the stability estimates are sharp.

4. Sobolev error estimates

Until recent years one shortcoming of RBF error estimates was that they were
only valid for target functions within the associated native space. However, this
has been partially overcome, both on ℝ𝑛 and on the sphere in the scalar valued
case [30, 20, 27, 34]. In all of these cases, the results hold when the RBF or SBF
kernel gives rise to a native space equivalent to a Sobolev space. In this section
we will first discuss a variety of Sobolev error estimates for functions too rough to
be in the native space, for those in the native space, and for those smoother than
required for being in that space. Once we have done this, we will turn to Bernstein
inequalities and corresponding inverse theorems.

4.1. Approximation with surface-divergence free vector spherical poly-
nomials. The idea of searching for a band-limited approximating interpolant on
scattered data was first introduced in [31]. Not only is this an interesting result
in its own right, but it turns out to be quite useful in “escaping” Sobolev native
spaces, both on ℝ𝑛 and on the sphere [34, 27]. It was shown in [8] that one can do
something similar for divergence-free and curl-free functions on ℝ𝑛.

In these works, even for scattered data, the maximum frequency bandwidth, or
Nyquist frequency, required was inversely proportional to the separation radius. For
spherical harmonics in general, the index 𝑙 plays the role of a frequency and 𝐿 cor-
responds to a frequency bandwidth. The divergence-free “band-limited” functions
on the sphere are just the vector spherical polynomials in Σ𝐿. Now it is the goal
here to prove the theorem below, which states that one can simultaneously approx-
imate and interpolate with functions in Σ𝐿. The proof of this theorem requires
some preparation and will be postponed until that is done.

Theorem 4.1. Let 𝜏 > 1 and let 𝑞 = 𝑞𝑋 for 𝑋 = {𝑥𝑗}𝑁𝑗=1 ⊂ 𝕊2. For every

divergence-free function f ∈ 𝐻𝜏
𝑑𝑖𝑣(𝕊

2), there exists a constant 𝜅, which depends only
on 𝜏 , such that if 𝐿 ≥ 𝜅/𝑞, then there is a divergence-free spherical polynomial
p ∈ Σ𝐿 such that p∣𝑋 = f ∣𝑋 and p is a near-best approximate to f in the sense
that

∥f − p∥𝐻𝜏
𝑑𝑖𝑣(𝕊

2) ≤ (1 + 2𝐶𝜏 ) dist𝐻𝜏
𝑑𝑖𝑣(𝕊

2)(f ,Σ𝐿),

where 𝐶𝜏 is a constant depending only on 𝜏 .

In [27], the authors used a “lifting” technique to relate native space norms for an
SBF on 𝕊𝑛 to a corresponding RBF on ℝ𝑛+1. These lifts are valid when the SBF
of interest is obtained by restricting an RBF to 𝕊𝑛. We wish to use a similar lifting
technique here, but modified to take advantage of the relationship between surface-
divergence free kernels on 𝕊2 and curl-free kernels on ℝ3 discussed in section 2.2.2.
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Before proceeding, we need to discuss the notation that we will use here. Let
𝜏 > 1 and let it be fixed throughout. Next, let 𝜎 > 0 and let 𝐿 > 0 be an integer.
Define the RBFs 𝝍𝜏 and 𝝍𝜏,𝜎 via
(4.1)

𝝍𝜏 (𝑥) :=

∫
ℝ3

𝑒𝑖𝑥⋅𝜉𝑑3𝜉
(2𝜋)3/2(1 + ∣𝜉∣2)𝜏+ 3

2

and 𝝍𝜏,𝜎(𝑥) :=

∫
∣𝜉∣≤𝜎

𝑒𝑖𝑥⋅𝜉𝑑3𝜉
(2𝜋)3/2(1 + ∣𝜉∣2)𝜏+ 3

2

.

Let 𝜓𝜏 , Ψ𝜏 , Ψ𝑐𝑢𝑟𝑙,𝜏 be the SBF, divergence-free SBF, and curl-free RBF corre-
sponding to 𝝍𝜏 , and similarly those corresponding to 𝝍𝜏,𝜎. In addition, take

𝜓𝜏,𝐿(𝑥 ⋅ 𝑦) =
∑𝐿

𝑙=0 𝜓𝜏 (𝑙)
2𝑙+1
4𝜋 𝑃𝑙(𝑥 ⋅ 𝑦). Do the same for the other kernels. Note

that both Ψ𝜏,𝐿 and Ψ𝜏,𝜎,𝐿 are vector spherical polynomials in Σ𝐿. There are sev-
eral facts concerning these kernels that we will employ in the proof of the theorem.

Lemma 4.2. With the RBFs in (4.1) and 𝜏 > 1, we have that 𝑁Ψ𝜏 = 𝐻𝜏
𝑑𝑖𝑣(𝕊

2),
with equivalent norms. In addition, there is a constant 𝐿0 > 0 such that if 𝐿 ≥ 𝐿0

and 𝜎 ≤ 𝑒−1𝐿, then, with s̀𝑗 = n𝑗 × s𝑗 , we have

∥
∑
𝑗

(Ψ𝜏 (⋅, 𝑥𝑗)−Ψ𝜏,𝐿(⋅, 𝑥𝑗))s𝑗∥2Ψ𝜏 ≤ 2∥
∑
𝑗

(Ψ𝑐𝑢𝑟𝑙,𝜏 (⋅, 𝑥𝑗)−Ψ𝑐𝑢𝑟𝑙,𝜏,𝜎(⋅, 𝑥𝑗))s̀𝑗∥2Ψ𝑐𝑢𝑟𝑙,𝜏 .

Proof. By [28, Proposition 4.2], we have that 𝜓𝜏 (𝑙) ∼ (1 + 𝑙(𝑙 + 1))−𝜏−1. Thus
Corollary 2.3 implies that 𝑁Ψ𝜏 = 𝐻𝜏

𝑑𝑖𝑣(𝕊
2), with equivalent norms. Next, from the

definitions of 𝒩Ψ𝜏 and Ψ𝜏,𝐿, one can compute the norm on the left above to get
(4.2)

∥
∑
𝑗

(Ψ𝜏 (⋅, 𝑥𝑗)−Ψ𝜏,𝐿(⋅, 𝑥𝑗))s𝑗∥2Ψ𝜏 =
∞∑

𝑙=𝐿+1

𝑙(𝑙 + 1)𝜓𝜏 (𝑙)
2𝑙+1∑
𝑚=1

∣∣∣∣∣∣
𝑁∑
𝑗=1

s𝑇𝑗 y𝑙,𝑚(𝑥𝑗)

∣∣∣∣∣∣
2

.

By [27, Equation 4.13] and the discussion preceding it, there is an 𝐿0 > 0 such that

for all 𝐿 ≥ 𝐿0 we have that 𝜓𝜏,𝜎(𝑙) ≤ 1
2𝜓𝜏 (𝑙), or equivalently,

𝜓𝜏 (𝑙) ≤ 2(𝜓𝜏 (𝑙)− 𝜓𝜏,𝜎(𝑙)),

holds whenever 𝑙 ≥ 𝐿 and 𝜎 ≤ 𝑒−1𝐿. Using this, we continue with (4.2) to get

≤ 2

∞∑
𝑙=𝐿+1

𝑙(𝑙 + 1)(𝜓𝜏 (𝑙)− 𝜓𝜏,𝜎(𝑙))

2𝑙+1∑
𝑚=1

∣∣∣∣∣∣
𝑁∑
𝑗=1

s𝑇𝑗 y𝑙,𝑚(𝑥𝑗)

∣∣∣∣∣∣
2

< 2

∞∑
𝑙=1

𝑙(𝑙 + 1)(𝜓𝜏 (𝑙)− 𝜓𝜏,𝜎(𝑙))

2𝑙+1∑
𝑚=1

∣∣∣∣∣∣
𝑁∑
𝑗=1

s𝑇𝑗 y𝑙,𝑚(𝑥𝑗)

∣∣∣∣∣∣
2

= 2
∑
𝑗,𝑘

s𝑇𝑗 (Ψ𝜏 −Ψ𝜏,𝜎)(𝑥𝑗 , 𝑥𝑘)s𝑘

= 2
∑
𝑗,𝑘

s̀𝑇𝑗 (Ψ𝑐𝑢𝑟𝑙,𝜏 −Ψ𝑐𝑢𝑟𝑙,𝜏,𝜎)(𝑥𝑗 , 𝑥𝑘)s̀𝑘,

where the last line above follows from (2.8). Also, a direct calculation with Fourier
transforms shows that the right side in the last line equals ∥∑𝑗(Ψ𝑐𝑢𝑟𝑙,𝜏 (⋅, 𝑥𝑗) −
Ψ𝑐𝑢𝑟𝑙,𝜏,𝜎(⋅, 𝑥𝑗))s̀𝑗∥2Ψ𝑐𝑢𝑟𝑙,𝜏 . Using this in conjunction with the chain of equations

above completes the proof. □
We will use the following proposition, whose proof can be found in [31].
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Proposition 4.3. Let 𝒴 be a (possibly complex) Banach Space, 𝒱 a subspace of
𝒴, and 𝑍∗ a finite dimensional subspace of 𝒴∗, the dual of 𝒴. If for every 𝑧∗ ∈ 𝑍∗

and some 𝛽 > 1, 𝛽 independent of 𝑧∗,

(4.3) ∥𝑧∗∥𝒴∗ ≤ 𝛽∥𝑧∗∣𝒱∥𝒱∗ ,

then for 𝑦 ∈ 𝒴 there exists 𝑣 ∈ 𝒱 such that 𝑣 interpolates 𝑦 on 𝑍∗; that is, 𝑧∗(𝑦) =
𝑧∗(𝑣) for all 𝑧∗ ∈ 𝑍∗. In addition, 𝑣 approximates 𝑦 in the sense that ∥𝑦 − 𝑣∥𝒴 ≤
(1 + 2𝛽)dist(𝑦,𝒱).

This result will be applied to the following setup

𝒴 = 𝐻𝜏
𝑑𝑖𝑣(𝕊

2), 𝒱 = Σ𝐿, 𝑍∗ = span
{
s𝑇𝑗 𝛿𝑥𝑗 : 𝑥𝑗 ∈ 𝑋, s𝑗 ∈ 𝑇𝑥𝑗𝕊

2
}
.

Proof of Theorem 4.1. The proof follows along the lines of that for [27, Theorem
5.1], with modifications, of course. First note that, by Lemma 4.2, the Sobolev
space 𝐻𝜏

𝑑𝑖𝑣(𝕊
2) = 𝒩Ψ𝜏 , with equivalent norms. Therefore, we have

∥
∑
𝑗

s𝑇𝑗 𝛿𝑥𝑗∥𝐻𝜏
𝑑𝑖𝑣(𝕊

2)∗ ∼ ∥
∑
𝑗

s𝑇𝑗 𝛿𝑥𝑗∥𝒩∗
Ψ𝜏

= ∥
∑
𝑗

Ψ𝜏 (⋅, 𝑥𝑗)s𝑗∥Ψ𝜏 .

Similarly,

∥
∑
𝑗

s𝑇𝑗 𝛿𝑥𝑗 ∣Σ𝐿∥Σ∗
𝐿
∼ ∥
∑
𝑗

Ψ𝜏,𝐿(⋅, 𝑥𝑗)s𝑗∥Ψ𝜏 .

To simplify the notation, let g :=
∑

𝑗 Ψ𝜏 (⋅, 𝑥𝑗)s𝑗 , g𝐿 :=
∑

𝑗 Ψ𝜏,𝐿(𝑥⋅, 𝑥𝑗)s𝑗 , g𝑐𝑢𝑟𝑙 :=∑
𝑗 Ψ𝑐𝑢𝑟𝑙,𝜏 (⋅, 𝑥𝑗)s̀𝑗 , and g𝑐𝑢𝑟𝑙,𝜏,𝜎 :=

∑
𝑗 Ψ𝑐𝑢𝑟𝑙,𝜏,𝜎(𝑥⋅, 𝑥𝑗)s̀𝑗 . Our aim is to obtain an

estimate on the maximum of the left ratio below,

∥∑𝑗 s
𝑇
𝑗 𝛿𝑥𝑗∥𝐻𝜏

𝑑𝑖𝑣(𝕊
2)∗

∥∑𝑗 s
𝑇
𝑗 𝛿𝑥𝑗 ∣Σ𝐿∥Σ∗

𝐿

≤ 𝐶𝜏
∥g∥Ψ𝜏
∥g𝐿∥Ψ𝜏

,

where 𝐶𝜏 depends on the norm equivalences between the two spaces. It is easy to
show that g and g − g𝐿 are orthogonal in 𝒩Ψ𝜏 , so we have ∥g𝐿∥2Ψ𝜏 = ∥g∥2Ψ𝜏 −
∥g − g𝐿∥2Ψ𝜏 . Therefore, finding an estimate of the form (4.3) here is equivalent to
finding one of the form

(4.4)
∥g − g𝐿∥2Ψ𝜏

∥g∥2Ψ𝜏
≤ 1− 1

𝛾2
,

where 𝛽/ℂ𝜏 ∼ 𝛾. By (2.9) and Lemma 4.2, with 𝐿 sufficiently large and 𝜎 ≤ 𝑒−1𝐿,
we have that

(4.5)
∥g − g𝐿∥2Ψ𝜏

∥g∥2Ψ𝜏
≤ 2

∥g𝑐𝑢𝑟𝑙 − g𝑐𝑢𝑟𝑙,𝜎∥2Ψ𝑐𝑢𝑟𝑙,𝜏
∥g𝑐𝑢𝑟𝑙∥2Ψ𝑐𝑢𝑟𝑙,𝜏

.

It was recently shown that the space 𝐻̃
𝜏+1/2
𝑐𝑢𝑟𝑙 (ℝ3) is a reproducing kernel Hilbert

space with the matrix-valued kernel, Ψ𝑐𝑢𝑟𝑙,𝜏 [9, Corollary 1]. That is, 𝐻̃
𝜏+1/2
𝑐𝑢𝑟𝑙 (ℝ3) =

𝒩Ψ𝑐𝑢𝑟𝑙,𝜏 , with the same inner product. The ratio on the right above was estimated
in proving [8, Lemma 2] (technically it was shown when the kernel is divergence
free, but the curl-free case is identical). In our notation, the result obtained was

∥g𝑐𝑢𝑟𝑙 − g𝑐𝑢𝑟𝑙,𝜎∥2Ψ𝑐𝑢𝑟𝑙,𝜏
∥g𝑐𝑢𝑟𝑙∥2Ψ𝑐𝑢𝑟𝑙,𝜏

≤ 𝐶1

(
𝜎𝑞𝑋,ℝ3

)3−2(𝜏+1/2)
,
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where 𝐶1 is a constant depending only on 𝜏 and 𝑞𝑋,ℝ3 is the Euclidean separation
radius for 𝑋 as a subset of ℝ3. Note that 𝑞𝑋,ℝ3 ≥ (2/𝜋)𝑞𝑋 . Choosing 𝜎 = 𝑒−1𝐿 in
(4.5), which is as large as possible, then yields

∥g − g𝐿∥2Ψ𝜏
∥g∥2Ψ𝜏

≤ 𝐶2(𝐿𝑞𝑋)2−2𝜏 .

Now choose 𝐿 = 𝜅/𝑞𝑋 , where 𝜅 is a constant large enough so that the right-hand
side above is less than 3/4. Thus, we have 𝛾 = 2 and we have proven that an
estimate of the form (4.4) holds with 𝛽 = 2𝐶𝜏 . Thus an application of Proposition
4.3 gives the result. □

We end this section with some observations from Theorem 4.1 that will be useful
later. We will use 𝐶 to represent an arbitrary constant that depends only on 𝜏 .
First, if p is the interpolant to f ∈ 𝐻𝜏

𝑑𝑖𝑣 from Σ𝐿, then

(4.6) ∥f − p∥𝐻𝜏
𝑑𝑖𝑣(𝕊

2) ≤ 𝐶∥f∥𝐻𝜏
𝑑𝑖𝑣(𝕊

2),

Also, one can relate higher ordered norms of p to the norm of f via a Bernstein
inequality. For 𝑠 ≥ 𝜏 , the Bernstein inequality ∥p∥𝐻𝑠

𝑑𝑖𝑣(𝕊
2) ≤ 𝐿𝜏−𝑠∥p∥𝐻𝜏

𝑑𝑖𝑣(𝕊
2) holds.

Since 𝐿 ∼ 𝑞𝑋 , it follows that

∥p∥𝐻𝑠
𝑑𝑖𝑣(𝕊

2) ≤ 𝐶𝑞𝜏−𝑠𝑋 ∥p∥𝐻𝜏
𝑑𝑖𝑣(𝕊

2).

If we add and subtract f to p on the right-hand side, use Theorem 4.1 and the
previous inequality, then applying the triangle inequality gives us

(4.7) ∥p∥𝐻𝑠
𝑑𝑖𝑣(𝕊

2) ≤ 𝐶𝑞𝜏−𝑠𝑋 ∥f∥𝐻𝜏
𝑑𝑖𝑣(𝕊

2).

4.2. Error estimates within the native space. Finding error within the native
space has historically been done by bounding the power function. However, in the
case when the native space is Sobolev, we can make use of a recent result relating
the norm of a Sobolev function defined on a domain of ℝ𝑛 with many zeros to its
norm in another Sobolev space. Here is a statement of that result, and its proof
can be found in [33].

Proposition 4.4. Let 𝑘 be a positive integer, 0 ≤ 𝑠 < 1, and define 𝜏 = 𝑘 + 𝑠.
Also, let 1 ≤ 𝑝 < ∞, 1 ≤ 𝑞 ≤ ∞, and let 𝜇 be an integer satisfying 𝑘 > 𝜇+ 𝑛/𝑝, or
𝑝 = 1 and 𝑘 ≥ 𝜇+𝑛. Also, let 𝑋 ⊂ Ω be a discrete set with mesh norm ℎ𝑋,Ω. Then
there is a constant depending only on Ω such that if ℎ𝑋,Ω ≤ 𝐶Ω and if 𝑢 ∈ 𝑊 𝜏

𝑝 (Ω)
satisfies 𝑢∣𝑋 = 0, then

(4.8) ∣𝑢∣𝑊𝜇
𝑞 (Ω) ≤ 𝐶ℎ

𝜏−𝜇−𝑛(1/𝑝−1/𝑞)+
𝑋 ∣𝑢∣𝑊 𝜏

𝑝 (Ω)
,

where (𝑥)+ = 𝑥 if 𝑥 ≥ 0 and is 0 otherwise. Here the constant 𝐶 is independent of
ℎ𝑋,Ω and 𝑢.

We have stated the result in a slightly stronger form that in [33], in lieu of
remarks made in [34]. By using this proposition on each component of a vector
field, we get a similar result for vector-valued functions. Also, by mapping to ℝ𝑛

via charts, we gain the ability to apply the proposition to vector fields on any
compact manifold.
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Theorem 4.5. Let 𝜏 , 𝜇, and 𝑞 be as in Proposition 4.4 with 𝑛 = 𝑝 = 2. Let f be
a divergence-free function on 𝕊2, and let 𝐼𝑋 f be its divergence-free SBF interpolant
on 𝑋. If f ∈ 𝐻𝜏

𝑑𝑖𝑣(𝕊
2), then

∥f − 𝐼𝑋f∥𝑊𝜇
𝑞 (𝕊2) ≤ 𝐶ℎ

𝜏−𝜇−2(1/2−1/𝑞)+
𝑋 ∥f∥𝐻𝜏 (𝕊2).

Proof. We will use the chart definition of Sobolev spaces to map to ℝ2 via charts,
use Proposition 4.4 to estimate the error on ℝ2, and then move back to the sphere.
However, in doing this, error estimates in terms of the mesh norm of the image
of subsets of 𝑋 in ℝ2 will be obtained instead of the mesh norm on the sphere.
Luckily, an atlas 𝒜 = {𝑈𝑗 , 𝜓𝑗}𝑀𝑗=1 can be chosen so that if (𝑈𝑗 , 𝜓𝑗) is a chart on
the sphere, then an estimate of the form

(4.9) ℎ𝜓𝑗(𝑋∩𝑈𝑗),𝜓𝑗(𝑈𝑗) ≤ 𝐶ℎ𝑋

holds, where 𝐶 is a constant independent of 𝑋. For a proof, see [19, Proposition
3.2].

Let {𝜒𝑗 : 𝕊2 → ℝ2}𝑀𝑗=1 be the partition of unity associated with 𝒜, and let 𝜋𝑗
be the projection operator associated with 𝜒𝑗 . Then the norm of the error is given
by

∥f − 𝐼𝑋f∥𝑊𝜇
𝑞 (𝕊2) =

⎛⎝ 𝑀∑
𝑗=1

∥𝜋𝑗(𝜒𝑗(f − 𝐼𝑋f))∥2𝑊𝜇
𝑞 (ℝ2)

⎞⎠1/2

.

We will estimate the error on each patch. Since the support of 𝜒𝑗 is contained in
𝑈𝑗 for all 𝑗, we have

∥𝜋𝑗(𝜒𝑗(f − 𝐼𝑋f))∥2𝑊𝜇
𝑞 (ℝ2) = ∥𝜋𝑗(𝜒𝑗(f − 𝐼𝑋f))∥2𝑊𝜇

𝑞 (𝜓𝑗(𝑈𝑗))
.

Note that 𝜋𝑗(𝜒𝑗(f − 𝐼𝑋 f)) is a Sobolev function with many zeros on the set 𝜓𝑗(𝑋 ∩
𝑈𝑗). Applying Proposition 4.4 and using (4.9) gives us

∥𝜋𝑗(𝜒𝑗(f − 𝐼𝑋f))∥𝑊𝜇
𝑞 (𝜓𝑗(𝑈𝑗)) ≤ 𝐶ℎ

𝜏−𝜇−2(1/2−1/𝑞)+
𝑋 ∥𝜋𝑗(𝜒𝑗(f − 𝐼𝑋f))∥𝑊 𝜏

2 (𝜓𝑗(𝑈𝑗))
,

where the constant is independent of 𝑋 and f . Applying this estimate to all patches
and using the fact that 𝑊 𝜏

2 (𝕊
2) is norm equivalent to 𝐻𝜏 (𝕊2) gives us

∥f − 𝐼𝑋f∥𝑊𝜇
𝑞 (𝕊2) ≤ 𝐶ℎ

𝜏−𝜇−2(1/2−1/𝑞)+
𝑋 ∥f − 𝐼𝑋f∥𝐻𝜏 (𝕊2).

Now recall that for kernels that satisfy (2.7), the native space is equal to 𝐻𝜏
𝑑𝑖𝑣(𝕊

2)
with equivalent norms. Now use this and the fact that the RBF interpolants have
a best approximation property to get

∥f − 𝐼𝑋f∥𝐻𝜏 (𝕊2) ≤ 𝐶∥f − 𝐼𝑋f∥𝒩Ψ
≤ 𝐶∥f∥𝒩Ψ

≤ 𝐶∥f∥𝐻𝜏 (𝕊2).

This completes the proof. □

Often in applications the target function is much smoother than functions in the
native space. In this case, there is a “doubling” trick from spline theory that can
be used to dramatically increase the order of ℎ𝑋 in the error estimates [25, 38].

Corollary 4.6. Let 𝜏 and 𝜇 be given as in Theorem 4.5. Let f ∈ 𝐻2𝜏−𝜇
𝑑𝑖𝑣 (𝕊2), where

0 ≤ 𝜇 ≤ 𝜏 . Then

∥f − 𝐼𝑋f∥𝐻𝜇(𝕊2) ≤ 𝐶ℎ
2(𝜏−𝜇)
𝑋 ∥f∥𝐻2𝜏−𝜇(𝕊2).
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Proof. The proof of Theorem 4.5 gives the estimate

(4.10) ∥f − 𝐼𝑋f∥2𝐻𝜇(𝕊2) ≤ 𝐶ℎ
2(𝜏−𝜇)
𝑋 ∥f − 𝐼𝑋f∥2𝐻𝜏 (𝕊2).

Recall that 𝒩Ψ = 𝐻𝜏
𝑑𝑖𝑣(𝕊

2) with equivalent norms, and 𝜓(𝑙) ∼ (1 + 𝑙2)−(𝜏+1).
The fact that 𝒩Ψ is a reproducing kernel Hilbert space with kernel Ψ and a quick
Cauchy-Schwarz inequality gives

∥f − 𝐼𝑋f∥2𝐻𝜏 (𝕊2) ≤ 𝐶∥f − 𝐼𝑋f∥2𝒩Ψ
= 𝐶 (f − 𝐼𝑋f , f)𝒩Ψ

= 𝐶
∞∑
𝑙=1

2𝑙+1∑
𝑚=1

˜(f − 𝐼𝑋f)(𝑙,𝑚)f̃(𝑙,𝑚)

𝜓(𝑙)𝑙(𝑙+ 1)

= 𝐶
∞∑
𝑙=1

2𝑙+1∑
𝑚=1

˜(f − 𝐼𝑋f)(𝑙,𝑚)𝑙𝜇
˜(f − 𝐼𝑋f)(𝑙,𝑚)f̃(𝑙,𝑚)

𝑙𝜇𝜓(𝑙)𝑙(𝑙+ 1)

≤ 𝐶∥f − 𝐼𝑋f∥𝐻𝜇(𝕊2)∥f∥𝐻2𝜏−𝜇(𝕊2).

Combining this with (4.10) yields the result. □

4.3. Error estimates outside of the native space. With the band-limited re-
sults and error estimates in the previous section, we are now able to state and prove
the main result.

Theorem 4.7. Let 𝜏 ≥ 𝛽 > 1 and let 𝜓 be an SBF satisfying (2.7). Also, let
𝑋 = {𝑥𝑗}𝑁𝑗=1 ⊂ 𝕊2 be a set of distinct points with mesh norm ℎ𝑋 , separation radius

𝑞𝑋 and mesh ratio 𝜌𝑋 = ℎ𝑋/𝑞𝑋 . If f ∈ 𝐻𝛽
𝑑𝑖𝑣(𝕊

2), and if 𝜇 is an integer such that
0 ≤ 𝜇 ≤ ⌊𝛽⌋ − 1, we have

∥f − 𝐼𝑋f∥𝑊𝜇
𝑞 (𝕊2) ≤ 𝐶𝜌𝜏−𝛽𝑋 ℎ

𝛽−𝜇−2(1/2−1/𝑞)+
𝑋 ∥f∥𝐻𝛽(𝕊2).

Proof. Using similar arguments as in the proof of Theorem 4.5, since f − 𝐼𝑋 f is a
continuous Sobolev function with many zeros, the choices of 𝛽 and 𝜇 allow us to
apply Proposition 4.4 to get

∥f − 𝐼𝑋f∥𝑊𝜇
𝑞 (𝕊2) ≤ 𝐶ℎ

𝛽−𝜇−2(1/2−1/𝑞)+
𝑋 ∥f − 𝐼𝑋 f∥𝐻𝛽(𝕊2).

The remainder of the proof boils down to estimating ∥f − 𝐼𝑋 f∥𝐻𝛽(𝕊2). Let p be the
polynomial interpolant to f from Theorem 4.1. Since p∣𝑋 = f ∣𝑋 , then 𝐼𝑋 f is also
an interpolant to p, giving that 𝐼𝑋 f = 𝐼𝑋p. Using this and a triangle inequality,
we have

∥f − 𝐼𝑋f∥𝐻𝛽(𝕊2) ≤ ∥f − p∥𝐻𝛽(𝕊2) + ∥p− 𝐼𝑋p∥𝐻𝛽(𝕊2).

It is now our aim to estimate the two terms on the right-hand side of this inequality.
The first one is easily bounded by using (4.6). For the second term, note that p is
in every Sobolev space, and use Theorem 4.5 to obtain

∥p− 𝐼𝑋p∥𝐻𝛽(𝕊2) ≤ 𝐶ℎ𝜏−𝛽𝑋 ∥p∥𝐻𝜏 (𝕊2).

Further, we can apply the Bernstein inequality in (4.7) to get

𝐶ℎ𝜏−𝛽𝑋 ∥p∥𝐻𝜏 (𝕊2) ≤ 𝐶ℎ𝜏−𝛽𝑋 𝑞𝛽−𝜏𝑋 ∥f∥𝐻𝛽(𝕊2) = 𝐶𝜌𝜏−𝛽𝑋 ∥f∥𝐻𝛽(𝕊2).

These facts result in the estimate

∥f − 𝐼𝑋 f∥𝐻𝛽(𝕊2) ≤ 𝐶𝜌𝜏−𝛽𝑋 ∥f∥𝐻𝛽(𝕊2),

which finishes the proof. □
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4.4. A Bernstein inequality and an inverse theorem. In this section we
present two results. The first is a Bernstein-type inequality for functions in the
space

𝑉𝑋,Ψ =

⎧⎨⎩
𝑁∑
𝑗=1

Ψ(⋅, 𝑥𝑗)s𝑗 ∣𝑥𝑗 ∈ 𝑋, s𝑗 ∈ 𝑇𝑥𝑗 (𝕊
2)

⎫⎬⎭ .

This result can then be used to establish the second theorem, which is an inverse
theorem characterizing the class of functions that can be approximated by certain
divergence-free SBFs.

Before we present our Bernstein inequality, we state a simple but useful by-
product of applying Hölder’s inequality to the series defining our Sobolev norms.
Let 𝑠, 𝑡 be nonnegative and satisfy 1/𝑠+1/𝑡 = 1. If 𝛼 and 𝛽 are nonnegative, then
the following holds for all f ∈ 𝐻𝜏

𝑑𝑖𝑣(𝕊
2):

(4.11) ∥f∥𝐻𝛼/𝑠+𝛽/𝑡(𝕊2) ≤ ∥f∥1/𝑠𝐻𝛼(𝕊2)∥f∥1/𝑡𝐻𝛽(𝕊2)
.

Theorem 4.8. Let 𝑉𝑋,Ψ be as above. For 0 ≤ 𝜇 ≤ 𝜏 , if g ∈ 𝑉𝑋,Ψ, then there is a
constant 𝐶 that is independent of 𝑋 and g such that

∥g∥𝐻𝜇(𝕊2) ≤ 𝐶𝑞−𝜇𝑋 ∥g∥𝐿2(𝕊2).

Proof. We will need a few observations from the proof of Theorem 4.1. First, we
estimated the norm of a functional by measuring the norm of its Riesz representer
g ∈ 𝑉𝑋,Ψ. We then projected this function onto the space Σ𝐿 to obtain the function
g𝐿. Note that this projection is orthogonal in 𝐻𝑠(𝕊2) for all 𝑠 ≥ 𝜏 , which gives the
equality

(4.12) ∥g∥2𝐻𝑠(𝕊2) = ∥g − g𝐿∥2𝐻𝑠(𝕊2) + ∥g𝐿∥2𝐻𝑠(𝕊2).

By choosing 𝐿 ∼ 1/𝑞𝑋 , we were able to obtain equation (4.4), which translates to

∥g − g𝐿∥2𝐻𝜏 (𝕊2) ≤
3

4
∥g∥2𝐻𝜏 (𝕊2).

The result is ∥g∥𝐻𝜏 (𝕊2) ≤ 2∥g𝐿∥𝐻𝜏 (𝕊2). Since g𝐿 ∈ Σ𝐿, we have the traditional
Bernstein inequality ∥g𝐿∥𝐻𝜏 (𝕊2) ≤ 𝐶𝐿𝜏∥g𝐿∥𝐿2(𝕊2). Applying (4.12) with 𝑠 = 0 and
the fact that 𝐿 ∼ 1/𝑞𝑋 gives

∥g∥𝐻𝜏 (𝕊2) ≤ 𝐶𝑞−𝜏𝑋 ∥g∥𝐿2(𝕊2).

Now apply (4.11) to ∥g∥𝐻𝜇(𝕊2) with 𝛼 = 𝜏 , 𝛽 = 0, 𝑠 = 𝜏/𝜇, and 1/𝑡 = 1 − 𝜇/𝜏 to
get

∥g∥𝐻𝜇(𝕊2) ≤ ∥g∥𝜇/𝜏𝐻𝜏 (𝕊2)∥g∥1−𝜇/𝜏𝐿2(𝕊2)
≤ (𝐶𝑞−𝜏𝑋 ∥g∥𝐿2(𝕊2)

)𝜇/𝜏 ∥g∥1−𝜇/𝜏𝐿2(𝕊2)
= 𝐶𝑞−𝜇𝑋 ∥g∥𝐿2(𝕊2).

□

This leads us to an inverse theorem, which shows that the rates of approximation
in the previous section are, in some sense, the best possible. As seen in the previous
section, the proper orders of approximation are only guaranteed if our nodes are
more or less evenly distributed, that is, ℎ𝑋/𝑞𝑋 is bounded. This motivates the
following: a family ℱ comprised of sets 𝑋 of centers is called 𝜌-uniform if every
𝑋 ∈ ℱ satisfies 𝜌𝑋 ≤ 𝜌.
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The proof of the inverse theorem requires only two things: the existence of a
𝜌-uniform family ℱ (see [27, Proposition 2.1]) and an appropriate Bernstein in-
equality. Our proof is identical to the one given in [27, Theorem 6.2] with obvious
modifications, so we refer the reader there for details.

Theorem 4.9. Let 𝜏 > 1 and let 𝜓 be an SBF satisfying (2.7). In addition, let
ℱ be a 𝜌-uniform family. If for some continuous vector field f there are constants
0 < 𝜇 ≤ 𝜏 and 𝑐f > 0 such that

∥f − 𝐼𝑋f∥𝐿2(𝕊2) ≤ 𝑐fℎ
𝜇
𝑋

holds for all 𝑋 ∈ ℱ , then, for every 0 ≤ 𝛽 < 𝜇, f ∈ 𝐻𝛽
𝑑𝑖𝑣(𝕊

2).

5. Numerical results

In this section, numerical results are presented which verify the predicted results
for stability (Corollary 3.9), error doubling rate (Corollary 4.6), and Sobolev error
estimates (Theorem 4.7).

5.1. Divergence-free kernels. Letting 𝑥, 𝑥𝑐 ∈ 𝕊2, 𝑟 = ∥𝑥− 𝑥𝑐∥2, and 𝝍 be some
positive definite RBF on ℝ3, the corresponding divergence-free kernel Ψ is given
explicitly by

Ψ(𝑥, 𝑥𝑐) =
1

𝑟
𝝍′(𝑟)

(
𝑥𝑐𝑥

𝑇 − 𝑥𝑇𝑐 𝑥𝐼
)− 1

𝑟

(
1

𝑟
𝝍′(𝑟)

)′
(𝑥× 𝑥𝑐)(𝑥× 𝑥𝑐)

𝑇 ,

where 𝐼 is the 3-by-3 identity matrix. We use four divergence-free kernels from
two different classes of positive definite RBFs for testing the stability and error
estimates.

The first two kernels are both generated from the restriction to the sphere of the
Matérn (or Sobolev spline) class of RBFs. This class was introduced for applications
in [24], and is arguably the most important and most popular family of kernels for
statistical work with RBFs [12]. The Matérn RBFs are defined as

MA𝜈 : 𝝍(𝑟) =
21−𝜈

Γ(𝜈)
(𝜀𝑟)𝜈𝐾𝜈(𝜀𝑟),

where 𝐾𝜈 corresponds to the 𝐾-Bessel function of order 𝜈 and 𝜀 > 0 is the free
shape parameter. In the case of ℝ3, the Fourier transform of 𝝍 satisfies

𝝍(𝜉) = (1 + ∥𝜉∥22)−(𝜈+ 3
2 ).

Thus, the divergence-free kernel Ψ on 𝕊2 generated from 𝝍 is in the Sobolev space
𝐻𝜈
𝑑𝑖𝑣(𝕊

2). For the numerical experiments, we use the MA 7
2
and MA 9

2
RBFs; see

Table 1 for the explicit form of these kernels.
The last two kernels are both generated from the restriction to the sphere of

Wendland’s compactly supported RBFs [41]. These RBFs have also been used
successfully in many applications [42]. The Wendland RBFs are tailored to be
compactly supported, of a specific smoothness, and positive definite in the particu-
lar dimension 𝑛 where the underlying approximation problem is posed. They have
the general form

WE𝑛,𝑘 : 𝝍(𝑟) =

{
𝑝𝑛,𝑘(𝑟), 0 ≤ 𝑟 ≤ 𝛿,

0, 𝑟 > 𝛿,
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Table 1. The RBFs used for generating the divergence-free ker-
nels Ψ for the numerical examples. For the Matérn RBFs, 𝜀 > 0 is
called the shape parameter while 𝛿 > 0 is called the support radius
for the Wendland RBFs.

RBFs for generating Ψ in the numerical experiments 𝒩Ψ

M
at
ér
n

MA 7
2
: 𝝍(𝑟) = 𝑒−𝜀𝑟

(
1 + (𝜀𝑟) +

2

5
(𝜀𝑟)2 +

1

15
(𝜀𝑟)3

)
𝐻

7
2

𝑑𝑖𝑣(𝕊
2)

MA 9
2
: 𝝍(𝑟) = 𝑒−𝜀𝑟

(
1 + (𝜀𝑟) +

3

7
(𝜀𝑟)2 +

2

21
(𝜀𝑟)3 + (𝜀𝑟)4

)
𝐻

9
2

𝑑𝑖𝑣(𝕊
2)

W
en

d
la
n
d

WE3,3: 𝝍(𝑟) =
(
1− 𝑟

𝛿

)8
+

(
1 + 8

𝑟

𝛿
+ 25

(𝑟
𝛿

)2
+ 32

(𝑟
𝛿

)3)
𝐻

7
2

𝑑𝑖𝑣(𝕊
2)

WE3,4: 𝝍(𝑟) =
(
1− 𝑟

𝛿

)10
+

(
1 + 10

𝑟

𝛿
+ 42

(𝑟
𝛿

)2
+ 90

(𝑟
𝛿

)3
+

429

5

(𝑟
𝛿

)4)
𝐻

9
2

𝑑𝑖𝑣(𝕊
2)

where 𝑝𝑛,𝑘 is a polynomial of degree ⌊𝑛/2⌋+3𝑘+1, 𝝍 ∈ 𝐶2𝑘, and 𝛿 is the support
radius. In the case of 𝑛 = 3, the Fourier transform of 𝝍 decays as in [42, p. 157],

𝝍(𝜉) ∼ (1 + ∥𝜉∥22)−((𝑘+ 1
2 )+

3
2 ).

Thus, the divergence-free kernel Ψ on 𝕊2 generated from 𝝍 is in the Sobolev space

𝐻
𝑘+ 1

2

𝑑𝑖𝑣 (𝕊2). For the numerical experiments, we use the WE3,3 and WE3,4 RBFs;
see Table 1 for the explicit form of these kernels.

As is the case with many RBFs, the Matérn and Wendland classes both feature
a free parameter (𝜀 and 𝛿, respectively). For a given node set, and corresponding
data, the choice for these parameters can effect the stability and accuracy of the
RBF interpolants quite dramatically. However, determining the “optimal” value
for either of these parameters is neither easy nor obvious. In the case of standard
RBF interpolation, several studies have been devoted to developing methods for
optimally selecting these parameters (cf. [4, 36, 3, 5] in the case of the shape pa-
rameter, and [42, Ch. 15], [16, Ch. 5] in the case of the support radius). While the
ideas from these papers could potentially be extended to selecting optimal shape
and support radius parameters for the divergence-free interpolants, we do not pur-
sue these extensions here. Our goal is to verify the stability and error bounds given
in the previous sections. We leave the investigation of optimal parameter selection
to a separate study.

In the numerical results that follow, we use 𝜀 = 5 for MA 7
2
, 𝜀 = 9 for MA 9

2
,

𝛿 = 5/3 for WE3,3, and 𝛿 = 4/3 for WE3,4. None of these values were optimized,
and as shown in section 5.5, they produce very acceptable results.

5.2. Node sets. While the divergence-free SBF interpolation method is well-posed
for any distinct set of nodes 𝑋 on the surface of the sphere, we have chosen to use
the minimum energy (ME) node sets of Womersley and Sloan [44] for our numerical
examples. These node sets have several nice properties. First, both the mesh-norm
ℎ𝑋 and the separation radius 𝑞𝑋 for these node sets decay approximately uniformly
like the inverse of the square root of the number of nodes 𝑁 , i.e.,

ℎ𝑋 , 𝑞𝑋 ∼ 1√
𝑁

;
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see Figure 1(a). This implies the mesh ratio 𝜌𝑋 = ℎ𝑋/𝑞𝑋 appearing in the error
estimate from Theorem 4.7 stays roughly constant as 𝑁 is increased making these
nodes a 𝜌-uniform family. Second, the nodes are not oriented along any vertices or
lines as illustrated in Figure 1(b) for the 𝑁 = 1024 ME node set. This emphasizes
the arbitrary node layout of the divergence-free SBF technique. Third, many of
these node sets are freely available for download on the web [44].

10
2

10
3

10
−1

R
ad

ia
ns

N

 

 

hX

qX

(a) (b)

Figure 1. (a) The mesh-norm ℎ𝑋 and the separation radius 𝑞𝑋
for minimum energy (ME) nodes sets of varying size 𝑁 . (b) The
𝑁 = 1024 ME node set as an orthographic projection on the sphere
in ℝ3; solid black circles mark the node locations.

5.3. Test vector fields. To test the error estimates, we use three different diver-
gence-free vector fields of varying smoothness. All of these fields are generated
using “stream functions”. In the descriptions of these functions that follow, we use
spherical coordinates (𝜃, 𝜆), where 𝜃 is the latitudinal direction and is measured
from the equator (i.e. −𝜋/2 ≤ 𝜃 ≤ 𝜋/2), and 𝜆 is the longitudinal direction
(−𝜋 ≤ 𝜆 < 𝜋). With this notation, if 𝐹 denotes a stream function, then the
divergence-free vector field f on the surface of the unit sphere that is generated
from 𝐹 is given by

f = (𝜈, 𝜇)𝑇 =

(
1

cos 𝜃

∂𝐹

∂𝜆
,−∂𝐹

∂𝜃

)
,

where 𝜈 and 𝜇 are the latitudinal and longitudinal components of f , respectively.
Field 1. This field is generated from the stream function

(5.1) 𝐹1(𝜃, 𝜆) = 4(cos(𝛼) sin(𝜃)− sin(𝛼) cos(𝜃) cos(𝜆)),

and corresponds to zonal flow (or solid body rotation) at angle 𝛼 with respect to
the equator. For all experiments, we set 𝛼 = 𝜋/4. This field is 𝐶∞(𝕊2) and will be
used for testing the error estimate from Corollary 4.6. See Figure 2(a) for a plot of
Field 1.
Field 2. Let

𝑔2(𝑡) = (2− 2𝑡)
3
2 ,

and let 𝑥 and 𝑥𝑐 be points on the unit sphere with the respective spherical coordi-
nates (𝜃, 𝜆) and (𝜃𝑐, 𝜆𝑐). We define 𝜂 as the dot product of 𝑥 and 𝑥𝑐, i.e.,

𝜂 = 𝑥𝑇𝑥𝑐 = cos(𝜃) cos(𝜆− 𝜆𝑐) cos(𝜃𝑐) + sin(𝜃) sin(𝜃𝑐),
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and use the subscript notation 𝜂𝜃𝑐,𝜆𝑐 when referring to a specific point (𝜃𝑐, 𝜆𝑐) on
the unit sphere. Note that 𝑔2(𝜂) is the standard cubic SBF centered at 𝑥𝑐 and has
the following spherical Fourier series expansion [6]:

𝑔2(𝜂) = 𝑔2(𝑥
𝑇𝑥𝑐) =

∞∑
𝑙=0

2𝑙+1∑
𝑚=1

𝑔2(𝑙)𝑌𝑙,𝑚(𝑥𝑐)𝑌𝑙,𝑚(𝑥),

where

𝑔2(𝑙) =
18𝜋(

𝑙 + 5
2

) (
𝑙 + 3

2

) (
𝑙 + 1

2

) (
𝑙 − 1

2

) (
𝑙 − 3

2

) .
Thus, 𝑔2(𝑙) ∼ ℓ−5 which makes 𝑔2(𝜂) ∈ 𝐻𝜏 (𝕊2) for all 𝜏 < 4. Based on the
discussion in section 2.2, any divergence-free field generated from 𝑔2(𝜂) would be

in 𝐻𝛽
𝑑𝑖𝑣(𝕊

2), for 𝛽 < 3.
We use 𝑔2(𝜂) to define the stream function for the second test field as follows:

(5.2)

𝐹2(𝜃, 𝜆) = 𝑔2 (𝜂0,−𝜋)−𝑔2

(
𝜂 1

10 ,−𝜋
2

)
+0.7𝑔2

(
𝜂−𝜋

8 ,0

)−𝑔2

(
𝜂− 1

10 ,
𝜋
2

)
+0.3𝑔2

(
𝜂𝜋

2 − 1
10 ,0

)
;

see Figure 2(b). This field will be used to test the error estimates from Theorem
4.7.
Field 3. Let

𝑔3(𝑡)=−1

2

[(
3𝑡+ 3

√
2𝑎3/2 − 4

)
+(3𝑡2 − 4𝑡+ 1) log(𝑎)+(3𝑡− 1)𝑎 log

(√
2𝑎+ 𝑎

)]
,

where 𝑎 = 1− 𝑡. This function is referred to as the “spherical spline” SBF of order
2 and has the following spherical Fourier representation [15]:

𝑔3(𝜂) = 𝑔3(𝑥
𝑇𝑥𝑐) =

∞∑
𝑙=0

2𝑙+1∑
𝑚=1

𝑔3(𝑙)𝑌𝑙,𝑚(𝑥𝑐)𝑌𝑙,𝑚(𝑥),

where

𝑔3(𝑙) =
8𝜋

(2𝑙 + 1) (𝑙 + 1) (𝑙 + 2) (𝑙 + 3)
.

Thus, 𝑔3(𝑙) ∼ ℓ−4 which makes 𝑔3(𝜂) ∈ 𝐻𝜏 (𝕊2) for all 𝜏 < 3, and makes any

divergence-free field generated from 𝑔3(𝜂) in 𝐻𝛽
𝑑𝑖𝑣(𝕊

2), for 𝛽 < 2.
The stream function for the third test field is defined using 𝑔3(𝜂) as follows:

(5.3) 𝐹3(𝜃, 𝜆) =

∫ 𝜃

−𝜋
2

sin14(2𝜉)𝑑𝜉 − 3𝑔3
(
𝜂𝜋

4 ,0.25

)
;

see Figure 2(c). We will use this field to also test the error estimates from Theorem
4.7.

All three of the test fields have a nonzero flow over both the north and south
poles of the sphere, which is known to cause difficulties with many interpola-
tion/approximation methods on spheres since, in spherical coordinates, the latitudi-
nal and longitudinal components of the vector field will be discontinuous there [40].
The divergence-free SBF method has no such difficulties since it inherently operates
on the field in Cartesian coordinates where each component of the field is continuous
everywhere on the sphere including the poles.
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Field 1

(a)

Field 2

(b)

Field 3

(c)

Figure 2. Vector fields used in the numerical examples. The fields
are generated from the stream functions (a) 𝐹1 in (5.1), (b) 𝐹2

in (5.2) and (c) 𝐹3 in (5.3). All fields are orthographic projec-
tions displayed from the following (𝜃, 𝜆) viewpoint: (a) (0, 𝜋/2),
(b) (0,−𝜋/4), and (c) (0, 0).

5.4. Verification of stability estimates. Using the ME node sets, we construct
the divergence-free SBF interpolation matrices 𝐴𝑋,Ψ as described in section 3.2 for
the RBFs listed in Table 1. For each of these matrices, we compute the minimum
eigenvalue. Figure 3 displays these eigenvalues on a log-log scale as a function
of the separation radius of the ME node sets. Also included in the figure is the
predicted estimates for these kernels from Corollary 3.9 (see the dashed and dash-
dotted lines). We can see from the figure that the actual minimum eigenvalues are
very well predicted by Corollary 3.9.
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Figure 3. Minimum eigenvalue of the divergence-free SBF inter-
polation matrices 𝐴𝑋,Ψ as a function of the separation radius 𝑞𝑋
of the ME node sets. The RBFs used for generating the different
kernels Ψ are listed in Table 1. The dashed line is the predicted
estimate from Corollary 3.9 for the MA 7

2
and WE3,3 RBFs, while

the dash-dotted line is the prediction for the MA 9
2

and WE3,4

RBFs.
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Figure 4. Relative ℓ2-errors (cf. (5.4)) as a function of the mesh-
norm ℎ𝑋 of the ME node sets for the divergence-free SBF inter-
polants to the vector fields generated from the stream functions
(a) 𝐹1 in (5.1), (b) 𝐹2 in (5.2), and (c) 𝐹3 in (5.3). The dashed
and dash-dotted lines in each figure are defined by the plot legend
and are included for comparison purposes with the results from
Corollary 4.6 (figure (a)) and Theorem 4.7 (figures (b) and (c)).

5.5. Verification of error estimates. For each of the three stream functions
(5.1)–(5.3) we compute the corresponding divergence-free vector field f = (𝜈, 𝜇)
and sample it for various ME node sets. We then compute the divergence-free
SBF interpolants to these sampled fields for the RBFs listed in Table 1. These
interpolants are then evaluated at 21,952 nodes which densely cover the sphere and
are generated from the “spiral points” algorithm of [37]. Finally, we compute the
difference between the interpolants and the true vector fields at these nodes, and
compute the relative ℓ2 error as follows:

(5.4) Relative ℓ2 error =
∥f − 𝐼𝑋f∥2

∥f∥2 ,
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where f and 𝐼𝑋f denote the respective samples of f and the corresponding diver-
gence-free SBF interpolant at the evaluation nodes, and ∥ ⋅ ∥2 is given by

∥f∥2 =

√√√⎷ 𝑁∑
𝑗=1

f𝑇𝑗 f 𝑗 .

The discrete ℓ2-norm can be shown to give a similar measure to the continuous
Sobolev norms in Corollary 4.6 and Theorem 4.7 for the case of 𝜇 = 0 [33].

Figure 4(a) displays the results for Field 1. As mentioned above, this field is
𝐶∞(𝕊2) and thus the “doubling” error estimate from Corollary 4.6 applies. Based
on this corollary, we expect the ℓ2-errors for the interpolants based on the MA 7

2
and

WE3,3 RBFs to decrease like ℎ7𝑋 , while we expect the ℓ2-errors for the interpolants
based on the MA 9

2
and WE3,4 RBFs to decrease like ℎ9𝑋 . Comparing the actual

errors displayed in Figure 4(a) with the predicted ones (see the dashed and dash-
dotted lines), we see the estimates from Corollary 4.6 are correctly predicting the
errors.

The results for Field 2 are displayed in Figure 4(b). This field is in 𝐻𝛽
𝑑𝑖𝑣(𝕊

2),
𝛽 < 3, and thus the error estimate from Theorem 4.7 applies. This theorem predicts

that the ℓ2-errors will decrease like 𝜌
1/2
𝑋 ℎ3𝑋 for the divergence-free interpolants based

on the MA 7
2
and WE3,3 RBFs and will decrease like 𝜌

3/2
𝑋 ℎ3𝑋 for the MA 9

2
and

WE3,4 interpolants. Comparing the actual numerical results in Figure 4(b) with
the predicted results (see the dashed and dash-dotted lines), we see the errors are
decaying at the rates given by Theorem 4.7.

The error estimates from Theorem 4.7 also apply to Field 3 since it is in 𝐻𝛽
𝑑𝑖𝑣(𝕊

2),
𝛽 < 2. This theorem predicts that the ℓ2-errors for the MA 7

2
and WE3,3 RBFs will

decrease like 𝜌
3/2
𝑋 ℎ2𝑋 and for the MA 7

2
and WE3,3 RBFs like 𝜌

5/2
𝑋 ℎ2𝑋 . The results

for Field 3 are displayed in Figure 4(c) together with these predicted results (see
the dashed and dash-dotted lines). We again see that the actual decay of the error
is being accurately predicted by Theorem 4.7.
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