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Reflectivity modeling of a ground-penetrating-radar profile

of a saturated fluvial formation

William P. Clement', Warren Barrash', and Michael D. Knoll’

ABSTRACT

Major horizons in radar reflection profiles may correlate
with contacts between stratigraphic units or with structural
breaks such as fault surfaces. Minor reflections may be
caused by clutter or, in some cases, may indicate material
properties or structure within stratigraphic units. In this
study, we examine the physical basis for major and minor
reflections observed in a shallow, unconfined, fluvial aqui-
fer near Boise, Idaho, U. S. A. We compare a 2D profile
from a surface ground-penetrating-radar reflection transect
with the 1D modeled reflection profiles at three wells adja-
cent to the surface-reflection profile. The 1D models are
based on dielectric constant and electrical conductivity val-
ues from borehole logs and vertical radar profile data. Re-
flections at the water table/capillary fringe, at the base of a
sand-filled channel, and at the base of two sand-rich lenses
in a cobble-dominated unit are recognizable in the surface-
reflection profile and in all 1D reflectivity models. Less
prominent reflections in stratigraphic units occur in both the
surface-profile model and the reflectivity model. Although
such minor reflections are not correlated easily, general
similarities in their presence and location indicate that
sometimes the reflections may be useful for recognizing in-
ternal facies structure or character.

INTRODUCTION

Surface-radar reflection profiling is used widely to image shal-
low subsurface stratigraphy and structure on the basis of the pres-
ence of significant reflectors (Beres and Haeni, 1991; Huggen-
berger, 1993; Beres et al., 1999; Tronicke et al., 2002). Such reflec-
tors occur at contrasts in electromagnetic properties, but questions
remain about the nature of the distribution of physical properties
within the subsurface. Without precise velocity and depth informa-

tion, we cannot determine the thickness of the reflecting packages.
Also, we do not fully understand the nature of the contrast, espe-
cially at the water table. Does the reflection indicate an abrupt
boundary, or is the boundary gradational, like a capillary fringe?
Furthermore, the data contain many events and less prominent re-
flection patterns between major reflectors. Are those events noise,
systematic indicators of different facies, or perhaps the result of
out-of-plane scattering?

Several studies have combined physical-property measurements
with ground-penetrating radar (GPR) to help geoscientists under-
stand the internal structure of the subsurface. Kohler et al. (2003)
used GPR to understand the structure of the snowpack or firn of the
Svalbard glacier in Norway. They measured the electromagnetic
(EM) properties every 2.5 mm of a firn core taken near the GPR
line, using a 4-cm wide electrode. Using a convolutional model,
they developed a reflectivity series to compare with their GPR
data. Hempel et al. (2000) matched GPR reflections in the Green-
land ice sheet to fine-scale (1-mm) measurements of the electrical
conductivity from an ice core near the GPR profile. For their com-
parison, they used common-depth-point (CDP) profiles to deter-
mine the velocity layering in the glacier.

In a subsurface reservoir-analog experiment, Szerbiak et al.
(2001) measured dielectric permittivity, electrical conductivity,
and fluid permeability from outcrops and cores of the Ferron Sand-
stone in east-central Utah. They developed models that used finite-
difference simulation to generate synthetic, zero-offset traces.
Then they compared those synthetic traces with their GPR data.
Arcone et al. (1998) computed dielectric permittivity from reflec-
tion-event time delays, and they fitted curves to diffractions and re-
fractions to get interval velocities of events in GPR data. They used
the velocity information to map the thickness of the permafrost and
the depth to the water table and to bedrock. They used boreholes at
the site to check their depth estimates.

Van Dam and Schlager (2002) used time-domain reflectivity
(TDR) to measure the velocity profile at the face of a cliff, and they
used that velocity to compare with surface GPR acquired near the
cliff edge. They converted the TDR-derived velocities to dielectric
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permittivity values, which they then used in a model to generate
synthetic traces to compare with GPR profiles acquired along the
top of the basalt. To better understand radar reflections in the va-
dose zone, van Dam et al. (2003) developed synthetic GPR traces
using TDR probes and grain-size analysis of thin sections. How-
ever, the scale of those measurements was too small to compare
with the actual surface GPR reflection profiles collected at the site.

The studies mentioned above used laboratory techniques or indi-
rect methods to measure the EM properties of the materials in the
subsurface sampled by GPR. We hypothesize that in situ measure-
ments of the EM physical properties in the subsurface can be used
to accurately model the GPR-reflection response of that material.
If the physical factors affecting the generation of reflections were
better understood and a method existed to calibrate reflection pro-
files independently, more quantitative information may be avail-
able in surface-reflection profiles, or the accuracy of reflection-pro-
file images may improve, or both.

In our study, we developed synthetic traces by using geophysical
logs and vertical radar profiles (VRP) from wells at the site, and we
related those traces to the reflection character observed in a surface
profile conducted between the wells. Thus, we linked the in situ,
measured distribution of changes in physical properties to reflec-
tions recorded in a surface GPR profile. Our method used borehole
logs and VRPs to sample a larger volume of the subsurface than
laboratory tests on selected cores can sample. Because our goal is
to match surface reflections to synthetic traces derived from wells,
we acquired a 20-m-long surface profile that extended slightly be-
yond the two outer wells. We also acquired the surface data with
200-MHz antennas to better match the frequency of the 250-MHz
borehole antennas.

We used the borehole data to estimate the input parameters
needed to forward model synthetic radar reflections in one dimen-
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Figure 1. Location of the Boise Hydrogeophysical Research Site.
The inset shows the geometry of the well field at the BHRS. The
reflection survey profile is between wells B2, B4, and C4.

sion. We compared those synthetic traces with observed reflection
profiles at locations adjacent to the boreholes. The VRPs and core
data provide partial calibration with respect to changes in velocity
or stratigraphy, depending on the nature and dimension of the geo-
logic materials and their properties.

The data for this study came from the Boise Hydrogeophysical
Research Site (BHRS) (Barrash and Knoll, 1998). At that site, the
distribution of properties and structures in a coarse, high-energy
fluvial deposit provides a variety of radar-reflection-imaging tar-
gets with subsurface control from cores, wireline logs, and VRPs at
wells.

HYDROGEOLOGIC SETTING

Our study was located at the BHRS, a research wellfield devel-
oped within a gravel bar adjacent to the Boise River (Figure 1).
The gravel bar contains unconsolidated coarse (cobble and sand)
sediments deposited in a braided-stream environment (Barrash et
al., 1999; Clement et al., 1999). Data from porosity logs and core
(Barrash and Clemo, 2002; Barrash and Reboulet, 2004) indicate
that the coarse fluvial deposits are ~ 18 m thick and can be subdi-
vided into five stratigraphic units (Figure 2). The water table is
shallow, and its depth generally ranges seasonally from ~1 m
to 3 m below the land surface. We estimate that the capillary fringe
above the water table is 0.05 to 0.15 m thick (Lohman, 1972; Dul-
lien, 1979; Holtz and Kovacs, 1981). This thickness estimate is
based on the grain-size distribution and the porosity of the sand in
Unit 5 and on the sand-to-fine-gravel material filling the interstices
between framework cobbles in Unit 4 (Reboulet, 2003; Hughes,
2005). We expect that the water saturation rapidly decreases above
the capillary fringe for these sediments in Boise’s desert environ-
ment (e.g., Bear, 1972).

Along our transect, which crosses the central area of the BHRS
(Figure 1), we defined a stratigraphy that is based on the porosity
logs and is supported by grain-size analysis (Figure 2). A sand-
filled channel (Unit 5) occurs at the top of the saturated section.
The channel thickens toward the Boise River to the southwest and
pinches out between wells B4 and B2 at the center of the well field
(Figures 1 and 2). Units 1 and 3 consist of low-porosity (an average
porosity of 0.17-0.18) cobble-dominated units with no relatively
sand-rich lenses. Cobble-size framework grains also dominate
Units 2 and 4, but these units have higher porosity (an average po-
rosity of 0.23-0.24), more variable porosity, and some sand-rich
lenses. In addition, strong porosity contrasts occur in Unit 4, at the
boundaries of local lenses (e.g., at 5.5 m in well B2 and at 5 m in
well C4) that have varying proportions of framework cobbles and
matrix sand (Reboulet and Barrash, 2003). Previously recorded
strong reflections in surface radar (Peretti et al., 1999) and bore-
hole (Clement et al., 2001) radar and in borehole seismic profiles
(Liberty et al., 1999) have been interpreted to occur at some unit
boundaries and locally within some units, especially Unit 4.

GPR METHODS

We used a pulseEkko 100 with 200-MHz antennas, a 400-V
transmitter, and an 0.8-ns sample interval. The antenna separation
was 0.5 m, and the data were collected at 0.1-m intervals. The
transect was ~20 m long (Figure 3). Each trace represents a stack
of 64 traces to enhance the signal-to-noise ratio. Processing of the
reflection data consisted of (1) removing the low-frequency bias,
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(2) filtering the data between 20 and 200 MHz to remove noise, (3)
migrating the data using a three-layer simplification of the veloci-
ties from the 1D velocity analysis discussed in the next section, (4)
enhancing later-arriving reflections with a 25-ns automatic gain
control (AGC) window, and (5) normalizing each trace by its maxi-
mum amplitude.

REFLECTION SURVEY

We interpret strong, coherent reflections in the surface GPR re-
flection data (Figure 3) to represent bounding surfaces between dif-
ferent sediment packages (i.e., stratigraphic units or lenses within
units). Between those bounding surfaces, weaker, discontinuous
reflections are visible and likely indicate internal bedding struc-
tures in some locations. We estimate that the depth at which coher-
ent reflections disappear is ~6 m (~ 130 ns).

In detail, the strong arrival at ~12 ns two-way traveltime
(TWTT) across the profile is the directly coupled airwave (A in
Figures 3a and 3b). Below the airwave, weaker, less continuous re-
flections occur between 25 and 40 ns. A reflection or set of com-
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Figure 2. (a) Neutron-derived porosity logs and (b) grain-size dis-
tribution from the BHRS. The porosity character and grain-size
analysis of the cores define the units. Unit 5 is a sand-filled chan-
nel. Units 1 and 3 are cobble-dominated units with similar low po-
rosities and no relatively sand-rich lenses. Units 2 and 4 are
cobble-dominated units with higher and more variable porosities
than units 1 and 3 have, and with some relatively sand-rich lenses.
The porosity scale in (a) is in percent (dimensionless). The scale in
(b) is as follows: 0 indicates no recovery; 1 = sand; 2 = cobbles
floating in sand; 3 = bimodal distribution of cobbles and sands;
and 4 = cobble framework with sand matrix. The GPR energy in
Figures 3 and 7 penetrates to a depth of about 6 m. The solid line at
about 2.5 m marks the depth of the water table at the time of the
GPR acquisition, not at the time of the neutron log acquisition.

plex reflections (B) coinciding with the water table and/or capillary
fringe occurs at ~25 ns and is most coherent between 12 and
19.5 m on the profile’s distance scale. A strong reflection (G) is the
basal bounding surface of the sand-filled channel (Unit 5 in Figures
2 and 3c¢), which can be traced from ~95 ns at 19.5 m in the south-
west to ~70 ns at 7 m near B4. The reflection character below this
bounding surface contains complicated events, thereby indicating a
complex reflecting interface. These events may signify some small
migration artifacts or out-of-plane reflections. The sediments at the
BHRS contain some large cobbles, so out-of-plane reflections and
a complicated reflection character are expected.
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Figure 3. (a) A migrated surface-reflection profile using 200-MHz
antennae. Letters A through H are the events discussed in the text.
The wells are labeled along the top. (b) The same plot as 3a, but an-
notated here to show more clearly the events discussed in the text.
Circles mark the expected time of the water table measured in the
wells. Squares mark the expected time for the contact between
Units 5 and 4 from Figure 2. TWTT refers to two-way traveltime.
(c) Geologic interpretation coinciding with the GPR reflection pro-
file based on the well logs and recovered cores.
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Another strong reflection (H) crosses the section from ~ 60 ns at
0 m in the northeast, to ~60 ns at 6.5 m in the lateral position.
This reflection coincides with the top of the higher-porosity lens in
Unit 4 at 3.5-m depth in well B2 (Figures 2 and 3c). It appears to
be continuous southwestward to B4, where it ends or is truncated
by the sand-filled channel. Reflection F, at ~50 ns from 0 to 5 m,
is close to the water table. This reflection may be from the water
table, although the water table occurs at about 30 ns at well B2. Al-
ternatively, reflection F may return from the lower surface of the
relatively sand-rich lens between ~2.5-and 3.5-m depth in well
B2. A reflection (J) branches from reflection G at about 95 ns and
18 m and continues to 150 ns near 6 m. This reflection probably
returns from the top of a coarser lens in Unit 4. Finally, a reflection
(I) extends from 125 ns at the southwest end of the profile to
150 ns at 12 m. The boundary between two lenses at about 5-m
depth is the probable source for this reflection.

Sets of parallel dipping reflections (Figure 3) are interpreted to be
cross-bedding (Unit 5) in the sand-filled channel [similar events
are seen in Beres and Haeni (1991) and in Huggenberger (1993)].
They occur to the southwest of C4 (reflection C between 30 and 50
ns) and below and to the southwest of B4 (reflection E at ~50ns).
Reflection D occurs between cross-bedding reflections at C and E
and may be a related feature with a different orientation. Other less
continuous reflections occur below the sand-filled channel.

REFLECTIVITY ANALYSIS

We used vertical radar profiles (VRPs) and borehole logs from
wells to derive profiles of dielectric permittivity & and conductivity
o. We used these parameters to compute the complex impedance Z

of a layer

-12
Z (ohms) = \/%(1 + i) , (1)

where u is the magnetic permeability (in H/m), ¢ is the dielectric
permittivity (in F/m), o is the electrical conductivity (in S/m), and i
is V—1. Then, the reflectivity of a particular interface is

R = M’ (2)
Zy+7Z,

where subscript 1 refers to the overlying layer and subscript 2 re-
fers to the lower of two layers. Reflections are most sensitive to
changes in dielectric permittivity because of the small range in
electrical conductivity and the assumed uniform value for mag-
netic permeability for these sediments. Often, the dielectric permit-
tivity is represented by the real part of the relative permittivity or
the dielectric constant

Sr = _’ (3)
€0

where g, is the dielectric permittivity in a vacuum (8.854
X 107?F/m). The relative magnetic permeability is

My = £, (4)
Mo

where w, is the magnetic permittivity in a vacuum (1.257
X 10°H/m).

VRP surveys
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Figure 4. (a)VRP; (b) velocity (solid line) and conductivity (dashed line) models; (c) dielec-
tric constant (solid line) and conductivity (dashed line) models; (d) reflection coefficients; and
(e) synthetic radar traces for well C4. In plots (a) and (b), the vertical axis is depth in meters;
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of the airwave along the surface (Tron-
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depth, where the velocity increases to
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~0.09 m/ns. To the first order, these velocities define a three-layer
model for the uppermost 10 m.

To provide a more detailed velocity profile, we used VRP first-
arrival traveltimes to compute a 1D velocity profile at wells C4,
B4, and B2 (Figures 4b, 5b, and 6b). We inverted the traveltimes
for layer velocities using a weighted, smoothed, least-squares in-
version method (Lizarralde and Swift, 1999). The inversion solves
for velocities in constant, 0.25-m-thick layers. Below ~ 1.7 m, the
velocities from the multilayered inversion show a large-scale ve-
locity structure similar to the three-layer model calculated from
linear fitting of the traveltimes (Figures 4b, 5b, and 6b). In the up-
permost 1.7 m, the model underestimates
the measured velocity, probably because
of the straight-ray assumption in the for- 2)
ward model. The inversion assumes that o
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ductivity values from capacitive resistivity well logs taken at the
site (Mwenifumbo and Knoll, 2004). The conductivity values are
low and have a narrow range (0.55-1.13mS/m) in coarse, clean,
quartzo-feldspathic sediments, with a low concentration of total
dissolved solids in the aquifer water (Barrash et al., 1997; Hausrath
et al., 2002). We gave the relative magnetic permeability a constant
value of 1 for the entire model because most of the sediments at the
site consist primarily of nonmagnetic granitic material, with rela-
tively few basalt cobbles.

The profiles of reflectivity coefficients show strong, negative re-
flection coefficients near the water table (Figures 4d, 5d, and 6d)

the energy propagates along straight ray-
paths between the transmitter and the re-
ceiver. In the near surface, the first arriv-
als mostly propagate along strongly cur-
ved raypaths, so that straight lines poorly
approximate the true travel path. Below
the water table (2.25 m in Figure 4b), the
inverted velocities indicate a low-velocity
zone to 4-m depth, and then they alternate
between higher and lower values. Below
~6 m, the velocity varies less and aver-
ages ~0.09 m/ns.

Depth (m)

Input to 1D reflectivity models

Input to 1D reflectivity models at wells
C4, B4, and B2 consisted of values for di-
electric constant, electrical conductivity,
and relative magnetic permeability as-
signed to 250-m-thick layers, similar to
the layering in the VRP inversion (Fig-
ures 4—6). The neutron (porosity) logging
and capacitive resistivity tools do not col-
lect useful data above the water table, so
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Figure 5. (a) VRP; (b) velocity (solid line) and conductivity (dashed line) models; (c) dielec-
tric constant (solid line) and conductivity (dashed line) models; (d) reflection coefficients; and
(e) synthetic radar traces for well B4. The axes are labeled as in Figure 4.
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Figure 6. (a) VRP; (b) velocity (solid line) and conductivity (dashed line) models; (c) dielec-
tric constant (solid line) and conductivity (dashed line) models; (d) reflection coefficients; and
(e) synthetic radar traces for well B2. The axes are labeled as in Figure 4.
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because of the decrease in velocity in water-saturated sediments.
The profiles for wells C4 (Figure 4d) and B2 (Figure 6d) have a
large, positive reflection coefficient at 80 and 60 ns, respectively,
marking the base of the low-velocity (middle) layer of the three-
layer radar velocity stratigraphy seen in VRPs (Figures 4a, 5a, and
6a). This low-velocity layer is present in well B4 (Figure 5b) also,
but the reflection coefficient in B4 is smaller than those in C4 and
B2 because the impedance contrast is not as large. The low-ve-
locity layer in B4 has a more gradual velocity increase from top to
bottom instead of the distinct boundary at the bottom that we see in
the other two profiles.

For comparison with the surface GPR reflection profile, we ana-
lyzed the reflectivity with a method that uses Maxwell’s equations
to synthesize 1D GPR responses as a function of depth. This syn-
thesis includes reflections and multiples (Fuchs and Mueller, 1971,
Cardimona, 2003, personal communication). The method uses the
reflection coefficients of a layered medium to generate synthetic
data. The reflection coefficients are computed assuming plane
waves that are incident on laterally homogeneous layers (Mueller,
1985).

To generate the synthetic GPR traces (Figures 4e, 5e, and 6e),
we used a 150-MHz, zero-phase Ricker wavelet to approximate the
source wavelet because the frequency spectrum of the observed
surface-reflection data peaks near 150 MHz. Such lowering of fre-
quency compared with the manufacturer-specified antenna fre-
quency is common, mainly because of ground loading of the anten-
nas.

The synthetic traces from C4 show a strong, complicated reflec-
tion at the water table. The model for the water table/capillary
fringe used in the reflectivity modeling consists of a velocity
change over two layers, which creates a complicated interference
pattern. Below the water table, another reflection (arriving ~ 10
—20 ns later than the water table reflection) returns from a small
velocity decrease within the low-velocity layer.

A strong reflection from the base of the low-velocity layer oc-
curs in wells C4 and B2. We do not see an equivalent event in the
B4 reflectivity profile because the velocity changes more gradually

Clement et al.

there, as noted above. This strong reflection occurs at ~60 ns in
B2 and at ~ 82 ns in C4. Below this event, the synthetics consist of
complicated, indistinct reflections resulting from interference be-
tween small contrasts in velocity and, possibly, multiples.

Comparison of the surface-reflection profile
with 1D models

We compare the synthetics derived from the VRPs with the
surface-reflection profile by inserting three synthetic traces at each
well location (Figure 7). These traces are from the reflectivity mod-
eling at each well and are separated from the reflection data by a
blank trace on each side. We include three traces to make the syn-
thetic reflection character more apparent. We processed the data
plotted in Figure 7, including the synthetic traces, with the same
parameters that were used for the data presented in Figure 3.

In general, the reflectivity synthetics from the 1D models fit the
surface-reflection data nicely, especially for major reflections and
reflection sets in the upper 50-100 ns (Figures 3b and 7). Although
some of the synthetic events do not align exactly with reflections in
the surface data, the synthetic traces match the strongest, most con-
tinuous reflections in the surface-reflection data: B (in C4, B4, and
B2); F (in B2); and G (in C4 and B4). Also, events in the synthetic
traces at wells C4, B4, and B2 align with some of the less promi-
nent or less continuous reflections. These events suggest that elec-
trical impedance discontinuities generate reflections within the
units (e.g., Asprion and Aigner, 1997; Beres et al., 1999; Huggen-
berger, 1993).

The strong reflection from ~95 ns at 19.5 m in the southwest to
~70 ns at 7m near well B4 (G in Figure 3b) marks the base of a
high-porosity, low-velocity wedge. Interestingly, the reflecting
boundary for this event is only about 3.8 m below the ground sur-
face. Although this high-porosity wedge appears as a dominant
feature in the reflection section — about 50 ns TTWT at about
19 m — the wedge is really 1.3-m thick beneath well C4 (Figure
2a). The high-dielectric constants associated with this layer corre-
spond to low velocities. The low velocity of this high-porosity

wedge greatly expands the time section of
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Figure 7. The migrated surface-reflection data of Figure 3 compared with

Five traces have been removed and replaced by a synthetic trace repeated three times at each

well location and separated from the surface data by a blank trace on each
the same as in Figure 3.

fringe. In the subsurface, local variations
in grain-size distribution would cause
thickness changes in the capillary fringe
or would alter the impedance contrast
near the water table, thereby resulting in
an indistinct water-table reflection. Figure

the synthetic traces.

side. The labeling is
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Figure 8. A synthetic trace (B) from Figure Se and three traces (C,
D, and E) from the reflection profile near well B4. Trace A is the
zero-phase, 150-MHz Ricker wavelet used for the synthetic trace.
The water-table/capillary-fringe reflection arrives at about 30 ns in
the plot. The energy below 38 ns is from beneath the water table/
capillary fringe (see Figure 5). The Ricker wavelet has been shifted
to 30 ns to facilitate its comparison with the other traces.

8 compares the water-table reflection from a synthetic trace with
the corresponding reflection data near well B4. The reflected wave-
let (about 27 ns) from the water table in the synthetic trace (trace
B) shows a phase shift compared with the zero-phase Ricker wave-
let (trace A). The synthetic wavelet is antisymmetric about an ori-
gin at 29 ns. The negative peak is about 1.5 times as large as the
earlier positive peak. The wavelets associated with the water-table
reflections (traces C, D, and E) are similar in waveform to those in
the synthetic traces. The similarity among the synthetic wavelets
and the reflection wavelets indicates that the reflecting boundary
near the water table is not a simple two-layer velocity discontinu-
ity. Instead, it is from a more complicated velocity change.

SUMMARY AND CONCLUSIONS

We used borehole data from a research field site to develop a 1D
GPR reflectivity model from which to generate synthetic reflection
profiles for comparison with a surface GPR reflection profile. That
surface GPR reflection profile passes by the wells used in the re-
flectivity modeling. The signal penetrates to about 6 m (~ 130
ns). The 1D reflectivity modeling incorporates velocity estimates
from VRPs. For the saturated zone, we used that distribution of ve-
locity estimates to estimate the dielectric constant distribution. We
used data from borehole geophysical logs to estimate the electrical
conductivity for the saturated zone. We estimated all of the electri-
cal parameters in the unsaturated zone. We generated the synthetic
reflection traces from the reflectivity models with a 150-MHz,
zero-phase, Ricker wavelet source. The reflections are most sensi-
tive to changes in dielectric constant because of the small range in
electrical conductivity and the assumed uniform value for mag-
netic permeability for these sediments.

The synthetic traces correlate well with the surface-reflection
data. Reflections from the water table/capillary fringe, the base of a
sand channel (Unit 5), and the base of two relatively sand-rich
lenses in a cobble-dominated unit (Unit 4) are recognizable in the
surface-reflection profile and in reflectivity models in respective
wells. The strong correlation between the synthetic traces and the
reflection data verifies that the GPR horizon’s image changes in
physical properties, such as porosity changes, in the subsurface.
Thus, we can use surface-reflection profiles that have been cali-
brated at a few well locations to widely map important hydrostrati-
graphic features.
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